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Abstract—In this study, optimal jamming of wireless local-
ization systems is investigated. Two optimal power allocain

schemes are proposed for jammer nodes in the presence of

total and peak power constraints. In the first scheme, power
is allocated to jammer nodes in order to maximize the average

has recently been considered in [11]-[20]. The study in [11]
considers the minimization of the squared position erramub

(SPEB) for the purpose of optimal anchor power allocation,
anchor selection, or anchor deployment. In [14], optimal

Cramér-Rao lower bound (CRLB) of target nodes whereas in the transmit power allocation is performed for anchor nodes in
second scheme the power allocation is performed for the aimfo order to minimize the SPEB and the maximum directional
maximizing the minimum CRLB of target nodes. Both schemes position error bound (MDPEB) of the wireless localization

are formulated as linear programs, and a closed-form solutin

is obtained for the first scheme. For the second scheme, under

certain conditions, the property of full total power utiliz ation

system. Conic programming is employed for efficient solu-
tions, and improvements over uniform power allocation are

is specified, and a closed-form solution is obtained when the illustrated. In the presence of parameter uncertaintystiries

total power is lower than a specific threshold. In addition, t is
shown that non-zero power is allocated to at mostVy jammer

nodes according to the second scheme in the absence of pea

power constraints, where Nr is the number of target nodes. In
the presence of parameter uncertainty, robust versions ofhe

in [13] and [14] provide robust power allocation strategies
for wireless localization systems. In [15], ranging energy
lEthimization is studied for a wireless localization systtrat
employs two-way ranging between a target node and anchor

nodes by considering a specific accuracy requirement in a
prescribed service area. In addition to the formulation of
ranging energy optimization problems, a practical aldonit
is proposed based on semidefinite programming. The problem
in [15] is investigated in the presence of collaborative emd
in [16], and the corresponding ranging energy optimization
. INTRODUCTION problem and a practical algorithm is proposed. In [17], the
Over the last two decades, wireless localization has reptimal power allocation strategies are investigated doget
only become an important application for various systeni@calization in a distributed multiple-radar system, whéne
and services, but also drawn significant interest from meseatotal transmit power and the Cramér-Rao lower bound (CRLB)
communities [2]-[4]. Among various applications of wirde are considered as the two metrics in the optimization proble
localization are inventory tracking, home automationgkiag Due to non-convexity of the optimization problems, reléoat
of robots, fire-fighters and miners, patient monitoring, ar@nd domain decomposition methods are employed, which
intelligent transport systems [5]. In order to realize sappli- facilitate both central processing at the fusion center and
cations under certain accuracy requirements, both thearetdistributed processing.
and experimental studies have been performed in the lilerat The studies in [19] and [20] consider the optimal power
(e.g., [6], [7]). allocation problem for both wireless network localizati@t-
Even though various studies have been conducted on wit&e) and multiple radar localization (passive) systemaséi
less localization, jamming of wirelesscalization systems has on the convexity and lower rank properties of the SPEB,
not been investigated thoroughly. In the literature, thexist the power allocation problems are transformed into second-
some studies on GPS jamming and anti-jamming, such @gler cone programs (SOCPs), leading to efficient solutions
[8]-[10]. However, for a given wireless localization syste In addition, in the presence of parameter uncertainty, sbbu
a general theoretical analysis that quantifies the effetts @ower allocation algorithms are developed. In [21] and [22]
multiple jammer nodes on localization accuracy has not bei@int power and bandwidth allocation is studied for wirgles
performed, and optimal jamming strategies have not bel@galization systems. In particular, the optimal power and

power allocation schemes are proposed. Simulation resultare
presented to investigate performance of the proposed schem
and to illustrate the theoretical results.

Keywords: Localization, jammer, power allocation, Crameér-
Rao lower bound.

investigated before to the best of authors’ knowledge (&¢e
for the conference version of this study).

pandwidth allocation problem is formulated for coopemtiv
localization systems in [21], and the resulting non-convex

Although there exists no previous work on optimal poweroblem is solved approximately based on Taylor expansion,

allocation for jammer nodes in a wireless localization eyst
power allocation for wireless localization and radar syste

S. Gezici is with the Department of Electrical and ElectesniEngi-
neering, Bilkent University, 06800, Ankara, Turkey, TeB0O+312-290-3139,
Fax: +90-312-266-4192, Email: gezici@ee.bilkent.eduMr R. Gholami is
with the Campania AB, Sveavagen 17, SE-111 57 Stockholmed8w,
Email: mohrg@kth.se. S. Bayram is with the Department ofctlgal and
Electronics Engineering, Turgut Ozal University, 06010nkara, Turkey,
Email: sbayram@turgutozal.edu.tr. M. Jansson is with AGSH.innaeus
Center, Electrical Engineering, KTH Royal Institute of faclogy, 100 44,
Stockholm, Sweden, Email: janssonm@kth.se

This work was supported in part by the Distinguished Younge/&ist
Award of Turkish Academy of Sciences (TUBA-GEBIP 2013). tRafr this
work was presented at IEEE International Conference on Qamations
(ICC) Workshops 2015, London, UK, June 2015 [1].

and iterative optimization of power and bandwidth sepdyate
In [22], robust power and bandwidth allocation problems are
proposed for wireless localization systems in order torojzie
localization accuracy or energy consumption in the presenc
of uncertainty about positions of target nodes. In [23]}[26
the problem of jammer localization is studied, where the aim
is to determine positions of jammer nodes in the system,
which is a different problem from the optimal jamming of
wireless localization systems considered in this manpscri
In a recent study [27], the optimal placement of a single
jammer node with a fixed power is investigated for degrading
the localization accuracy of a wireless network based on the
problem formulation in [1]. Due to the non-convexity of the



optimal placement problem, the solution is provided only fmf the proposed system model is shown in Fig. 1, where there

special scenarios [27]. are four anchor nodes\V(4 = 4), three target nodes\y = 3),
Unlike the power allocation studies for wireless localizaand three jammer node&V(; = 3).

tion and radar systems in the literature [11]-[20], thisdgtu In  this  study, non-cooperative localization is

investigates the optimal power allocation problem for jaenmconsidered; that is, target nodes are assumed to receive

nodes in order to degrade the performance of a given wirelesgnals only from anchor nodes (i.e., not from other

localization system. In particular, the optimal power eflion target nodes) for localization purposes. In addition,

is performed for jammer nodes to maximize either the averatie connectivity sets are defined ad; = {j ¢
CRLB or the minimum CRLB of the target nodes. Therél,..., N4} | anchor nodej is connected to target node
are two main motivations behind this study) To provide fori € {1,..., Nr}. Then, the received signal at target node

guidelines for developing jamming schemes for disabling iacoming from anchor nod¢ can be expressed as
wireless localization system (e.g., of an enemg).) To .
obtain theoretical results that are useful for developint-a ~ B N ;
jamming systems. The main contributions of this study can dei (t) = Z agys(t —7;3) + Z%f \/EWJ’ () +ni; () (1)
summarized as follows: k=1 =1
« Optimal power allocation strategies are investigated f&" ¢ € [0,Tons], @ € {1,..., N7} and j € A;, where
jammer nodes in a wireless localization system for thBbs is the observation time;; and /s denote, respectively,
first time. the amplitude and delay of théth ‘multipath component
« Two optimal power allocation schemes are developed fBetween anchor nodg and target node, L;; is the number
jammer nodes to maximize the average or the minimu@i paths between target nodeand anchor nodg, and
of the CRLBs for target nodes. Both schemes are form(gpresents the channel coefficient between target naated

lated as linear programs. the /th jammer node, which has a transmit powerfpf. The
« A closed-form solution is obtained for the scheme th&tansmit signals(¢) is known, and the measurement noise
maximizes the average CRLB. ni;(t) and the jammer noisg/P/v;(t) are assumed to

« For the scheme that maximizes the minimum CRLB, ge independent zero-mean white Gaussian random processes,
closed-form solution is obtained when the total powgfhere the spectral density level of;(t) is Ny/2 and that
limit is lower than a specific threshold. of vi;(t) is equal to one. Also, for each target node;(t)'s

o Inthe absence qf peak power constraintls, it is proved that independent fof € A;, andvy; (t)'s are independent for
non-zero power is allocated to at magt jammer nodes , {1,...,N;} andj € 4,3 The delayr¥ is given by
for maximizing the minimum CRLB, wheréV; is the T E

number of target nodes. koA ly; — il + b,
)

o The proposed jamming strategies are extended to scenar- B 2)
ios with parameter uncertainty to provide robust jamming . , .
performance. with b; > 0 denoting a range bias andbeing the speed of
The remainder of the manuscript is organized as followRroragation. Se#; is partitioned as
In Section II, the system model is introduced. In Section Il A, 2 AL U ANT ©)

two power allocation formulations are proposed for optimal

jamming of wireless localization systems, and the optim#here AX and A" represent the sets of anchors nodes with
power allocation schemes are characterized via theoretitiae-of-sight (LOS) and non-line-of-sight (NLOS) conniects
analyses. Robust versions of the proposed jamming stestedP target node, respectively.

are developed in Section IV. Simulation results are preskent

in Section V, and concluding remarks are made in Section VI, OPTIMAL POWERALLOCATION FOR JAMMER NODES

In this section, the aim is to obtain optimal power allocatio

Il. SYSTEM MODEL strategies for the jammer nodes in order to minimize the
Consider a wireless localization system consisting\of localization performance of the system. Two different opti

anchor nodes andV; target nodes located a; € R?, i = mization criteria are considered in terms of the average and

1,...,Nqsandz; € R%, i = 1,..., Nr, respectively. It is the minimum CRLB for the target nodes. To that aim, we first

assumed that the target nodes estimate their locations! bgseesent the CRLB expressions for the target nodes.

on received signals from the anchor nodes, which have known

locations; that is, self-positioning is considered [5]alidition A. CRLB for Location Estimation of Target Nodes

to the target and anchor nodes, there eXigjammer nodes at  1g specify the set of unknown parameters related to target

z; € R? i=1,..., Ny in the system, which aim to degradé,ode;, the following vector is defined, which consists of the
the localization performance of the system. The jammer 80dgas terms in the LOS and NLOS cases [33]:

are modeled to transmit Gaussian ndéige accordance with

. - T
the common approach in the literature [28]—[30]. An example . [bfj N bfj]} . if je AL @
- T
1The generalization to the three-dimensional scenario rasgsttforward, “ [bl} b.L.“} if je ANL
but is not explored in this study. vty ’ v

2Although it is common to model the jammer noise as Gaussiah-[20],
a different problem arises when the jammer nodes transigitats that are 3t is assumed that the anchor nodes transmit at differerg tirtervals to
similar to the ranging signals between the target and ancbdes [31], [32]. prevent interference at the target nodes [6]. During these intervals, the
However, such a scenario requires information about thgimgnsignals to channel coefficient between a jammer node and a target noalsisned to
be available at the jammer nodes (see Section VI). be constant.



Based on (4), the unknown parameters related to target n@leOptimal Power Allocation Strategies

i are defined as [6] Before the introduction of the proposed optimal power
Al 7.1 T T T allocation strategies, the dependence of the CRLB for targe
0; = [ml biaiybiasqan) sy aiAi(|Ai‘)j| ®)  nhodei (that is, the trace off;(x;, p’)~! in (7)) on the power
vector of the jammer nodep/, is specified.
Lemma 3.1: Consider the equivalent Fisher information
atrix in (8). The trace of the inverse of;(x,p”) is an

whereA;(j) denotes thgth element of set;, |.4;| represents
the number of elements id;, anday;; = [a}ﬁ- --afjij]T. (It
is assumed that each target node knows the total noise)levg . . : J
- : . ine function with respect tp”.
The CRLB’ which prowdes a Iower_ bound.on t.he vVarance - proof:  From thepdefingition of the equivalent Fisher
of any unbiased estimator, for location estimation is g'veiﬂformatidn matrix in (8), it can be shown that
by [34] '
. _ tr {J;(xi, p’) 7"
E{||mi—mi||2}2tr{[Fi 1}2><2}’ (6) { ) -1

Aij
- b0,

wherez; denotes an unbiased estimate of the location of target  — ¢ Z A R
No/2 + al'p’

nodei, tr represents the trace operator, afidis the Fisher
information matrix for vectof,. Following the steps taken in
[6], [F;'],,., can be expressed as

K 2x2
[Fi'],., =Tz, p’)™" 7

where the equivalent Fisher information matdx(zx;, p”’) in
the absence of prior information about the location of thget
node is calculated as (see Theorem 1 in [6] for details)  where

by
Ji(zi,p’) = Z %(ﬁi‘(ﬁ? (8)
o No/2+alp? 7Y ri 2t 1Y Nijoyby; : (15)
jeAE

jeAE
I T
= (No/2 + az'TPJ) tr Z /\ijﬁbijﬁbg;
jeAE

2 rial'p” +1;Ny/2

-1

with
s AmB%ag;? o ISOhdf Hence,tr {J;(x;, p’)~'} is an affine function with respect
i = 2 (1 —&;j), ) to vectorp”. |
T (10) Lemma 3.1 states that the CRLB for each target node is an
’ affine function of the power vector of the jammer nodes. Based
, (11) on this result, two approaches are proposed in the following
A . T for optimal power allocation of jammer nodes, and convex (in
ij = [cos iy singis] . (12)  fact, linear) optimization problems, which can efficientig
In (9), § is the effective bandwidth, which is expressed as solved, are obtained.
Remark 2: The use of the CRLB as a metric for localization
75 P2IS(f)12df performance can be justified as follows. As discussed in
T SO (13) [35], for sufficiently large signal-to-noise ratios (SNRs)d/or

effective bandwidths, the maximum likelihood (ML) locatio
with S(f) denoting the Fourier transform eft), and the path- €Stimator becomes approximately unbiased and efficient, i.
overlap coefficient;; is a non-negative number between zerfl achieves a mean-squared error (MSE) that is close to the
and one, i.e.0 < &; < 1 [14]. Also, in (12),;; denotes the C_:RLB. For other scenarios, th_e CRLB may not be a very
angle between target nodend anchor nodg. In addition, it tight bound for MSEs of ML estimators [36], [37]. Therefore,

is assumed that the elementsafare non-zero (i.e., strictly When the power allocation strategy for the jammer nodes is
positive) fori € {1,2,..., Nr}. It is noted from (8) that the optimized according to a CRLB based objective function, the

effects of the jammer nodes appear as the second term in #f2LBS corresponding to the optimized value of the specific
denominator since the jammer nodes transmit Gaussian. nofd¥€ctive function can be considered to provide perforreanc
Remark 1: In this section, the jammer nodes are assum unds for the MSEs of the target nodes. The difference

to know the locations of the anchor and target nodes and tpgfween the exact localization performance of a target node
channel gains. In practice, this information may not belavafnd the CRLB depends on the SNR and effective bandwidth

able to jammer nodes completely. However, this assumpa;i(),.,qara_me_ters. Another motivation f(_)r the use of th.e .CR.LB
employed in this section for two purposes: (i) to obtainiadit metric is that the CRLB expressions lead to optimization

results that can form a basis for further studies on the probl Problems that have desirable structures, which lead tcedlos

of optimal power allocation of jammer nodes in localizatiofP'™M expressions or facilitate theoretical analyses.

systems, which has not been studied before (see Section [NRemark 3: In addition to the powers of the jammer nodes,
for extensions in the presence of parameter uncertairifyjo the effectiveness of jamming depends also on the network
provide theoretical limits on the best achievable perfaroea 980Metry, that is, the locations of the anchor, target, and
of jammer nodes; that is, if the jammer nodes are smart ald@mer nodes. This dependence can be observed from the
can learn all the environmental parameters, the locatinatiCRLB €xpression in (14) through the and a; terms. In
accuracy obtained in this study can be achieved:; otherwigé‘,rt":u'a”’i in (.15) depends on the Iocatlonslof the anchor and
the localization accuracy is bounded by the obtained result@9et nodes via tha;; and ¢;; parameters in (9) and (12),

a;i £ [|val? - lvin, 7]

p’ [Pi] o P],\I]J]T

(1>

8=



respectively, where the dependence)f on the locations allowed power (i.e.,min{PT,P,E’ff)k}) to the jammer node

(network geometry) is due to the channel coefficient angbrresponding to the largest elementwof(that is, theh(1)th
the path-overlap coefficient terms. On the other hand, tegment), the remaining power (subject to the peak power
dependence of the CRLB in (14) on the jammer locations is i@nstraint) to the jammer node corresponding to the second
the a; parameter in (10), which consists of the channel powgirgest element ofv (that is, theh(2)th element), and so on.
gains between a target node and all the jammer nodes.Hance, the solution in (18) can be obtained. ]
this study, the aim is to perform the optimal power allocatio proposition 3.2 implies that Scheme 1, which aims to
for the jammer nodes for a given network geometry (sefaximize the average CRLB of the target nodes, tends to
Section VI for extensions and future work). assign all the power to a single jammer node that can cause
1) Optimal Power Allocation based on Average CRLB:  the largest increase in the average CRLB. If the peak power
In the first proposed approach, the average CRLB for thigit is sufficiently high, then the total powePr is assigned
target nodes is to be maximized under total and peak powerthat jammer node (hence, no power is allocated to the other
constraints on the jammer nodes, which leads to the fO”gWiI]b_mmer nodes). Otherwise, that jammer node operates at its

formulation: peak power limit, and the remaining power is assigned to the
| Mz other jammer node(s) based on the same logic, as formulated
maximize — Ztr {Ji(mi,pJ)*l} in (18).
p’ N e~ It is noted that Scheme 1 can be regarded to provide a coun-
. T, J terpart of the waterfilling algorithm for capacity maximiira
subject to 17p JSPT cak (16) over fading channels [40]. In the waterfilling algorithm, a
0< P/ <P (=12,...,N,; power level of1/9, — 1/9 is assigned for an SNR of,

. . . -k Whered > 9y with 9 denoting a threshold obtained from
where Pp < oo is the total available jammer power aitf (’he average power constraint [40]; hence, the assignedrpowe

is the maximum allowed power (peak power) for jammer noqg,e| increases with the SNR. On the other hand, Scheme 1

4 . .
¢." From (14), the problem in (16) can be expressed as a lingghs 1o allocate the whole power to a jammer node that can

programming (LP) problem as follows [38]: cause the largest increase in the total CRLB, as stated )n (18
Np If the peak power limit of that jammer node is lower than

maximize Z” al | p’ the total power_limit, then the_jammer r]ode(s) that can cause
p’ =1 the second (third,...) largest increase in the total CRL8 ar

subject to 17p’ < Pr (17) employeql. . N
0 < pJ < ppeak 2) Optimal Power Allocation based on Minimum CRLB:
= = Y

, £=1,2,..., Ny The second proposed approach is to design the power alloca-
tion strategy of the jammer nodes in order to maximize the

cherg thng s¢2l:290r;?[:211é ]iﬁ(T:e ;ned htg\e/e ﬁgnjézgts E)ean best accuracy (i.e., the minimum CRLB) of the target nodes,
( 0./ )2 i1 i y hal h\?/hich leads to the following formulation:
optimal value of the power vector of the jammer nodes.

The following proposition presents the solution of (17): maximize min tr {Ji(wi’pJ)—l}
Proposition 3.2: Define w £ Zf\fl r;a;, and let h(j) p’ i€{1,2,...,Nr}
denote the index of th¢th largest element of vecten, where subject to 17p’ < Pr (19)

j =1,...,N;5 Then, the elements of the solutigry,,; of

J peak _
(17) can be expressed as O< P <P, £=12,...,Ny

Scheme 1: Based on (14), the problem in (19) in the epigraph form
j—1 can be expressed as the following LP problem after some
Pope(h(j)) = min {PT — > pl(h(D), P,??;‘;k} (18) manipulation [38]:
1=1 ' Scheme 2:

for j = 1,..., N, wherep/,(h(j)) represents thé(j)th ~ maximize s
element ofp/;, andZ?:l(-) is defined as zero. P N

Proof: Optimization problems in the form of (17) have subject to s —r;alp’ —r, =2 <0,i=1,2,..., Ny (20)
been studied in the OFDM and MIMO literature; e.g., [39], . 2
[40]. The expression in (18) can be derived in a similar fashi I'p’ < Pr
to the derivation in [39]. First, it is observed that the edes 0< P/ <PP* (=12 .. N,
of w defined in the proposition are all positive, which is based
on the definitions ofz; andr; in (10) and (15), respectivefy. Where an auxiliary variable and a new set of constraints are
In addition, from the definition ofv, the objective function in introduced in order to obtain an equivalent problem to (19) i
(17) can be expressed as’ p’. Then, under the constraintsterms of the optimal value gb”.

in (17), w"p’ can be maximized by assigning the maximum It is noted from (20) that the computational complexity of
the optimal power allocation strategy according to Scheme 2

41t is assumed that the jammer nodes are controlled by a ¢emitawhich IS quite low in general. In addition, further computational
performs optimal power allocation under total and peak paveastraints. complexity reduction can be achieved via the theoretical

5 i _ T _ _ _ . . . .
h(go:r gxznr;'g'}f*(;;w:—g (251327, thenh(1) =2, h(2) =4, h(3) = 1. yegylts in the remainder of this section.

6Note from (14) and (15) that the CRLB in the absence of jamnoeten ThQ following result presents a feature of the optimal
(that is, forp”’ = 0 in (14)) is given byr; Ny /2, which is a positive quantity. Solution for Scheme 2, which can be proved based on (14),



(19), and the fact thati; - 0 (i.e., each element of, is expressions correspond to straight lines with respecPio

positive) fori € {1,2,..., Nr}. and CRLB,, intersects withCRLB; at total power level
Lemma 3.3: Assume thatPr < .7 PP Then, the

solution of (19) (equivalently, (20)) always operates attibtal (ri — ) No/2

power limit; that is,17pJ . = Pr. T Yo |2 = 7ilViv |2

olvr\)erlljéﬁgtrlce’cctziur:;) t(’tiilonpg\lf\/?rr]e“;n I;telfn rvfllr?itceh(]l istoseihe'f—Tih“’k|2 < 7kl |* and does not intersect otherwise.
P gy b Y ! erefore, the minimum of the intersection points in (26) fo

cording to certain cost considerations. On the other harilr .

(26)

e caltie {i e {1,....Nr}|i # k andr|vi, |* < 7xlves, |}
the peak power limit is commonly a hardware ConStra'%pecifies the value aPr before which the optimal strategy for

which specifies the maximum power/amplitude level that c theme 2 is to assign all the power to théh jammer node.

_be generated by a transmitter circuitry [41]. The assumpti ence, the expressions in (22) and (23) are obtained by also
in Lemma 3.3 can be regarded as a common scenario

practical systems. Hence, the optimal power allocaticatesgyy dﬁﬁr?(l)r:%nttg?slgéfe rsection point to be infinity when two cm:rves

according to Scheme 2 operates at the total power limit InProposition 3.4 describes a closed-form solution of the

realistic scenarios as can be expected. timal power allocation strategy for Scheme 2 when thd tota
In the following proposition, the solution for Scheme 2 idP P 9y

characterized under certain conditions. power limit in (19) (equivalently, in (20)) is lower than or

Proposition 3.4: Suppose that target node uniquely has equal to a certain value specified by (22) and (23). Based on

the minimum CRLB among all the target nodes in the absen i© statements in the proposition, the optimal power aflooa

of jammer nodes. Then, the optimal power allocation stsate tfategy for Scheme 2 can be specified as follows: First, the

f . . . terms in (15) are calculated for all the target nodes, and
or Scheme 2 is to allocate all the power to jammer nége the target node with the minimumy, say thekth one, is
(assuming thaPlf:akz Pr), where g » S8y ;

determined. (It is assumed that only one target node achieve

_ 2 the minimum value.) Then, the channel gains between the
bk = ggi%m]%),(} kel (21) kth target node and the jammer nodes are compared, and the
jammer node that has the largest channel gain (that is, the
if the total power limit satisfiedr < P}k), where best channel condition) with thieth target node is found as in
*) . (k) (21)8 FinaIIy,_the op;i_mal power allocation strategy according
Pr = ien m]i;r;}\{k}PT (22) to Scheme 2is specified by sending the whole power,from
the jammer node that has the best channel condition with the
with k target node ifPp < P}k) as specified in (22) and (23). For
(i) %’ it 75l yin, |2 < 7l ke, | Pr > P, the problem in (20) needs to be solved.
Py = g TR herwi : If there exist multiple target nodes that have the minimum
o0 otherwise CRLB in the absence of jammer nodes, Proposition 3.4 can be

23
Proof: From (14), the CRLB for target node( in)
the absence of jammer nodes is given hw,/2 for i €
{1,..., Nr}. Therefore, under the assumption in the prop
sition, r; is the unique minimum of set{r,...,rn.}.
Hence, there exists\ > 0 such that the minimum of
S possibien’ weraCmL A e dtineg Then. assigning all the power to jammer nde is optiml
in (14). Since Scheme 2 aims to maximize the minimuf®’ Fr < Pr' ~ (assuming that "™ > Pr), where P, © is
CRLB, it should maximize the CRLB of target node i.e., 9Ven by
CRLBy, for Pr € [0, A], which can be expressed, based on p) _ min Pk
(10), (11), and (14), as T e NeW{kaakny, ) L

2pJ 2pJ
ri (P PP 4+ v, PP, )+ relNo/2. (24) with P\"*") being as in (23). (This claim can be proved very
The maximization oCRLBy, in (24) is achieved by assigningsimilarly to Proposition 3.4.)
all the power to the jammer node that has the best channeln the absence of peak power limits on the jammer nodes
gain; that is, the maximum dfy;|* for j € {1,...,N;}. In (i.e., when the peak power limits in (19) are ineffectivée t
other words, all the power?’r, is allocated to jammer nodefollowing result states an upper limit on the number of jamme
b, as specified in (21). For this power allocation strategy, thedes that should be employed for Scheme 2.

extended under certain conditions as follows: Let targeleso
k1,...,kn, @achieve the minimum CRLB in the absence of
jamming and let, in (21) denote the jammer node that has
he best channel condition with target nodle where k €
{k1,...,kn,, }. Assume that there exists' € {k1,...,kn,, }
such that|7k*bk*| < |'Ymbk* , Vm € {kl, .. .,kNM} \ {/{*}

CRLB expressions become Proposition 3.5: Assume thatr; in (15) is finite for: €
B 5 {1,...,Nr}. In the absence of peak power constraints, the
CRLB; = i, ["Pr +1:No/2 (25)  solution of (19), denoted by, can be expressed to have
fori = 1,..., Nr. As long asCRLBy, is the minimum CRLB, at MostNy non-zero elements (that is, non-zero power is

the strategy that assigns all the power to jammer nbde ,

is optimal according to Scheme 2. In order to specify thelf all the P\"*) terms are infinity in (23), then the strategy specified in
range of Py values for which target node has the minimum ]PDrToposmon 3.4 becomes the optimal approach for Scheme &lfealues of
CRLB, the first intersection P_O'”t &RLB), with other CRLB 8|f there are multiple jammer nodes with the largest chanrsh gvith
curves can be calculated. It is noted from (25) that the CRLBspect to the:th target node, then one of them can simply be chosen.



allocated to at mostVy jammer nodes), wheréy is the for the aim of minimizing the CRLB (in the absence of

number of target nodes. jammer nodes), and it is shown that the optimal solution can
Proof: In the absence of peak power constrainthe implemented by transmitting power from at mcégtjl)

the problem in (19) can be expressed, based on (14) atthor nodes, wher® is the dimension of the environment

Lemma 3.3, as with D € {2,3}. In addition to the difference between the
P : T, J results, both the employed proof techniques and the comside
i a; iNo/2 I . . . ; ;
ma}gﬁmze ie{l,IQI}.l.n.,NT} ria; p-+rilVo/ (27) objective functions are different in Theorem 1 in [43] and in
subject to 17p’ = Pyp Proposition 3.5.

) ] ) Remark 4: Although the LP problems in (17) and (20) can
By introducing the scaled version of the power levels of thgirectly be solved with the standard solvers for LP problems
jammer nodes ap” £ p”’/Pr, the objective function in (27) [38], the results in Propositions 3.2, 3.4, and 3.5 bothl{aci
can be stated as itate low-complexity implementations and provide impatta

. _ h ) .
(PT R No 1) 57 2 dTp) (28 insights about the optimal power allocation strategies.
3 K3 K3 - )
2 ’ IV. ROBUSTPOWERALLOCATION FOR JAMMER NODES

for i € {1,...,Nr}, where 1"p? = 1 and p’ = o. In the previous section, the optimal power allocation strat

In other words, for a given power allocation vector for th@ies are developed in the presence of perfect information at
jammer nodes, the objective function for target nadés the jammer nodes. In practice, jammer nodes can gather in-
equal to theconvex combination of the elements ofd,. formation about the localization parameters by variousrmeea
Next, vectord, is defined asd, 2 [di¢ dog---dny)" for such as using cameras to learn the locations of the target and
¢ € {1,...,N;}, whered, , denotes the/th element ofd; anchor nodes, performing measurements from the environmen
specified in (28). The set consisting @f's is represented by beforehand to form a database for the channel parameters
U; that is,U = {dy,ds, ....dy,}. Itis noted that the values (fingerprinting), and I|sten|ng_ to signals between the amph

of the objective function in (28) for any given jammer powefNd target nodes. However, in most cases, the information at
vector, i.e.,lef)"7. .,d% 5’ correspond to a certain convexn€ jammer nodes about the _Iopa!lzatlon related parameters
combination of the elements &f. In other words, the convex c@nnot be perfect. Therefore, it is important to design powe
hull of seti/ contains the values of the objective functions fofllocation strategies for jammer nodes that are robusnagai

all possible power allocation strategies. Thereforegptemal  Uncertainties in localization related parameters.

power allocation strategy obtained as the solution of (27)From the perspective of the jammer nodes, uncertainties
should correspond to a point in the convex hultgfas well.  €@n exist in the positions of the target and anchor nodes, the

In addition, since a maximization problem is considered f{!annel gains between the target and anchor nodes, and the
(27), the optimal power allocation strategy should coroesp C annel gains between the jammer and target nodes. For CRLB
to a point on theboundary of the convex hull. (For any based optimization approaches, all these unce(tallntlest)ea
point in theinterior of the convex hull, there exists an opednodeled as uncertalngestandai for target nodé since the

ball centered at that point that is completely containech t CRLB iS given byr; a; p” +7;No/2 for i € {1,..., Nr} as
convex hull, which implies that the objective functions 28f Stated in (14), where; is specified by (10) and is defined in
(equivalently, (27)) can simultaneously be increased tieae (1), which depends oi;; in (9) and¢;; in (12). LetR; and

a larger minimum value; hence, the optimal solution cannﬁ} denote the uncertainty sets fioranda;, respectively. Then,
correspond to an interior point.) Then, Carathéodoryestem the following robust optimization problems are proposed:

[42] is invoked, which states that any point on the boundary Scheme 1-R:

of the convex hull oft/ can be represented by the convex o 1 Y -
combination of at mostlim(/) elements inl{. By noting maximize - ) Wil 7 (ai p” + No/2)
that/ ¢ RN7, it is then concluded that an optimal power =1 4 cc,
allocation strategy fo_r thg jammer nodes can be re_presented subject to 17p”’ < Pr (29)
by the convex combination of at mo${; elements in set
. 2T 0<P/<PP* r=12..N
U, corresponding to at mos¥V, non-zero elements ip Sy s by, 145y AV
(equivalently,p”). B Scheme 2R

Proposition 3.5 states that when the peak power constraints . ) ) T
are not effective, it is not necessary for Scheme 2 to employ =~ Ma¥THEC NG WG T (ai P’ + No/2)
more jammer nodes than the number of target nodes. For o ai€C;
example, in the presence of two target nodes and three jammer subject to 17p’ < Pr (30)
nodes, an optimal power allocation strategy according to J peak
Scheme 2 can always be obtained by assigning non-zero power O<sP <P, £=12....N;
to at most two jammer nodes in the absence of peak poweis noted that the problems in (29) and (30), which consider
constraints. Based on Propositions 3.4 and 3.5, it can ath@ minimum (worst-case from a jamming perspective) CRLBs
be shown that, in the absence of peak power constrairdser the uncertainty sets, can be regarded as the robugingrs
the optimal power allocation strategy according to Schemeo? Scheme 1 and Scheme 2 in Section III.
allocates non-zero power to at mé$t, jammer nodes for low  In order to simplify the problems in (29) and (30), the
values of Pr, where N, is the number of target nodes thafollowing equation is stated first:
have the minimum CRLB in the absence of jammer nodes. _ . T g . min (T J

A related result to Proposition 3.5 is presenjted in Theoremﬁ%i Ti (ai P+ NO/Q) - (fneucl "i (ai P NO/Q) (31)
in [43] for the optimal power allocation of anchor nodes:<Ci



Wherer?lin £ min,,er, 73, Which follows from the fact that
both r; and (al'p’ + Ny/2) are always non-negative. Next,
the uncertainty se€; is specified as a linear uncertainty as 13 * &
follows: Jammer 2
o Anchor node Tar%et 3
Ci= [|7i1|$nin7 |’Yi1|12nax] X X [|7iNJ|?nin7 |’YiNJ 1211ax] (32) 8 * I::ggterr]%ie
where x denotes the Cartesian product, apgd,|2;, and 7
[Vie|2,.ax FEPresent the minimum and maximum value$ef|?, 6
respectively (cf. (10)). It should be emphasized that the us E .
of linear uncertainty sets as in (32) is a common approach fo Taget 1
developing robust algorithms; e.g., see [14]. From (32¢, th 4
expression in (31) is simplified as 3
Jammer 3
min 7" (a p’ + No/2) =" (a] p” + No/2) (33) 2 taraets ¥
a;€C; ) Jam*rsner 1 g
wherea; £ [[7i1 |2 - [in [ Pain)- .
Based on (31) and (33), the optimization problems in (29) x fm]
and (30) can be expressed, respectively, as Fig. 1. The network considered in the simulations, whereathehor node
positions arel0 0], [10 0], [0 10], and[10 10] m., the target node positions
1 Nr . are[2 4], [7 1], and[9 9] m., and the jammer node positions &tel], [6 10],
maximize — Z rih (&;?Fp‘] + No/2) and[9 2] m.
P’ Ti=
subject to 17p’ < Pr (34)
0< P/ <P 1=1,2... N,
and 15
s - min (T, ] acheme 2
ma>g§n1ze ie{lr,I.l.l,r,lNT} ™™ (a; p’ + No/2) Lafl G Scheme2
subject to 17p’ < Pr (35) Hl'a
0<P/ <P 1=1,2,....,N; %”
Since (34) and (35) are in the same form as the optimizatiol S o
problems for Scheme 1 in (16) and Scheme 2 in (19), & :
respectively, the results in Section Il are valid for ScleeaR gog
and Scheme 2-R, as well. I
Remark 5: Consider scenarios witlinpeak > Pr for ¢ = 0.8
1,2,...,N;. Itis noted from Proposition 3.2 and the formula- 07
tion in (34) that Scheme 1 and Scheme 1R result in the sam :
solution when the largest elements of vect@sffl rming, 0 5 0 .
and ZZJ.V:TI r;a; are at the same positions (i.e., have the same Normalized total powe#r
indices). Similarly, based on Proposition 3.4 and the bl @)
in (35), it can be deduced that Scheme 2 and Scheme 2P
lead to the same jamming strategy femall values of Pr 12
whenargminc (.7 IS €qual toargminge g vy 7" R schemes
and argmaxyc 1 v,y vkel’ = argmaxpey | n,y kel fin: 11 Q uni-Scheme ]
wherek = argmin;c gy n,17i- _
E Y
V. SIMULATION RESULTS D ol
In this section, performance of the proposed schemes S
evaluated through computer simulations. Since there £xis  E g} |
no previous work on optimal power allocation for jamming &£
of wireless localization systems, the proposed schemes a <oz
compared with uniform power allocation in order to provide
intuitive explanations. The uniform power allocation stige 06
(named Uni-Scheme in the following) assigns equal powe :
levels to all the jammer nodes; that i8; = Pr/N; for 05, s 0 s
¢ =1,...,N;, under the assumption thalﬁgpeak > Pr/Ny, Normalized total powet’r

For the first simulations, a network consisting of four
anchor nodes, three target nodes, and three jammer no@gs2. Comparison of different schemes for power allocatio terms of
is considered, where the node locations are as illustrated@ @verage CRLB, (b) minimum CRLB for the scenario in Fig. 1.



Fig. 1. Itis assumed that each target node has LOS connsction
to all the anchor nodes. In order to provide a simple and clear
comparison of the different power allocation schemes, dked t
power Pr is normalized asPr = 2Pr /N, and it is assumed
that \;; in (9) is given by \;; = 100Ng|lz; — y,l|~2/2;
that is, the free space propagation model is considered as 12
[14]. It is also assumed thdty;;|> in (10) is expressed as R
1vi;|> = ||z — 2z;]|72. In addition, Ny is set to2, and the
peak power limits are taken a8P** = 20, v£.9 Based on
these settings, different schemes are compared in ternie of t
average, minimum, and individual CRLBs in the following.
The CRLBs of Scheme 1 in (18), Scheme 2 in (20) and
Uni-Scheme are plotted in Fig. 2 and Fig. 3. In Fig. 2, the
average and the minimum CRLBs are illustrated versus thi
normalized total powePr. It is observed that Scheme 1 and
Scheme 2 achieve the best jamming performance in term
of the average CRLB (Fig. 2(a)) and the minimum CRLB
(Fig. 2(b)), respectively, which is in accordance with the

Scheme 1
Scheme 2

11r| Q Uni-Scheme

CRLB [m?]

problem formulations in (16) and (19). Also, Uni-Scheme Sy s 0 15
is not optimal according to either criterion in this example Normalized total powet’,

and significant differences from the optimal performana ar (@)

observed for large normalized total powers. In other wattuks,

proposed schemes are effective for large total jammer powe 3

Scheme 1
Scheme 2
Uni-Scheme

in this scenario. In Fig. 3, the CRLBs of the three target isode
are plotted versus the normalized total power for differen
schemes. From the CRLB curves, different behaviors are ot
served for different target nodes. It is noted that Schemedl a
Scheme 2 aim to degrade the average (equivalently, totdl) ar
the minimum CRLB, respectively, meaning that the individua
CRLBs may not always be larger than those for Uni-Scheme
In Table I, the optimal power allocation strategies are
specified for various values aPr according to Scheme 1
and Scheme 2 for the scenario in Fig. 1. It is observed the |
Scheme 1 always allocates the whole power to jammer node A DDA
(which is in accordance with (18) in Proposition 3.2), while h Bt
Scheme 2 allocates all the power (cf. Lemma 3.3) eithe 05
to jammer node 1 or to all the three jammer nodes. Fron
Table I, the claim in Proposition 3.4 can also be verified.

For the considered scenario, the value 1@%) in (22) of

opo

25r

CRLB [m?]

[
«
T

5 10 _ 15
Normalized total powelP,

(b)

Proposition 3.4 can be calculated 28314 with £ = 1 and 115

br = 1in (21). (It is noted from Fig. 3 that target nodehas b R Soneme ?
the minimum CRLB in the absence of jammer nodes; hence “I| O uni-Scheme
k = 1 in this scenario. Also, since jammer node 1 is the Losp

closest jammer node to target notleb; in (21) is equal to 1t

1 due to the distance based channel gain model.) Therefor
for Pr < 3.3314, the optimal strategy for Scheme 2 is to
allocate the whole power to jammer notlé accordance with
Proposition 3.4, which is verified by the results in Table I.
Next, another network with four anchor nodes, two targe
nodes, and three jammer nodes is considered, as illustirated
Fig. 4. For this network, the average and the minimum CRLB: 90
corresponding to Scheme 1, Scheme 2, and Uni-Scheme ¢ 0. I EA
shown in Fig. 5, and the individual CRLBs are presented ir
Fig. 6. Also, Table Il shows the optimal power allocation 0
solutions for Scheme 1 and Scheme 2. Similar observatior._
to those for the network in Fig. 1 are made. In additiﬁ’é’f) ©
in Proposition 3.4 is computed as8952 with & = 2 and Fig. 3. CRLBs for different schemes of power allocation fa} Target 1,
br, = 2 in (21) for the scenario in Fig. 4, which means thal) Target 2, and (c) Target 3 (for the scenario in Fig. 1).

CRLB [m?]
o & o
o] (4] o

o
3
a

5 10 _ 15
Normalized total powelP,

A normalized value foiNy is used for convenience so th@f = 2P /No
is given by Pr = Pp. This does not reduce the generality of the results
since various values aPr (ranging from zero to sufficiently high values) are
considered in the simulations [44].



TABLE |
ALLOCATED POWERS TO JAMMER NODES ACCORDING T@CHEMES1
AND 2 FOR THE SCENARIO INFIG. 1.

~ Scheme 1 Scheme 2 R Scheme 1
Pr Pl P P/ P/ Py Py 18 Scheme2 | ]
T 0 0 T T 0 0 : Q Uni-Scheme
2 0 0 2 2 0 0
3 00 3 3 0 0 —
33314 0 0 3.3314| 33314 0 0 E
Z 0 0 7 36952 0.2946 0.0104 @ 14
5 0 0 5 4.1735 0.6729 0.153 o
6 0 0 6 46518 1.0511 0.297 g 12
7 0 0 7 5.1301 1.4294 0.4401 =
8 0 0 8 5.6084 1.8077 0.5839 5 1
9 0 0 9 6.0867 2.1860 0.7277 z
10 0 0 10 6.5650 2.5643 0.870 0.8
11 0 0 11 7.0433 29426 1.014
12 0 0 12 75216 3.3209 1.157 0.
13 0 0 13 79999 3.6992 1.301
14 0 0 14 8.4782 4.0774 1.4444 0.4 i ;
15 0 0 15 8.9565 4.4557 1.587 S 10 _ 15
Normalized total power
(@)
b, ¥
s Jammer 2 13
Anch d Scheme 1
3 ; e o wof| A Sheme ,
Target 2 % Jammer node QO Uni-Scheme
7 11f
6 E 1t
E s 3 el
Jammer 3 €08
3 g
) § 0.
1Taretl 20'6 o aE e EEE
Jammer 1 ,";H‘=:== ______
g 1 2 4 I-S 6 7 8 9 %
x [m] 04

5 10 _ 15
Normalized total powelP,
Fig. 4. The network considered in the simulations, whereathehor node

positions are0 0], [10 0], [0 10], and[10 10] m., the target node positions (b)
are([1 1] and[5 7] m., and the jammer node positions &Be0], [4 10], and
[53]m. Fig. 5. Comparison of different schemes for power allocgtio terms of

(a) average CRLB, (b) minimum CRLB for the scenario in Fig. 4.

the whole power is allocated to jammer nadender Scheme 2
for Pr < 4.8952 according to Proposition 3.4. This is verified
by the results in Table Il, which also shows that the optimal

power allocation strategy according to Scheme 2 assigns non TABLE Il
zero power to at mosiy = 2 jammer nodes in accordance ALLOCATED POWERS TO JAMMER NODES ACCORDING TGCHEMES1
with Proposition 3.5. AND 2 FOR THE SCENARIO INFIG. 4.

To provide an example with a high number of nodes, a - Scheme 1 Scheme 2
network with six anchor nodes, five target nodes, and three fT fi’ gz" 102;’ (1)31" 1132" lgé’
jammer nodes is considered as illustrated in Fig. 7. Unlike > 0 0 0 > 0
the lE)revious scenarios, the peak power limits are set as [3 3 0 0 0 3 0
PP¥¥ =10, V¢, and the jammer nodes are located outside the [ 4 4 0 0 0 4 0
convex hull of the anchor nodes. In Fig. 8, the average and 451.8952 3'8952 00 00 80254 t%%i% 00
the minimum CRLBs for each scheme are plotted versus the & 5 0 0 T 02677 57323 0
normalized total powefPr. In compliance with the previous 7 7 0 0 | 05099 64901 0
scenarios, Scheme 1 and Scheme 2 result in the best jamming g g 8 8 8-;82% ;-Sggg 8
performance in terms of the average CRLB and the minimum —5 0 0 0T 17367 87633 0
CRLB, respectively, as imposed by the proposed problem for- |11 11 0 0 | 14790 95210 O
mulations. In Table I, the optimal power allocation saoduts ig ig 8 8 i.;gég 1(1).(’4;;2471 8
fo(rk)Sgheme 1 gr_1d Sche.me 2 are provided. Fo.r this scenario, = = 5 R T
P;” in Proposition 3.4 is computed &s8222 with £ = 1 15 15 0 0 54431 125510 O

and b, = 1 in (21), which means that the whole power is
allocated to jammer nodeunder Scheme 2 foPr < 2.8222
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Fig. 7. The network considered in the simulations, whereathehor node
positions arg—10 0], [-5 — 5v/3], [-5 5v/3], [5 5v/3], [6 — 5V/3], and
[10 0] m., the target node positions are7 0], [-3 — 4], [0 7], [3 5] and
[8 0] m., and the jammer node positions &rel0 10], [1 11], and[12 5] m.

Eo
o 0.68
. Scheme 1
% 0.66 E Scheme 2
QO Uni-Scheme
0.64
R
i)
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"o 5 10 15 ©
Normalized total power; %0'58
9]
() 2 0.56
Fig. 6. CRLBs for different schemes of power allocation faj Target 1 054
and (b) Target 2 (for the scenario in Fig. 4). 0.5
- N : lized total le °
. . L . ormalized total powe
according to Proposition 3.4, which is as observed in Tdble | P .
Unlike the previous scenarios, the power of the jammer node 2 (a)

in this scenario reaches out to its peak valfE®™ = 10 for
Scheme 1 whetr > 10, and the power of the jammer node 1 051
reaches out to its peak valueg’®®* = 10 for Scheme 2 when

Pr > 12.18.

In order to investigate how the network geometry plays ¢
role in the effectiveness of the proposed schemes, the netwo
illustrated in Fig. 9 with four anchor nodes, two target ngde
and two jammer nodes is considered for two cases (Case 1 a
Case 2) corresponding to two different positions of the janm
node 2, as shown in the figure. Target nodes 1 and 2, initiall
positioned at[0 5] and [5 0] m., move simultaneously at the
same speed along the green and pink lines, respectively, a
the distance from their initial positions is denoted dy(For
example, when! = 4m. the positions of target node 1 and
target node 2 are given by 5] m. and[5 4] m., respectively.)
The average CRLBs and the minimum CRLBs of the targe
nodes corresponding to the optimal schemes (Scheme 1 and
Scheme 2) are Elotted in Fig. 10 with respectditowhere
Pr =10 and PY**= = 20. In order to provide intuitive Fig. 8.
explanations, the CRLBs of the target nodieshe absence of

peak

Scheme 1
Scheme 2
Uni-Scheme

opo

o 1N
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© ©
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o
N
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5 10 _ 15
Normalized total powePr

(b)

Comparison of different schemes for power allocatio terms of
(a) average CRLB, (b) minimum CRLB for the scenario in Fig. 7.
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Fig. 9.
positions are[0 0], [10 0], [0 10], and [10 10] m.

the target nodes arf 5] and [5 0] m., the position of jammer node 1 is .
[2.5 10] m., and the position of jammer node 2[&5 0] m. (for Case 1) and )

[2.5 0] m (for Case 2).
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Comparisons of the optimal jamming schemes in teasfm®&) the

average CRLB, and (b) the minimum CRLB for Case 1 and Case &irdF

The scenario with no jamming is also illustrated.

11

TABLE Il
ALLOCATED POWERS TO JAMMER NODES ACCORDING T@CHEMES1
AND 2 FOR THE SCENARIO INFIG. 7.

Scheme 1 Scheme 2
Pr P/ PJ P] | P/ PJ Py
1 0 1 0 1 0 0
2 0 2 0 2 0 0
282221 0 28222 O 28222 O 0
3 0 3 0 29585 0 0.0415
4 0 4 0 3.7254 0 0.2746
5 0 5 0 44922 0 0.5078
6 0 6 0 52590 O 0.741
7 0 7 0 6.0258 0 0.9742
8 0 8 0 6.7926 O 1.2074]
9 0 9 0 75594 0 1.4406]
10 0 10 0 83263 O 1.6737]
11 0 10 1 9.0931 O 1.9069
12 0 10 2 98599 O 2.1401
13 0 10 3 10 0.8395 2.1605
14 0 10 4 10 1.8667 2.1333]
15 0 10 5 10 2.8939 2.106]]

ammer nodes are plotted in Fig. 10, as welf. It is observed
from Fig. 10 that the average and minimum CRLBs increase
in general for both cases as the target nodes get close to the
boundary of the convex hull formed by the anchor nodes. This
is expected since the network geometry imposes an increase
in the CRLBs as the received powers from two of the anchor
nodes decrease significantly when a target node approaches
the boundary, which is in accordance with the “no jamming”
curves in the figure. Based on a similar reasoning, the agerag
and minimum CRLBs reduce significantly when the target
nodes are around the middle of the convex hull formed by the
anchor nodes (i.e., at similar distances to all the anchdes)

In addition, Fig. 10 illustrates that, in Case 1, the jamming
performances are symmetric with respect to the center of the
square formed by the anchor nodes (i 5m.) for both
Scheme 1 and Scheme 2, which is due to the fact that the
distances of the jammer nodes to target node 1 (and to target
node 2) are symmetric arountl= 5m. On the other hand,

in Case 2, jamming performance is not symmetric around
d = 5m. and lower CRLBs are observed fér> 5m. (i.e.,
reduced jamming performance) since both jammer nodes are
far away from target node 1 asapproached(0m.

In Fig. 10-(a), which illustrates the average CRLBs for
Scheme 1, the jamming performance in Case 2 is better up
to d = 5m. and is equal to that of Case 1 after that point,
which can be explained based on the geometry of the target
and jammer nodes as follows: Scheme 1 aims to assign the
whole power to the jammer node which can cause the highest
increase in the total CRLBs of the target nodes; hence, it
assigns the whole power to the jammer node that has the
minimum distance to (one of) the target nodes in this scenari
Therefore, in both cases, the whole power is assigned to
jammer node 2 untid = 5m. and to jammer node 1 after
that point. Hence, ford > 5m., Scheme 1 employs the
same strategy of using jammer node 1 only in both cases,
which leads to the same jamming performance. &er 5 m.,
Scheme 1 transmits the whole power from jammer node 2,
which has the same distances to target node 2 in both cases
but is closer to target node 1 in Case 2, resulting in higher
average CRLBs for that case. Based on similar geometric

10In the absence of jamming, the CRLBs for target nodes 1 ana 2har
same for each value af.
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arguments, the differences between Case 1 and Case 2
Fig. 10-(b) can also be explained. For example, wthen5 m., Scheme 1
both jammer node 1 and jammer node 2 are away fron Scheme 2
target node 1 in Case 2, which leads to reduced jamminy
performance compared to that in Case 1. Considering th
average jamming performances in Case 1 and Case 2, it ce
be concluded from Fig. 10 that Scheme 1 performs better it
Case 2 while Scheme 2 achieves a higher average jammir
performance in Case 1. Therefore, it can be concluded fsr thi
scenario that the effectiveness of Scheme 2 increases Whaen t
jammer nodes are symmetrically positioned with respedteo t

network geometry (due to the max-min nature of the problerr 08f
formulation in Scheme 2) but such a symmetry can reduce th ook A
efficacy of Scheme 1 in some situations. o€

To evaluate the average performance of the propose
schemes over different locations for the target nodes, thi
scenario in Fig. 1 is considered with uniform locations for (@)
the target nodes while the jammer and anchor nodes are ~*
fixed locations shown in the figure. In particular, the looas 0.95
of the target nodes are modeled as independent and idéntica
distributed uniform random variables ovér 9] m. x [1,9] m..

In Fig. 11, the average and the minimum CRLBs are plottec ~ 085r
versus the normalized total power for different schemegreh
the CRLBs are averaged over the locations of the target node
It is observed that the performance gap between Scheme 1 a
Scheme 2 increases with the normalized total power in thi
scenario.

Finally, the scenario in Fig. 1 is considered with some
uncertainty about the localization related parametersriteio
to investigate the performance of the proposed schemes 085y
the presence of uncertainty. Referring to Section 1V, the 0.pfe
uncertainty setR; is defined as a linear set specified by
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0.9

opo

o
0
T

Minimum CRLB [m?]

R; = [0.757;, 1.257;], wherer; denotes the estimated value 0 Norfnalized total OV\}gP 15
of r;, which is defined in (15); hence, the true valuergf P !
is assumed to be within twenty-five percent of the estimated (b)

value. Similarly, the linear uncertainty sét defined in (32) is _ _ _ .

ified byly, |2 = 0.75)3 |2 and |, |2 — 1.25/5; |2 Fig. 11. Comparison of different schemes for power allarain terms of
Speci 'eA Y|Vielmin = U-10|7ie Yitlmax = L-29[7it|”s  (a) average CRLB, (b) minimum CRLB, where CRLBs are averaget the
where|¥;,| represents the estimated value|9f|. In Fig. 12, locations of the target nodes, which are uniformly distiéoliover{1, 9] m. x
the ‘worst-case’ average and minimum CRLBs are plotted vet-9 m- in Fig. 1.

sus the normalized total pow& for Scheme 1R, Scheme 2R, ) )
Scheme 1, Scheme 2, and Uni-Scheme, where the term ‘wolBg strategies become different and Scheme 2R outperforms

case’ refers to scenarios in which the minimum CRLBs a,%chem_e 2 in terms of the worst-case CRLB. Finally, it is noted
achieved over the uncertainty set. (Hence, it is the wordfom Fig. 13 that the performance gap between Scheme 2R
case from the perspective of the jammer nodes.) In additigfld Scheme 2 is mainly due to the differences between
Fig. 13 presents the individual worst-case CRLBs verBys the achieved worst-case CRLBs for target node 1 and target
and Table IV illustrates the optimal power allocation pigtic n0de 3.

corresponding to Scheme 1R and Scheme 2R for various

values of Pr. It should be emphasized that Scheme 1 and VI. EXTENSIONS AND FUTURE WORK

Scheme 2 are designed according to the estimated paramet&fince the network geometry has important effects on the

values in this scenario whereas Scheme 1R and Scheme pr%rﬁormance of jamming (see Remark 3 and Fig. 10), the loca-
based on the robust design approach described in Section {5 of the jammer nodes can also be considered as additiona

From Fig. 12, Fig. 13, and Table 1V, it is observed thalimization variables for a more generic formulation. att
Scheme 1R and Scheme 1 have the same performance S{t& ' the following problem can be obtained for the average

the uncertainty does not change the optimal strategy in thi&| B criterion (cf. (17)):
scenario (cf. Table | and Remark 5). On the other hand, (cf. (A7):

as noted from Fig. 12-(b), the performance of Scheme 2 is o N o\

degraded by the uncertainty, especially for lafgge However, maximize Z ria; | p’

for small values of Py, Scheme 2R and Scheme 2 have P/ {=hi \izi

the same performance, as stated in Remark 5. To provide subject to 17p’ < Pp (36)

insight about this observation, Table | and Table IV can be < pJ < ppeak
investigated, which indicate that Scheme 2R and Scheme 2 are 0< P <P £=12..,N;
equivalent to each other up 8, = 3.3314. After this value, zeSy, £=1,2,...,Ny
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Scheme IR Scheme 2R
Pr P/ P P/ P/ Py Py
1 0 0 1 1 0 0
2 0 0 2 2 0 0
3 0 0 3 3 0 0
4 0 0 4 4 0 0
444191 0 0 44419 44419 O 0
5 0 0 5 47500 0.2500 O
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7 0 0 7 57241 1.0232 0.252
8 0 0 8 6.2024 1.4015 0.396
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10 0 0 10 7.1590 2.1581 0.6829
11 0 0 11 7.6373 25364 0.8263
12 0 0 12 8.1156 2.9147 0.9697
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where the maximization is over both the powers and ti&ection IV, Scheme 1-R, can also be extended to the case
locations of the jammer nodes, denoted ¥ and {Zg}évz‘ll, of joint optimization of the powers and the locations of the
respectively. In additionS, represents the feasible locationgammer nodes.

for the /th jammer node in the network. For example, the Remark 6: For identical jammer nodes and for the same
jammer nodes cannot be located very closely to the tardeasible region for each jammer node (i.8, = S, Y/ €

nodes in practice in order not to be detected. {1,...,N,}), it can be concluded from (37) that the optimal
To obtain the solution of (36), a relation should be specifiddcations for the jammer nodes are the same; thatjis: z*,
betweenz,’s and a;'s, where a; = [|7i1|2...|%NJ|2}T, V¢ € {1,...,N;}. In this case, a jammer node or multiple

as defined in (10). For example, similar to [20] and [21Jammer nodes located at* and transmitting a (total) power
|vie|? can be calculated asy|? = rig(do/|z¢ — x4]|)” for of Pr yields the solution of (36). _
llze — x;|| > do, wherez; is the location of target nodg For the minimum CRLB criterion, the following problem
v is the path-loss exponent;, is a constant (depending oncan be considered for the joint optimization of the powers
antenna characteristics and average channel attenyaaioth) and the locations of the jammer nodes (cf. (19)):
dy is the reference distance for the antenna far-fiél@hen, maximize min  r;aTp’ +7iNo/2
the solution of (36) is specified by the following propositio p7 {z} T i€{1..N1} i@ P i1Vo

Proposition 6.1: Define z; as follows: B

subject to 17p’ < Pp (40)
S 0<P/<P** r=12.. N
z;, = argmax Zri|'m|2 foree{1,....,N;}. (37) Sy s by, e=4200,07
ze€Se zp €8, £=1,2,...,Ny
Also. definew* as the value sz?VTl ria; at 2z} 2y In this scenario, it is challenging to obtain a simple expi@s
’ . : i= Sl 2N : . .
Then, the optimal solution to (36) is specified by the jammdgr the optimal locations of the jammer nodes and the corre-
locationszj, ..., z%, and the corresponding power levels ~Sponding optimal power levels. The theoretical and alparic

investigations of the problem in (40) and its robust version
are considered as an important direction for future work.
(38) In the previous sections, jammer nodes are modeled to

Jj—1
. . " k
Pope (h* (7)) :mm{PT = > P (b (), PR
transmit Gaussian noise to degrade the performance of a

=1

for j = 1,..., N, whereh*(j) represents the index of thgh ~ Wireless localization system. This is a common model for

largest element ofv*, and pJ,(h*(j)) denotes thé:*(j)th jamming in the literature (e.g., [45]-[47]), which can be

element ofp!. , motivated as follows: When the ranging signals between the
opt*

Proof: Definew asw £ ZﬁV:Tl r; a; and express the

objective function in (36) aw” p”. It is noted that the jammer
locationszy, ..., zx, only affect thew term in the objective
function. In addition, from (10), it is observed that tlith
element ofw depends on the location of jammer nadenly.

anchor and target nodes are unknown to the jammer nodes,
the jammer nodes can constantly transmiise to reduce

the performance of range estimation (hence, localization)
Since the Gaussian distribution corresponds to the warst-c
scenario among all possible noise distributidnshe jammer

. . . __nodes that transmit Gaussian noise are employed for efficien
Since the power terms are always non-negative, the Sqlm'or}amming [45]-[47]. In practice, the ranging signals betwee
(36) requires the maximization @é overzy, ..., 2y, subject the anchor and target nodes can be unknown to the jammer

'tr?tgetheta ‘%Hgor.ﬁ }1’2;65'(’32:; which can be decomposednodes in certain scenarios such as military applicatiorts an
! wing Ny p ' private ranging [4], [51].

Nt If the ranging signals between the anchor and target nodes
max rilviel*, £=1,2,...,Ny (39) are known to the jammer nodes (which can be possible, e.g.,
Ze€or when some standard signals are employed for ranging), the

jammer nodes can severely degrade ranging and localization
Hence. Tha optimal locations of the iammer nodes are oldai erformance. In particular, each jammer node can transmit,
' P | ccording to a certain strategy, the same ranging signal as

as in (37). Afte_r o_bta!ning the opti_mal locations of the japim that employed by an anchor node, and the target node, the

nodes,_ the optimization problem in (36) reduces to a proble of which is to estimate the time-of-arrival (TOA) of

‘gh'Ch |_st_|n tgezsamebform af tha(; Itn (1&)._Hfﬁce, tthe r?asult {Re first incoming ranging signal component, can sometimes
roposition 3. can be employed 1o oblain the optima IOOwgrrroneously perform its estimation based on a signal seat by

a"g‘;g“ggit?gnatgglyim (I:ifs) Eﬁgt(tlr?g).o timal location for ea jammer node instead of that from the anchor node. In this, case
P ) P P e exact values for the powers of the jammer nodes are not

jammer node is related to the CRLBs of the target nodes in t Stical as lon . . -
) . : g as the ranging signals from the jammer nodes
absence of jamming (sinogNo/2 corresponds to the CRLB rrive at the target node with sufficiently high power levels

of target node in thg absence of jamming) and the channi ssuming that signal components above a certain threahold
gains between the jammer node and the target nodes. OhCe

the optlmal locations (?f the Jammer ”09'35 are determlnedzFor example, for a Gaussian channel and a Gaussian inpualsign
based on (37), the optimal power allocation strategy can {pe worst-case form of the jamming signal is also Gaussiateims of
obtained via (38), which is similar to Scheme 1 in Section |l[Minimizing the mutual information between the input and theput [48],

. f . . 49]. Also, for an additive noise channel with a Gaussianutnphe worst-
In a similar fashion, the robust power allocation algorlthm case noise distribution (for a given mean and variance) ietimizes the

MSE of estimating the input given the channel output comess to Gaussian
Ut is assumed thaljz, — ;|| > do holds for allz, € S,, where¢ € distribution, which can be proved based on the linearity mifroal estimation
{1,...,Ns}. in the presence of Gaussian noise [50].

where ZNTl rilvie|* corresponds to théth element ofw.

i=
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employed for TOA estimation as in [52]). Hence, the optimalignals in each cycle so that the jammer nodes cannot know
power allocation problem studied in Section Il is not relev the signal structures in advance.

in such cases. To present a formulation of the theoreticetdi

in this scenario, the received signal related to target ri@ahel VII. CONCLUDING REMARKS

anchor nodgj can be expressed as follows (cf. (1)): In this study, jamming of wireless localization systems has

Lij Ny L been investigated. Considering the CRLB on location estima
i (t) = a’?s(t — T.k.) + o?’-}s(t _ ;l; —Ty) tion accuracy, two different schemes have been proposed to
N ; Y Y ; ,; ' ' maximize certain functions of the CRLBs of the target nodes.
+ng;(t) (41) In the first approach, power levels have been allocated to

. ] jammer nodes in order to maximize the average CRLB of
for t € [0,T,ps], where the first and the third terms arenhe target nodes whereas in the second approach the power
as in (1), and the second term represents the signals frafdcation to jammer nodes has been performed for the aim
the jammer nodes arriving at target nodewith &, and of maximizing the minimum CRLB of the target nodes. Both
7, denoting, respectively, the amplitude and delay of thechniques have been formulated as linear programs, and a
kth multipath component between jammer nddand target closed-form expression has been obtained for the average
node:, and L;, being the number of paths between targetR|B maximization problem. In addition, the full total powe
nodei and jammer nodée. Also, T, represents the relative ytilization property has been presented for the minimum
delay of the ranging signal sent by jammer nddeith respect CRLB maximization problem, and its closed-form solutiors ha
to that sent by anchor node (In fact, each jammer node canbeen obtained under certain conditions when the total p&ver
also transmit multiple copies of the ranging signal, whieln ¢ smaller than a specific threshold. Furthermore, in the atesen
easily be incorporated into the second term in (41), but thé§ peak power constraints, it has been proved that an optimal
is omitted for simplicity by assuming that one ranging signatrategy to maximize the minimum CRLB can be obtained
from each jammer node is present in the observation interyl allocating non-zero power to at moat: jammer nodes,

t € [0, Tons].) _ _ where Ny is the number of target nodes. In the presence

~ The received signal;; () in (41) should be used to extractof parameter uncertainty, the robust versions of the power
information about the distance (range) between target modgjiocation schemes have been proposed, and it has been shown
and anchor nodg. From the expression in (41), it is observeghat the theoretical results are valid for this scenarioya.

that when the jammer nodes transmit the same signals Qifulation results have shown the promising performance
the anchor node, the total jamming signal (the second tetthe proposed schemes with respect to the uniform power
in (41)) becomes similar to multipath interference. In thigjiocation scheme.

case, if the first signal path arriving at the target node is
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