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Abstract 

The performance of a mult icomputer network depends on the switching technique 

and the rou ting algori thm used. The worrnhole switching technique has been widely 

used in the recent multicomputers. The most costly resources in a rnulticomputer 

network using worrnhole routing are channel bandwidth and buffer memory. This 

thesis focuses on the bufer managem,ent issues in wormhole routed multicomputers. 

The commonly used buffer organiza:ions for recent multicomputers are ceutral- 

ized and dedicated buffer organizat ions. The resul ts presented in t his t hesis indicat e 

t hat the dedicated buffer organizat ion has a bet ter performance t han the centralized 

in the uniform traffic. In the hot-spot traffic the centralized organization outper- 

formç the dedicated. The hybrid buffer organization proposed in this thesis inherits 

the merïts of the two. Hybrid buffer organization performs similar to the dedicated 

buffer organization under uniform traffic and i ts performance is intermediate to t bat 

of the two organizations for hot-spot traffic. The simulation results presented suggest 

that the hybrid buffer organization can be designed to  configure itself dynamically 

from the dedicated to centralized depending on the traffic conditions. 
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Chapter 1 

Introduction 

The problem domain to which computers could be applied. is expanding rapidly. 

There is almost no field of study nhich is not taking advantage of computers. As 

computea are used to solve many cornples problems, the demand for larger and 

faster cornput er çjrsterns is also increasing steadily. 

In order to  meet this requirement and to  manufacture computers with increased 

speed and capacity for lower cost. computer architects have followed two general ap- 

proaches [4]. The first uses conventional serial computer architecture. The second 

approach esploi ts the parallelism inherent in many problems. 

Data Parallelism found in data takes advantage of large number of independent 

data elements. For each data element a processor is assigned and al1 the operations 

are performed on the data in parallel. 

Control Parallelism is used to program most multiprocessor computers. In t his 

approach threads of control that could operate independently are identified and then 

different processors are used to  run these threads in parallel. The primary problems 

of t his approach are the difficulty in identifying and synchronizing these independent 
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t 
Veaor 

Syndirono us SIMD 

Figure 1.1: High-level taxonomy of parallel computer archit.ectures [5] 

threads of control. 

1.1 Parallel Architectures 

-4 parallel architecture provides an esplicit, high-level Iramework for the develop- 

ment of parallel programming solutions by providing multiple processors, whether 

simple or cornplex, that cooperate to solve problems through concurrent esecution 

[SI. A simple taxonomy of parallel computer architectures based on this definition 

is shown in Figure 1.1. 

1.1.1 Synchronous architectures 

Synchronous parallel architectures support data parallelism. These architectures 

coordinate concurrent operations in lockstep t hrough global dockso central cont rol 

units, or vector unit controllers. 
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Pipelined vector processors. Pipelined vector processors directly support 

massive vector and matrix calculations [6] .  These machines are characterized by 

multiple, pipelined functional uni ts, tvhich implement ari t hmetic and boolean op- 

erations for both vecrors and scalan and which can operate concurrently Cray-1. 

Fujitsu VP-200, Data Cyber 203 and Texas Instrumerts hdvanced Scientific Corn- 

puter are esample machines of this architecture. 

SIMD architectures. SIMD architectures typically employ a central cont rol 

unit, multiple processors, and an interconnection network for ei t her processor-to- 

processor or processor-to-mernory communications. The control unit broadcasts a 

single instruction to al1 processors, ivhich esecute the instruction in lockstep fashion 

on local data. The interconnection network allows instruction results calculated a t  

one processor to be communicated to another processor for use as operands in a 

subsequent instruction. 

Processor array architectures are structured for numerical SISID esecution and 

have often been employed for largescale scientific calculations. such as image pro- 

cessing and nudear energy modeling [il. Loral's Massively Parallel Processor. ICL3 

Dist ri buted Array Processor and Thin king Machines' Connection Machine (CM 1 

and CM?) esernplify this k n d  of architecture. 

Associate memo y processor architectures are built around an associative rnemory 

and constit ute a distinctive type of SIUD architecture that  uses special cornparison 

logïc to access stored data  in parallel according to its content [Y]. Bell Labora- 

tories' Parallel Elernent Processing Ensemble and Loral's Associative Processor are 

the machines developed using this architecture and are used for database-oriented 

applications. 

Systolic architectures. These architectures are used t o  build machines to solve 

the problems of special-purpose systems 191. These computers are pipelined multi- 
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Figure 1.2: MIMD-shared memory architecture: bus interconnection 131 

P 1 

Cashe 1 

processors in mhich data  is pulsed in rhythmic fashion from memory and though a 

network of processors before returning to memory. A global clock and esplicit tim- 

ing delays synchronize this pipelined data flow, which consists of operands obtained 

from memory and partial results to be used by each processor. Carnegie .\lellon's 

Warp and Saspy's Matris-1 fa11 into this category. 

1.1.2 MIMD architectures 

blI'iID architectures employ cont rol parallelism i .e., t hey use multiple processors 

that esecute independent instruction streams using local data. blI!dD computers 

support parallel solutions that require processors to operate in largely autonomous 

manner. The software processes esecuting on M M D  architectures are synchronized 

by accessing data in shared memory units or by passing messages thougb an in- 

t erconnection network. SIIXD architectures are asynchronous computers and are 

characterized by a decentralized hardware control. U M D  architectures can be di- 

vided into shared-memory and dist ributed-memory systems. 

Pn 

Cashe n 

Pi, 

Cask Z 

Bus 

. . .  
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u u u 
512 
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Figure 1.3: Structure of MIMD-distri buted memory architecture [5]  

Shared-niemory architectures 

Shared memory architectures (Figure 1.2) acconiplish interprocessor coordination 

by providing a global, shared memory that each processor can address. Commercial 

shared-nierno- architectures. such as Flesible Corporation's Flesj32 and Encore 

Cornputer3 .\lultimas are examples for rhis category. These machines have no 

massage sending latency problem but suffer from data  access synchronization and 

cache coherency problems. These computers are also referred to as multiprocessor 

s y st ems. 

Dist ributed-memory architectures 

Dist ributed memory architectures (Figure 1.3) connect processing nodes. consisting 

of an autonornous processor and its local memory. n-ith a processors-to-processor 

interconnec t ion network. Kodes share data by esplici tly passing messages t hough 

the interconnection network, since there is no shared memory. These systems are 

also referred as rnulticomputer systems. As the scope of t his thesis is multicomputer 

networks, the remainder of the thesis focuses on this type of networks. 
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Sysrem Bus 

Communication 
ControlIer 

Figure 1.4: -4 typical multicomputer node (11 

1.2 Multicomputer Networks 

hiulticomputer architecture has becorne a popular architecture for construct ing mas- 

sively parallel computers because they scale well; i.e., as the nurnter of nodes in the 

system increases, the total communication bandwidt h, memory bandwid t h. and pro- 

cessing capability of the system also increase. Several esamples for these machines 

are given in the subsequent sections. 

-4 multicomputer netvork consists of hundreds or thousands of nodes connected 

in some fixed topology (11. As shown in Figure 1.4, a multicomputer node mjnimally 

contains a microprocessor. local memory, and hardware support for int er-node corn- 

munication. Specific applications may dictate inclusion of specialized CO-processors 

for floating point, graphies, or secondary storage operations. IdealIy, each node 

ivould be directly connected to  al1 other nodes (fully connected or comptete net- 

work). The packaging constrains and hardware costs limit the number of connec- 

tions to  a small number, typically ten or less. Because the node degree is limited, 

messages must often be routed t hough a sequence of intermediate nodes (multiple- 

hop networks) to reach their final destinations. 
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Figure 1.5: Multicomputer network topologies 

In summary, mu1 ticomput ers have large numbers of nodes esecu ting inst ruc- 

t ions asynchronously. The communication between processors is message based wi t h 

rnoderate overhead. The user implemented programs are decomposed into medium 

grained computation tasks. A multicomputer network is characterizecl by four fac- 

tors: topology, routing, flow control and sivitching [fi]. There are also ot her factors 

that can be considered. 

1.2.1 Topology 

The topology of a network, usually modeled as a g a p h o  defines how the nodes are 

interconnected by channels. Two requirements of a network are rhat it must accom- 

modate a large number of nodes and eshibit a low network latency [3]. There are 

many ways to interconnect nodes in multicomputer networb. Most of the popular 

direct network topologies fa11 in the general cat egory of ei t her n-dimensional meshes 

or k-ary n-cubes because their regular topologies and simple routing. Some sample 

topologies are shown in Figure 1.5. 
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Mes h 

-4 n-dimensional mesh has ko x ... x k,-? x %,-1 nodes, h nodes along each dimension i 
where I ,  3 2. Each node X is identified by n coordinates, on-I (X), on-?(-Y). ..., ol(-Y), 

oo (S ) ,  where O < oi(X) 5 I,  - 1 for O < i 5 n - 1. ' h o  nodes X and Y are neigh- 

b o n  if and only if oi(?i') = o j (Y)  for ail i: O 5 i 5 n - 1, except one, j. where 

o,(Y) = uj (-Y) I 1. Thus, nodes have from n to 2n neighbors, depending on their 

location in the mesh (Figure l.S(a)). 

k-ary n-cubes 

In a k-ary n-cube, al1 nodes have the same number of neighbors. The definition of 

a k-ary n-cube differs from that of an a-dimensional mesh in that a11 the &s are 

equal to k and two nodes X and Y are neighbors if and only if ui(X) = oi(Y) for 

al1 2, O 5 i 5 n - 1, except one, j. where a,(Y) = (cj(X) i 1) mod k. The use 

of modular arithmetic in the definition results in wraparound channels in the k-ary 

n-cube, which are not present in the n-dimensional mesh. A k-ary n-cube contains 

kn nodes. 

Several special cases of the n-dimensional rneshes and k-ary n-cubes have been 

proposed or implemented as multicomputer network topologies. When n=l, the k- 

ary n-cube collapses to a ring with k nodes (Figure l.j(b)). When n=2, the topology 

is a 2D toms with k2 nodes (Figure l.j(d)). A hypercvbe is an n-dimensional mesh 

in which ki = 2 for al1 i, O 5 i 5 n - 1, that is, a 2-ary n-cube (Figure l.S(c)). 

Hypercubes, low-dimensional meshes, and tori can be compared in terms of their 

bisection width q, that is, the minimum number of channels that must be removed 

to partition the network into two equal subnetworks. If N = 22n nodes are present 

in each topolog). network then vhypcrcube = zZn-' - 9 n f  1 
3 7 2 ~ r n e s h  = 2n, and ~ ] ? D ~ , U S  - - Y 

respectively. The bisection density is the product of q and the channel width CVand 

can be used as a measure of the network cost. If al1 the networks have the same 
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and 

- 7-2 = ,/W. ~ ~ 2 ~ t o r u r / ~ ~ ' ~ t ~ ~ a n i * b  - - 

In other words, for the same cost? the 3D mesh and 2D torus can support wider 

channels and t here by offer higher channel bandwidt h. Howver, the low-dimensional 

networks have larger diameters, which is the maximum distance between two nodes. 

The diameters of the topologies are 2n. Yi' - 2: and 2" - 1, respectively. 

Both the hypercube and the torus are symmetric networks in tha t  there esists 

a homomorphism that maps any node of the graph representing the network graph 

onto any other node. Mesh networks, on the other hand, are asymmetric because 

the wraparound channels are absent. 

The Intel Touchstone Delta, Cray T3E, and Symult 2010 use a 2D mesh; the 

MIT J-machine and Caltech's Mosaic use a 3D mesh; and the Kcube-213 uses a 

hypercube. 

1.2.2 Routing 

In the absence of the complete network, routing determines the path selected by a 

message to reach its destination. Efficient routing plays a very important role for 

the performance of the multicomputer networks. For maximum system performance. 

a routing algorithm should have high throughput and exhibit following important 

features: low-latency message delivery, avoidance of deadlocks, live-locks and star- 

vation and ability to work well under various traffic patterns. 

Routing can be classified into deterministic or adaptiue. In deterministic routing. 

the path is completely determined by the source and destination addresses. This 
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method is also referred to as oblivïous routing. The sell-known e-cube routing al- 

gonthm (discussed in Chapter 2) is an example of deterministic routing. 

In adaptive routing for a given source and destination, the pat h taken by a partic- 

ular packet depends on dynamic network conditions, such as the presence of faulty 

or congested channels. A routing algorithm is said to be minimal. if the path se- 

lected is one of the shortest paths between the source and destination pair. Using 

a minimal routing algorithm, every channel visited will bring the message closer 

t O the destination. I non-minimal routing algorit hm allows messages to follow 

a longer path, usuatly in response t o  current network conditions. If non-minimal 

routing is used, care must be taken to  avoid a situation in which the message will 

continue to be routed t hough the network but neser reach the destination (live lock). 

A minimal fully-adaptive aigorithms do not impose any restrictions on the choice 

of shortest paths to be used in routing messages; in contrast. partially adaptive min- 

imal algorithms allow only a subset of available minimal paths in routing messages. 

An adaptive routing algorithm can be fully- or partially-adaptive. *-channe1 and 

Xhop routing algorithms are esamples for fully-adaptive routing algorithms (dis- 

cussed in Chapter 2).  

1.2.3 Flowcontrol 

A network consists of many channels and buffers. Flow control deals ni th  the al- 

location of channels and buffers to  a message as it travels along a path though 

the network. A resource collision occurs when a message cannot proceed because 

some resource that it requires is held by another message. Whether the message is 

dropped, blocked in place, buffered, or rerouted though another channels depends on 

the flow control policy. A good flow control policy should avoid channel congestion 

while reducing the network latency. 
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The allocation of channels and their associated buffen to  messages can be viewed 

from two perspectives. The routing algori t hm det ermines ahich output chamel is 

selected for a message arriving on a given input channel. Therefore, routing can 

be referred to as the o u t p u t  selection policy. Since an outgoing channel can be 

requested by messages arriving on many different input channels, an i n p u t  selec tion 

policy is needed to determine which packet may use the output channel. Possible 

input selection policies include round robin. fised channel priority. and first corne, 

first served. The input selection policy affects the fairness of routing algorithms. 

1.2.4 Switching 

Switching is the actual mechanism that removes data from an input channel and 

places it on an output channel. Ketwork latency is highly dependent on the switching 

technique used. Four switching techniques have been adopted in multicomputer 

network: store-and-fonvard, circuit slvitching, virtual cut-through, and wormhole 

routing. 

S t ore-and-forward 

In store-and-fonvard switching. when a message reaches an intermediate node. the 

entire message is stored in a message buffer. The message is then forwarded to a 

selected neighboring node when the nest output channel is amilable and the neigh- 

bonng node has an  available buffer. This switching strategy was adopted in the 

research prototype Cosmic Cube and several first-generation commercial multicom- 

puters, including the iPSC-1, Kcube 1: Ametek 14, and FPS T-series. 

Storeand-fonvard technique is simple, but it has two major drawbacks. First, 

each node must buffer every incoming message, consuming memory space. Second. 

the network Iatency is proportional to the distance between the source and desti- 

nation nodes. The network latency is ( L / B ) D ,  where L is the message length. B 
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is the channel bandwidth, and D is the Iength of the path between the source and 

destinat,ion. 

Virtual cut-tlirough 

In virtual cut-through, a message is stored at an intermediate node only if the nest 

required cliannel is busy. The networli latency is ( L h / B ) D  + L / B  where Lh is the 

length of the header field. This is t rue  only if there is no contention for channels along 

the paths. When L >> Lh, the  second term, LIB, ail1 dominate, and the distance 

D will produce a negligible effect o n  the network latency. The research prototype 

Harts, developed at University of Michigan, is a hexagonal mesh multicomputer t hat 

adopts virtual cut-through switching mechanisms. 

Circuit switching 

In circuit s u r i  tching, a physical circuit is constructed between the source and desti- 

nation nodes during the circuit establishment phase. In the message transmission 

phase, the message is transmitted along the circuit to the destination. During this 

phase, the channels constitut ing the circuit are reserved exclusively for the circuit; 

hence, there is no need for buffers a t  intermediate nodes. In the circuit termination 

phase, the circuit is tom d o m  as the  tail of the message is transmitted. 

The network latency for circuit switching is ( L J B )  D + LIB,  where L, is the 

length of the coatrol packet transmitted to establish the circuit. If L, << L, the 

distance D has a negligible effect on  the network. If a circuit cannot be established 

because a desired channel is being used by other messages, the circuit is said to 

be blocked. Depending on the way blocked circuits are handled, the partial cir- 

cuit may be tom dom,  with establishment to be attempted later. This policy is 

called loss mode. Some second-generation multicomputers, such as Intel's iPSC-2 

and iPSC/860, used circuit switchi ng. 
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heada data 

Figure 1.6: Cornparison of different switching techniques: (a) store-and-forward 

(b) circuit (c) wormhole [5] 

Unlike store-and- forward switching, both virtual cut-through and circuit switch- 

ing offer low network latencies that are relatively independent of path length. The 

virtual cut-through requires that blocked messages be buffered, and circuit switching 

makes it difficult to support sharing of channels among messages. 

Wormhole routing 

In wormhole routing a message is divided into a number of Pits (flow control digits) 

for transmission. The header Bit governs the route. As header advances dong the 

specified route, the remaining flits follow in a pipeline fashion. If the header Bit 

encounters a channel already in use, it is blocked until the channel becomes avail- 

able. Rather than buffering the remaining fiits by removing them from the network 



Chapter 1. Introduction 14 

channels, as in virtual cut-though, the flow control wit hin the network blocks the 

trailing flits and they remain in flit buffea along the established route. The network 

latency for wormhole routing is ( L I / B ) D  + L I B ,  where LI is the length of each 

flit, B is the channel bandwidth, D is the path length, and L is the length of the 

message. If LI << L, the path length D will not significantiy affect the netivork 

latency unless it is very large. 

Figure 1.6 compares the compares the communication latency of worrnhole rout- 

ing with t hat of store-and-fonvard switching and circuit swi tching in a contention- 

free network. In this case, the behavior of virtual cut-though is the same as that 

of wormhole routing, so virtual cut-though is not shown explicitly. The channel 

propagation delay is typically small relative to L/B and is ignore here. The figure 

shows the activities of each node over time when a packet is transrnitted from a 

source node S to the destination node D through three intermediate nodes: 11, 12, 

13. The time required to transfer the packet between the source processor and its 

router, and between the last router and the destination processor, is ignored. Cn- 

like store-and-forward switching, both circuit switching and wormhole routing have 

communication latencies that  are nearly independert of distance betneen the source 

and destination nodes. 

1.3 Goals and Contributions of the Thesis 

The goal of this research work is to study various buffer management strategies in 

Wormhole-routed multicomputer networks. To this end, the torus network is used 

to  study the performance of buffer organizations. The buffer organizations consid- 

ered are 1) centraiizedo 2) dedicated and 3) hybrid (described in detail in Chapter 3). 

During this research work it has been observed that in hot-spot trafic with 

constant number of buffers, the centralized buEer organization results in a better 

performance (higher utilization and lower latency) than the dedicated organization. 



Chapter 1. Introduction 15 

Under uniform trafEc dedicated buffer organization performs better. 

In practice, the tr&c is bounded between hot-spot and uniform t r a c .  There- 

fore, it is necessary to handle these LWO cases in an efficient way. A new buffer 

organization! called hybrid buffer organization, is proposed in t his thesis. This new 

organization can act as the centralized for hot-spot t r a c  and it can work like the 

dedicated organization for uniform t raffic. In hybrid organization, the total nurnber 

of buffers n is partitioned into p (O 5 p 5 n) dedicated buffers and n - p centralized 

buffers. And, by changing p appropriately depending on the traEc pattern it is pos- 

sible to achieve a better performance by switching dynamically between centralized 

and dedicated b d e r  organizations. 

Chapter 2 provides necessary background. In this chapter the basic concepts of 

wormhole routing such as deadlocks, virtual channels, deterministic and adaptive 

routing are discussed. This chapter also described nCUBE system as an esample 

massively parallel cornputer. 

Chapter 3 discusses different issues of buffer management. The centralized, ded- 

icated, and hybrid buffer organizations are described in detail. 

Chapter 4 describes the system mode1 used in the simulation esperiments to 

evaluate the relative performance of the buffer organizations. 

Chapter 5 gives the results of the simulations. In this chapter an analysis of the 

results ohtained is also given. 

Finaliy, the conclusions , contributions and future work of this research are given 

in Chapter 6. 



Chapter 2 

Background 

2.1 Wormhole Rout ing 

In wormhole routing [SI a message (packet) is divided into a number of Bits for 

transmission. The  size of a flit depends on system parameters. in particular the 

channel nidt h. Kormall- the bits constituting a flit are transmit ted in parallel be- 

trireen trvo routers. The header flit (or flits) of the message goserns the route. As 

the header advances along the specified route, the remaining flits follorv in a pipeline 

fashion, as shown is Figure 2.1. If header flit encounters a channel already in use, it 

is blocked until the  channel becomes available. The flow control wi thin the network 

blocks the trailing flits and they remain in flit buffen along the established route. 

Once a channel has been acquired by a packet, it is reserved for the packet. The 

channel is released when the last, or tail, fiit has been transrnitted on the channel. 

The pipelined nature of wormhole routing produces trvo positive effects. First, in 

the absence of network contention, network lat ency is relatively insensitive to pat h 

length. Secondly? large packet buffers a t  each intermediate node are obviated; only 

srna11 FIFO flit buffer is required. When the flit buffers are as large as  the messages 

t hemselves, t be behavior worrnhole routing resembles t hat of virtual cut-t hrough. 

Flits passing betiveen two adjacent nodes use a handshaking protocol. In the 
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Figure 2.1: Wormhole Routing 

High 

Figure 2.2: Handshaking between two routers through a request/acknowledge 

line:(a) B is ready to accept a flit by setting RIA to low: (b) A is ready ready 

to send flit i by raising RIA to high; (c) flit is latched in B's flit buffer; (d) B sets 

R/A to  low when flit i is removed (also A has received flit i+l) (51 



example in Figure 2.2, a unidirectional channel from router A connects to router B. 

A single-wire request /acknowledge (R/A) line is associated a i t  h the channel. The 

RIA line can be raised only by router A, the requesting side. and lowered only router 

B, the acknon-ledging side. When A is ready to send a flit to B! A must wait unit 

the Rl.4 line is ion-. A then places the data on the data channel and raises the Rf.4 

line to high. Router B ivill lower the R/A line when it has removed the flit from the 

flit buffer. 

In circuit switching, once a channel is assigned to a packet. it cannot be used 

by other packets until the channel is released. In contrast. wormhole routing al- 

lows a channel t o  be s h e d  Sy many packets. Wormhole routing also allows packet 

replication, in which copies of flit can be sent on multiple output channels. Packet 

replication is useful in supporting broadcast and multi-cast communication. 

Wormhole switching technique has been a popular switching technique in new- 

generation multicomputer networks. The first commercial rnulticomputer to adopt 

wormhole routing was Ametek 2010, which used a 2D mesh topology- The Ncube-2. 

which uses a hypercube topology, has also adopted wormhole routing. The Intel 

Touchstone Delta and Inter Paragon use wormhole routing in a 2D mesh. Finally, 

MT 'S  research prototype J-machine uses wormhole routing in a 3D mesh. 

2.2 Deadlocks 

A rnulticomputer network is said to be in a deadlock condition when no message 

can advance towards its destination. This situation can postpone message delivery 

indefini tely (1 71. Deadlock can occur if messages are allowed to hold some resource 

while requesting others. Consider the esample shown in Figure 2.3 where channel 

deadlock occurred between four routers and four messages. Each message is hold- 

ing a flit buffer while requesting the flit buffer being held by another message. In 

this locked state, no communication can occur over the deadlocked channeis until 
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Flit buffet 

Input 
vkrxion c k u i i  

Figure 2.3: An example of channel deadlock involving four packets [5] 

e.uceptiona1 action is taken to break the deadlock. 

In store-and-fonvard and virtual cut-through switching, the resources are buffers. 

In circuit sivitching and wormhole routing, the resources are channels. Because 

blockcd packets holding channels (and their corresponding flit buffers) reniain in 

the netrvork, wormhole routing is particularly susceptible to deadlock. 

Livelock is a different situation in which some messages are not able to reach 

their destination, even if they necer block permanently (21. A message may be 

traveling around its destination node, never reachinp it because the channels required 

to do so are occupied by other messages. This situation can occur when messages 

are allowed to follow non-minimal paths. 

2.2.1 Channel dependency graphs 

A channel dependency graph can be used to develop deadlock free routing algorithms 

[l'il. Channel dependence graph for a multicomputer netn-ork and a routing algo- 
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Figure 2.4: Breahng deadlock by adding virtual edges 

nthm is a directed graph D=G(CIE), where the vertes set C(D) consists of a .11 the 

unidirectional channels in the network, and the edge set E(D) includes al1 the pairs 

of connected channels, as defined by the routing algorithm. In other words. if (aob) 

belongs to E(D): then a and b areo respectively. an input channel and an output 

channel of a node, and the routing algorithm may route messages from a to b.  -4 

routing algorithm for a multicomputer network is deadlock free if and only if there 

is no cycle in the channel dependence graph. Consider, for esample, the case of a 

uni-directional four-cycle shown in Figure U ( a ) ,  the corresponding channel depen- 

dence graph is shown in 2.4(b). Since there is a cycle in the channel dependence 

graph, deadlock is possible. One way to break the deadlock is to split the channels 

into two classes of virtual channels for each channel. If Co is chosen as the dividing 

channel of the cycle and split each channel into high virtual channels, Cio.. .CI?. and 

low virtual channels, Coo, .., Co& as shown in Figure ?.Q(c).  

Messages at a node numbered less than their destination are routed on the high 

channels, and messages a t  a node greater than their destination node are routed 
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on the low channels. Channel Coo is not use& Sow a total ordering of the virtual 

channeis can be obtained according to  their subscripts: Cl3 > CL? > Cl1 > Cl0 > 
CO3 > CO? > COI. Thus: there is no cycle in D and the routing function is dead-lock 

free Figure 2.4(d). 

2.3 Virt ual C hannels 

A virtual channel consists of a buffer that can hold one or more flits of a message and 

associated state information (161. Several virtual channels may share the bandwidth 

of a single physical channel. Virtual channels separate the allocation of buffers from 

allocation of channels by providing multiple buffers for each channel in the network. 

If a blocked packet A holds a buffer bio associated with channel c,. another buffer bii 

is aiailable allotving ot her messages to pass A. Figure 2.5(b) illustrates the addition 

of virtual channels to the network of Figure 2..j(a). In this figure each buffer is 

represented as KDz, where K is the number of the node, D is the direction. and i 

is the buffer nuniber. Message .A remains blocked holding buffers 3E. 1 and 43.1. In 

Figure 2.5(b), hoivever message B is able to make progress becaiise buffer 3E.3 is 

available allowing i t access to channel (3E to  4W). 

Virtual channels wtre introduced for purpos-. of deadlock avoidance. In addition. 

they increase throughput and additional degree of freedom in allocating resources 

to messages in the  network. The most costly resource in a multicomputer netrvork 

is the physical channel bandwidth. The second most costly resource is the buffer 

memory. Adding virtual channel flow control to a network makes more effective use 

of both of these resources by decoupling their allocation. The only espense is a 

small amount of additional control logic. 

Buffer organization 

E,ach node of a multicomputer network (or interconnect,ion netivork) contains a set 

of buffers and a srvitch. If buffers are partitioned into sets associated with each 
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Figure 2.5: (a) Packet B is blocked behind packet A while al1 physical channels 

remain idle. (b) Virtual channels provide additional buffen allowing packet B to  

pass blocked packet A [16] 

input channel, an input-buffered node looks as s h o m  in Figure 2.6. 

,,- ------O 

A conventional network organizes the flit buffers associated with each channel 

into a first-in, first-out (FIFO) queue as shown in Figure 2.'i(a). This organization 

restricts allocation so that each flit buffer can contain only Bits from a single mes- 

sage. If this message gets blocked? the physical channel is idle as no other message 

is able to acquire the buffer resources needed to access the channel. 

\ / \ d < J \ . nation of 
B 

.A network using virtual channel flow control organizes the flit buffers associated 

with each channel into several lanes as &on-n in Figure 2.7(b). The buffers in each 

lane can be allocated independently of the buffers in any other lane. This added 

allocation flexibility increases channel utilization and thus throughput. A blocked 

message, even one that  estends t hough several nodes: holds only a single lane idle 

and can be passed using any of the remaining lanes. 

. _.---- fl. - I , - --* 0- 0 
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Figure 2.G: 'iode organization 
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Figure 2.7: (a) Conventional organization. (b) Virt ual-channel flow control orga- 

nization [16] 

\ 

Buffers 

Switch 

\ 1 

7- 

Output 
Channeh 



Chapter 2. Background 24 

2.3.2 Flow control 

In a netrvork using virtual channel florv control, flow control is performed at t a o  

levels. Krtual channel açsignment is made a t  the message level while ph-sical 

channel bandwidth is allocated a t  the ait level. When a message arrives at a node. 

it is assigned (according to the routing algorithm) to a n  output virtual channel. 

This assignment remains fised for the durat.ion of the message. The virt ual channels 

associated with a physical channel arbitrate for physical channel bandwjdth on a 

Bi t-by-flit basis. 

2.3.3 Operation 

Figure 2.8 illust rates the hardware required to  support virtual channel flow control 

on one physical channel. The transmitting node (node A) contains a status register 

for each virtual channel that contains the state of the lane buffer on the receiving 

node (node B). This state information includes: bit to indicate if the lane is free. 

a count of the number of free flit buffers in the lane, and optionally the priority of 

message occupying the lane. .\'ode B contains a lane buffer and a status register for 

each virtual channel. The status maintained on node B includes input and output 

pointers for each lane buffers and the state of channel: free. waiting (to be assigned 

an output), and active. 

Lane assignment for physical channel P is performed by node A. When a mes- 

sage arrives in an input buffer on node A (not shown), it is assigned a particular 

output channel based on its destination, the status of the output channels, and the 

routing algorithm in use. The flow-control logic then assigns this message to any 

free lane of the selected channel. If al1 lanes are in use' the message is blocked in 

the waiting state until a lane is available. Uaintaining lane state information on 

the transmitting end of the channel allows lane assignment to  be performed on a 

single node. Ko additional inter node communication is required to maintain this 

information as it is already required for flit-level fiow control. 
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Figure 2.9: Esample for the e-cube routing on a Cmesh 

R h . ~ ~ ( ~ d u r :  n j )  

= cdl(x - kd) if (dig(x, d) < dig(j, d) )and(d ig (x ,  d )  # O), 

= cdO(x - k d )  if(dig(z,d) > dig(j,d))or(dig(x,d) = O), 

= cil(x - kd) if (Vk > i ? d i g ( r ?  k) = dig(j, k))and(dig(n. i) # d i g ( j ,  i)). 

Where dig (s.d) estracts the dth digit of s' and k is the radis of the cube. The 

subtraction. I - kd ,  decrements the dth digit of s modulo k. 

The e-cube routing is illustrated in Figure 2.9. For a message to go from @O) to 

(2,2), the message rnoves in S-axis direction until it reaches (2,O) and then moves 

on Y-ais. 

2.5 Adaptive Routing 

The main disadvantage of the deterministic routing is that it cannot respond to 

dynarnic network conditions such as congestion. An adaptive routing algorithm for 

a wormhole-routed netivork, however, must ensure that it is deadlock free. To do 

so often requires the use of additional channels; in particular. virtual channels. The 

virtual channels may share one or more physical channels. *-Channels algorithm is 
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Figure 2.10: Sode Mode1 for *-Channels [Ill 

an esample of this class. 

*-channels is a fully adaptive, deadlock and livelock free algorithm. It requires a 

moderate amount of resources in the routing nodes [ll]. This algorithm is applica- 

ble to n-dimensional tori. It can work for messages of unknown size. 

*-channels requires 5 virtual channels per bidirectional link of an n-dimensional 

tori, a number that does not depend on the size or dimension of the network. It 

allows each message to choose adaptively, step by step, among al1 the minimal paths 

that take it to its destination. Ko minimal path is discarded in order to obtain 

freedorn from deadlock. 

A simplified routing node mode1 for a 2-dimensional tori is depicted in Figure 

2.10. The central idea in the *-channels is simple. As shoivn in the figure there are 
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basically two types of virtud channels? as will be esplained below: star channels, 

and non-star channels. Messages will move t hrough the star channels w hen follow- 

ing dimension-order oblivious routing (or e-cube routing). The non-star channels 

will be used when taking any of the transitions that aould not be allowed by the 

e-cube routing algori t hm, t hus obtaining full adapt ivi ty while presening freedom 

from deadlock. A more detailed description of the algorithm follows. 

Consider the direct l ink:((~,-~,  ...: ri' ... xo). ( ~ ~ - 1 :  ..., (xi + 1)mod k .  .... ~0)). This 

link will have three virtual channels associated with it: 

3)~,-.(r,-, ,..., (,if 1)rnod k ..... ro). 

..\aalogously, link: ((z,+ ..., xi .. .xo), (x,-,: .... (xi 1 l ) m o d  ko ...? xo)) have t hree vir- 

t ual channels associated: 

The channels 1 ,?,4,5 are called star channels. 

In both cases, the star channels will be used for dimension-order routing: mes- 

sages will move though star channels with prefis i'+!O while correcting dimension 

Xi folloiving orientation .Y: before takinp a wrap-around link dong  dimension X i .  

After taking a wrap-around link along dimension -Xi following orientation X;! mes- 

sages will move though star channels wit h prefix i,+, 1 when correcting dimension X i .  

Therefore, a message will be allowed to correct any of the dimensions that need 

correction through non-star channels, A message d l  be allowed to enter a star chan- 

ne1 corresponding to dimension Xi  only if -Yi is the most significant dimension the 

message needs to correct, and only if the star channel corresponds to the message's 
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Figure 2.11: Example of the *-Channel routing on a 4-Mesh 

having taken a wrap-around along that dimension or not. *-Channel is illustratecl 

in Figure 2.11 for a message moving from (0.0) to (2,3). 

2.5.2 Interaction between virtual flow control and adaptive 

routing 

Virtual channel flovi control (VCFC) and adaptive routing are two concepts proposed 

to improre the performance of multicomputer networks (191. Employing adaptive 

routing with a minimal channel topology (no estra virtual channels) can result in 

a poor performance for uniform and some non-uniform traffic patters. Mso, using 

virtual channel flow control alone (using virtual channels to provide extra lanes. but 

not allow adaptivity in routing) can severely degrade performance for certain traffic 

patterns. It is also observed that adaptivity, partial or full, might not always result 

in a better performance [12]. But, when virtual channel 0otv control is combined 

with adaptivity in routing, these effects are mitigated and a good performance is 

obtained. Thus. there is lot of interaction between virtual channel flow control 

and adaptivity. Adaptive algorithms perform well once VCFC is employed and 

VCFC &.es good benefits with adaptive algorithms. Hence, bot h adaptive routing 

and VCFC are indeed beneficial and their real benefit can be felt when they are 

employed toget her. 



Cha~ter  2. Background 31 

(a) SAF node (b) WH node 

Figure 2.12: Esample of a WH router construction from a SAF router [14] 

2.6 Construction of New WH Algorithms 

The work on desiping wormhole (W-l) routing algorithms is done largely inde- 

pendent of the results developed for Store-and-forivard (SAF) switching computer 

netaorks. Recently. it has been shorvn [14] by Boppana aiid Chalasani that a class of 

SAF routing algorithms can also be used, with appropriate modjfications. for WH 

routing. They gave a sufficient condition for deadlock free routing by these K H  

algorithms and also provided a sufficient condition for sharing Bit buffers among 

multiple channels without creating deadlock. NHop is one of the algorithms devel- 

oped using this technique. 

Figure 2.12 illustrates the construction of WH node from SAF node. In the 

S.4F algorithms based on buffer reservations, each message is given a class, and a 

message of class i occupies a buffer of class i. -4 message takes hops from one buffer 

to another until it occupies a buffer of its destination node, a t  which point it awaits 

conçumption. Then, the routing relation, S, for a SAF algorithm is from b x iY to 

b, where b is number of buffers per node and iV is number of nodes in the network. 

Hops allowed are given by the elements of S. The element (b l .  g, b?) of S represents 
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a hop allowed from buffer bi to b2 by a message destined to y. 

The process of designing a WH algorithrn, W. from a SAF algorithm. S: consists 

of two steps: specification of c, the set of virtual channels. and W. the routing 

relation from c x LV t O c. 

1. Let bl, ..., b,, be the classes of buffers occupied b,- messages before reaching 

their destinations in the SAF algorithrn. Theno for the WH algorithrn. on 

each physical channel in the network, virtual channels of classes  cl.....^, are 

provided. Figure 2.12 shows this for rn = 2. 

2. Let (bl, y, b?) belongs to S, a hop from buffers bl to b2 by a message destined to 

y in the SAF routing. Then, (cl, y q), ( r i  .y, cl1) belong to IV, u-here class(bl) 

= class(ci) , channel(cl)=channel(bl~ b?),  cl is a- virtual channel simulated 

for a- buffer and ph-sical channel combination used by the message to reach 

b l ,  and cl1 is any virtual channel simulated for any buffer and physical channel 

combination used by the message after reaching b2 (see Figure 3.13). If (b l  

y, b?) is the first hop of the message in the  SAF routing, then c' is inj. the 

injection channel of the node of b l .  If (bl y, b 2 )  is the last hop of the message 

in the SAF routing? then cl1 is cons, the consumption channel of the node o i  

b3. 

Informally, if the SAF algorithni specifies that a message should occupy a buffer 

of class bi at node z and use a channel from a set of physical channels, 1: to complete 

the next hop, the corresponding WH algorit hm specifies t hat the message at  z should 

take the nest hop using a virtual channel of class c, on any of the physical channels 

in 1. Kegative hop algorithms is an example of t his category. 

2.7 The Negat ive-Hop Algorit hm 

In hop schemes, the class of the message at any time is a function of the hops it has 

taken up to that point. Depending on the function used, various hop schemes can 
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l (a) SAF hops (b) WH hops 

Figure 2.13: Illustration of hops in a WH algorithm constructed from a SAF 

algori t hm 

be desigoed. For many networks? the 3Hop may require too many virtual channels 

[12]. The channel requirements can be reduced using improved negative hop schemes 

(ISHop), which are based on the negative hop scheme. The basic technique of ISHop 

algori t hm is discussed nest. 

2.7.1 The SAF version 

The netaork is partitioned such that there are no cycles in any partition. and each 

partition is given a unique number. Sow a negative hop is a hop that tates a 

message from a node in a higher numbered partition to a node in a lorver numbered 

partition. It has been proved that if H,v is the masimum number of negative hops 

taken by any message under the improved negative-hop scheme, then HX + 2 buffers 

are enough for deadlock-free routing [Ml. One of these Hn + 2 buffers is required to  

handle direct deadlocks that esist when messages between neighbors in the partition 

are exchanged. 

2.7.2 The WH version 

A message can use any hop that takes it closer to its destination. A message that 

has taken i negative hops uses a 4 virtual channel for its nest hop. Direct deadlocks 

cannot occur with wormhole switching? since messages eschanged between neighbors 
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use distinct physical channels. Direct deadlocks occur with SAF switching because 

of the centralized buffer pool. Therefore, the '\'Hop WH algorithm require at most 

1 + (v) virtual channels, where H I  is the maximum number of inter-partition 

hops a message can take and C is the number of distinct partitions. 

2.7.3 Application to tori 

Coloring Scheme 

In order to implement the SHop it is necessary to give a proper coloring scheme. 

If the node set of a (k.n)-torus, where n is the dimension of the torus, and k is the 

number nodes in each dimension, is partitioned into two subsets: Po. Pl. The subset 

to which a node r = (x,-~: ...' xo) belongs is determined using the following rule: 

xePo if (~1:: x) mod 2 = O or xcP1 othenvise. 

For even k the underlying graph of the (rl;n)-torus is bipartite, and the partition- 

ing colors the graph. And the masimum number of negative hops in a (k,n)-torus 

with even k is n ( k / 2 ) .  For odd k, the jk,n)-torus is not a bipartite graph and the 

parti tioning does not color the graph. To solve this problem, assume that for every 

pair of the nodes a and b connected by a wraparound link. there is an imaginary 

node c between a and b on the wraparound link; further, assume that this imag- 

inary node belongs to  the subset other than that of a and b. Thus a hop on the 

wraparound link from a to b passes from a to the imaginary node c and then from c 

to b. One of these hops is a negative hop. The net effect is to increase the masimum 

number of hops in a dimension by 1, to [l;/21 l: for odd L 

Algori thm 

(Initially, current-class =O and current-host =source of the message.) 
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if (cunent-host # destination) then 

1. If color of the current-host is O or colors of the preilous-host and current-host 

mat ch, t hen increment current-class by one. 

2. Select any neighbor node that is on a shortest path to destination as the nest- 

host. 

Reserve a virtual channel of current class. 

If the virtual channel is available, set previous-host t current-host, current-host 

nest-host, and route the message; otherwise, go to step 2. 

else Consume the message. 

When a message is generated, the total nuniber of negative hops taken is set to 

zeroo and the current host is set to the  source node. The pseudo-code given above 

describes how a message is routed as per the negative-hop scheme. A message. when 

i t moves from a node of color O to a node of color 1. reserves a virtual channe1 of the 

same class it reserved in the previous hop: otherwise. it reserves a virtual channel 

on a class higher than t.hat it reserved in the previous hop. The class of a message is 

also incremented if it takes a hop between nodes of the same color. For the partition 

that is described. this can happen only for hops on the wraparound links in odd 

radis (k,n)-tori. 

The NHop is illustrated in Figure 2.14 for a message from (2,2) to (0:O) in a 

4 x 4 uni-directional link tori. The second and fourth hops are negative hops. but 

the message class is incremented before making those hops. 

2.7.4 NHop with class ranges 

The XHop algorithm can be improved by giving more choice of virtual channels for 

messages in higher classes (INHop). For example, a message with virtual channel 
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Figure 2.14: 

c 2-01 

Esample of the Khop routing in a 4-mesh 

class i 2 O may use any virtual channel of classes O, ... ,i The actual implementation 

is as follows. If a message of class 2 does not find a virtual channel of class 2 in the 

path to its nest host. the message selects any free virtual channel in classes O and 

1 tha t  is in its path,  relabels it as 2 and uses it.  A virtual channel relabeled by a 

niessage of higher class number returns to its original class after the message has 

relinquished it. A blocked message, however, can only wait for a virtual channel of 

its class. 

Deadloch cannot occur, since each blocked message waits for virtual channels 

as per the original algorithm. Starvation may be avoided ensuring that a virtual 

channel is relabeled to a higher class only when there are no messages of its class 

waiting for it. For example if a message is eligible for class i virtual channel and 

t here is no virtual channel of that class available then the message can take any 

virtual channel of class O to it i. The precondition to acquire such loiver class (say 

p) is possible only if there is no other message waiting for the virtual channel of class 

p. Csing ranges of classes to select virtual channels gives priori- to messages that 

have already used many virtual channels. In the remaining part of the thesis where 

ever XHop is referred? it should be interpreted as the improved SHop. ISHop. 
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64 - bit CPU 

Management 

Message Routuig Unit 

14 Bi-direction DMA channels 

Figure 2.15: The architecture of the nCUBE 7s processor [?O] 

2.8 nCUBE 2s: An example system 

The nCUBE a processor. designed specifically for parallel processing. balances com- 

putation with communication. The nCCBE7s custom VLSI processor. the nCUBE 

2s processor, realizes integrates communication channels wit,h its processing facili- 

ties [?O]. 

The processor design is shown in Figure 2.1.5. Each processor includes 14 bidi- 

rectional communication channels: 13 for the interprocessor netsork - and one for 

110. When multiple nCUBE 2s processon are configured in a hypercube network: 

the processor architecture provides unmatched communication bandwidt h. And be- 

cause each processor includes its own communication facilities, adding processors 

to a system increases compu tational speed, communication bandwidth, and 110 

bandwid t h. 
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2.8.1 Hardware implementation 

The nCPBE 2s processor's Network Communication C'nit ( K U )  has been designed 

to provide full communication support for hypercube parallel processing syst ems. 

Communication between processors is accomplished via messages. The messages are 

switched between processon using wormhole routing. The transmission of a mes- 

sage consists of three stages: Path Creation, Data Transmission. and Path Removal. 

Each stage is performed in turn by each processor in the message path. 

Ilessages travel though message buffers in each of the three states of transmis- 

sion. First, the message is copied to the message buffer, which is defined as part 

of the mernory when the program is started. Second, the message is transferred 

though the netn-ork with a speed of 2.73 .\IB/s. While the message is transferred 

the sending processor continues its work: sending of the message is asynchronous. 

Third, the message arrives in the  destination's message buffer; froni here i t  can be 

copied to the processor's mernory with the nread command. The nread is blocking. 

After calling nread. the destination processor m i  ts  until the message arrives. By 

allowing processors to send or receive a message and then immediately return to 

computation. the nCCBE processor design allows communication and computation 

to occur simultaneously. In effect, an algorithm can hide its communication. Inter- 

processor communication is illustration in Figure 2.16. 

A message can be visualized as a chain of packets (or fiits) being relayed from 

processor to processor. The first packet (or header) contains an address that the 

Routing Layer uses to  determine which port or ports to use in creating the nest link 

or links in the path. The Routing Layer also uses the address to determine whether 

to notify the CPU of a message arrivai. Cornples tree-structured and multi-node 

paths can be created using broadcasting and fonvarding techniques. 

The channels the address packet passes through as it moves from processor to 

processor are autornatically reserved for the data packets that follow the address 
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User program 

Construction of Message Headcr 

Ailocation of 'clessage Buffer 

Copy dah into Messqe Buffer 

Figure 2.16: The C U B E  communication is cliaracterized by an 

write and blocking read (201 

aspchronous 

packet. The SCU is able to buffer up to two packets (buffer depth) on eacli in- 

corning channel. The KCU \vil1 request another packet as soon as it has space for 

i t ?  until an End of Transmission (EOT) packer (or tail) passes through the chan- 

nel. The EOT packet causes the processor to release the channel for use bj- other 

messages. A short message of a few packets could be stored entirely within channel 

buffers of intermediate processors in the path, prior to the address p a c h t  reaching 

the destination processor. 

Any transmission errors detected by the intermediate processors are encoded in 

the packets as they pass through. The transmission errors are then detected by the 

destination processor. 

The architecture of the K U  has three layers: the Interconnect Layer. the Rout- 

ing Layer, and the Message layer. The Interconnect Layer provides the hardware 

required for establishing physical communication links. The Routing Layer provides 



the arbitration and switching logic for creating, maintaining. and removing commu- 

nication paths between processon in the network. The Message Layer provides the 

services for reliable and efficient point-to-point data transfer between processors. 

2.8.2 Software implementation 

The application algorithms that run on each nCUBE processing node are identical 

to those that run on sequential machines. To achieve efficiency, however. some parts 

of the programs that implement these algorithms need adaptation to the parallel 

environment. Typically, it takes care of two steps: 

-partition& the data and/or code among the nCLBE processon: 

-cornmunicat ion between nCUBE processors and wi t h the host. 

Before processing begins, code and data need to  be down-loaded to the local 

memory in the processing nodes. During processing. partial results obtained at the 

boundaries of the partitioned data or code in each node may need to be cornmuni- 

cated to neighboring nodes. 

In summary, the nCUBE rnassively parallel cornputers can include up t,o 8192 

nCUBE 2s processors. The nCUBE1s communication software takes advantage of 

the integrated design: by supporting asynchrouns reads and writes and allowing 

communication and computation to overlap. nCUBE software also includes powerful 

tools to profile communication and detect any load imbalances. The ability of this 

hardware and software system to achieve high performance has been demonstrated 

at various nCGBE installations [XI. 

2.8.3 Applications 

nCUBE's parallelization tools Save progammers the trouble of studying network 

topologies, calculating data distribution schemes, and working with long procedures 
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of lorv-level routines. A program can simply cal1 nCUBE parallelization or decom- 

position routine. and routine automat es grid decomposition and data distribution 

and ensures that the program will be executable on hypercubes of varying sizes. 

The port of important applications are Discover, Fireo LS-DYSA3D and Oracle 

database - already in use at major banks [Z] - to the nCUBE platform reflects the 

success of nCUBE's communication model. and demonstrates the adaptability of 

nCLrBE hardware and software to a wide range of applications, from computational 

chemistry codes t O commercial databases. 
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Buffer Management 

In multicomputer net~vorks~ each node in the network communicates with other node 

in the network using messages. Due to conflicts that anse when several ruessages 

simultaneously require the use of t lie sarne Iink, buffering is required in each node. 

The strategy for managing usage of these buffers can have a significant effect on 

performance (11. 

A scheme is necessary to allocate a node's buffers among the virtual circuits us- 

ing the node. One simple solution givcs each channel on each link a separate buffer. 

This is inefficient. however, because rnuch of the buffer space will be unused most 

of the time. By alloiving several channels to share buffers, fluctuations in the need 

for buffer space can be averaged over a large nurnber of communication paths. 

There are three common solutions to this situation [l]: 1) direct (dedicated), 2) 

set-associative and 3) fully associative (centralized). These three schemes offer an  

increased degree of buffer sharing and increased channel utilization but at the cost of 

increased complexity in the control circuitry. They are dist.inguished by restrictions 

on the placement of each chanriel's messages. In direct (or dedicated) scheme there 

is minimal sharing of buffers and each channel has a set of dedicated buffers. i.e.! its 

own FIFO queue. The set-associative scheme has moderate sharing of buffers, and 

allows each channel to use a larger set of buffers, but the channel is no longer given 
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the sole access to them- This scheme could be implemented by letting al1 channels 

of a single port share a pool of buEers dedicated to this port. In fully-associative 

(or centralized) scheme there is masimal sharing of buffee and each node has a 

centralized pool of buffers that al1 channels share. 

The full associative or centralized scheme offers the most sharing at the cost 

of additional control circuitry. However. this scheme could also suffer from buffer 

hogging. Buffer hogging occurs tvhen one output port becomes congested and 

uses a disproportionately large portion of the buffer pool, impeding t r a c  on other 

ports. Under these circumstances, better performance is obtained if the degee of 

buffer sharing is limited, and each port is limited to some masimum number buffers. 

3.1 Dynamic Assignment of Buffers 

Buffer assignment problem does not esists in dedicated buffers scheme; it is only 

in the case of centralized organizations that it cornes into picture. Unlike in the  

dedicated buffers organization, in the centralized organization buffers are dynami- 

cally assigned to virtual channels on demand. So; a mechanisni is required to keep 

track of the buffer assignment. In this section a solution for this management is 

discussed. This strategy assumes that number of messages waiting to use a $ - e n  

output channel can be larger than one. 

The buffers waiting to be forwarded on an output channel are "chained" into a 

linked list for that channel. Buffer chaining may also be used to implement variable 

buffers in datagram networks. When a message (or flit) arrives. it is placed at the 

end of the linked list corresponding to the output channel on which the message has 

to be forwarded. It is removed from the list &ter it has been successfully transmit- 

ted to the nest node. The linked lists are managed as FIFO queue to ensure that 

messages are forwarded in the same order in which they arrived. 
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Figure 3.1: Buffer management circuitry [1] 
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A simple design ivhere an output channel can use a t  most one buffer at a time is 

shown in Figure 3.1. The cxp-word RAhI maps output channels to buffer addresses. 

Word i holds the address of the buffer containing a message for channel i. The list 

of free buffers is maintained by a b -bit latch, called the "free buffer latch". The free 

buffer latch is implemented as a bit-addressable latch. Le.. a rnemory device that is 

written as a RAAI (one bit at a time), but read as latch (al1 bits in parallel). Each 

bit indicates the status of a buffer: free (1) or in use (O).  

Buffer 

P w l  

When a new message arrives, the buffer management circuitry must perform tivo 

operations, assuming the Bow control circuit ry has first established t hat the message 

can be accepted: 

1. find and allocate a free buffer, and 

2. record the location of the buffer so that the message can be found when it is time 

to forward it. 
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The address of a free buffer is determined by a priority encoder attached to the 

free buffer latch. The resulting address is sent to  the memory module. buffer pool. 

This address is also used to  clear the corresponding bit in the buffer latch, effectively 

allocating the buffer and completing the first operation. The second operation is 

accomplished by writing the address of the selected buffer into the channel-tebuffer 

RAM at  the memory location corresponding t o  the output channel responsible for 

fomarding the message. The latter is obtained from translation table. 

Sending a message on output channel i also requires ~ w o  operation: 

1. locate the buffer holding the message for channel i. and 

2. release the buffer. 

The fint task is accomplished by reading address i of channel-to-buffer RIA1. 

The resulting address is used to set the corresponding bit in the free buffer latch, 

marking the buffer free to be used by other message. thus accomplishing the second 

task. 

3.2 Amount of Buffer Space 

Buffers increase the total bandryidth provided by the network through pipelining 

and by "softening" the impact of statistical fluctuations in the traffic distribution. 

Hoivever, a successively smaller improvement in performance is obtained with each 

additional buffer that  is added. Intuitively, the node need not provide buffer space 

beyond that which is necessary to keep output links busy when there is trafEc re- 

quiring use of the link. 

In estreme cases, buffer deadlock will result. Buffer deadlock occurs when mes- 

sage traffic halts because two or more nodes have eshausted al1 available buffer space. 

A cycle is formed where each node in the cycle cannot forward a message because 

no buffers are available t o  receive the message, and no buffers can be freed because 
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message cannot be fonvarded. Thus, sufficient buffer space must be provided to: 

reduce the probabilitp of buffer deadlock. and ensure good performance. 

3.2.1 Deadlock considerations 

Buffer deadlock can be prevented if enough buffer space is provided in each node. A 

brute force solution is to provide each virtual channel with its ovin buffer (dedicated 

buffers). Because each circuit is allocated a buffer in each node it passes through. 

trafic on a circuit cannot be blocted by t r a c  on other circuits. and buffer dead- 

lock cannot occur. Providing a separate buffer on each channel is wasteful, however. 

because each component must provide as many buffers as there are channels. 

Similar performance can be achieved if many channels share a much smaller pool 

of buffers. Several approaches have been proposed that avoid deadlocks in store- 

and-forirard net~vorkç. For example, assuming each node has a t  least LI.%., buffers, 

where LIfm/,, is the maximum number of hops traversed by any virtual circuit. The 

node's buffer pool is partitioned into LC,,, disjoint pools or levels. A register is 

assocjated with each circuit passing through the node indicating the number with 

i hops rernaining before the final destination is reached. A message arriving on a 

circuit with i hops remaining can only be placed in a level i buffer. 

Deadlock is avoided because al1 messages in the network can be delivered to their 

respective destinations, and al1 buffers holding messages can therefore be released. 

Al1 level 1 buffers can be released because the messages they hold can immediately 

be forwarded to their final destinations. Because level 1 buffers are released, level 2 

buffers can also be released by first emptying the level 1 buEers and forwarding the 

level 2 messages to these level 1 buffers, when the message may leave the network. 

Applying t his argument recursively, it is easy to see that al1 messages in the network 

can be forwarded to t, heir respective destinations. 
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The central disadvantage of this scheme is that large networks require more 

buffers than smaller ones, so the switch must provide enough buffers to  accommodate 

the largest possible network. This may require an escessively large amount of buffer 

space. In addition, if traaic is highly localized, man)- buffers are wasted because 

those reserved for higher hop counts are never used. 

3.2.2 Performance considerations 

Each sn-itching node must provide sufficient buffer space to maintaiu a steady flow 

of traffic. Ot henvise. communication bandwidt h ~ i l l  be wast ed. Studies of multi 

stage swi tching network indicat e t hat lit tle performance improvement arises beyond 

t hree buEers per node [XI]. Hon-ever . as the studies of t.he previous section indicat e, 

three buffers are not sufficient to avoid many deadlock scenarios in the single stage 

networks discussed here. Xow7 the main questions are: how many buffers should 

each component provide to achieve good performance, and  ho^ man)- buffers should 

each virtual circuit be allowed to use at one time. 

The appropriate amount of buffer space depends on characteristics of the traffic 

distribution. Buffering and flow control are of lit tle consequence when the netaork 

is lightly loaded. In most heavily loaded network, a few heavily loaded links become 

saturated. These links will limit the overall performance of the system. Under these 

circumstances, traEc will back up on circuits "upstream," Le., leading up to the 

bottleneck area, rvhich circuits "downstream" will be starved waiting for messages 

to get past the bottleneck. 

Studies have indicated that  [l] network with a certain buffers per node (for 

example 16) yield same performance as networks with an infinite amount of buffer 

space. Restricting virtual circuits to using at  most one buffer a t  a time results in 

no significant degradation in performance. 
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3.3 Buffer Requirements of WH algorithms for 

Tori 

3.3.1 e-cube and *-charme1 

The e-Cube routing algorithm requires ttvo classes of virtual channels one for upper 

class and mot her for lower class. \Vit h dedicated buffer organization t his algori t hm 

requires 4n buffers for RD torus (9 for (16,2) torus i.e., 16 nodes in each of the 3 

dimensions). The *-charme1 algori thm requires t hree classes of virt ual channels and 

is based on the e-cube algorithm: two virtual channels are used to avoid deadlocks 

and an extra class is used to  provide adaptive routing. With dedicated buffers. 

this algorithm requires a minimum of 6n buffers for RD toms (12 for (16.2)-torus). 

It is possible to reduce the requirement, by providing dedicated flit buffers for the 

e-cube channels and centralized flit  buffers for adaptive chaiinels. With as few as 

4n+l buffers (9 for (16?7)-torus), fully-adaptive routing can be provided by this 

algori t hm. 

3.3.2 NHop 

-4 (tn)-torus. n dimensional t,orus with k nodes in each dimension, has a rnasirnum 

of nrk/-1 hops. Since the graph of (k,n)-mesh is bipartite. for both odd and even 

k, the total hops is n(k-1). Using C=7 and depending on the type of the netaork, 

we obtain that the number of virtual channels needed is a t  most 1 + Ln[k/21/2], 

for a (k,n)-torus (7 for (8,3)-torus), and 1 + Ln(k - i)/2J for a (k,n)-mesh (12 for 

(8,3)-mesh). 

For k-ary n-cubes, NHhop scheme requires more virtual channels than the e 

cube and *-chamel. But hop schemes provide a deadlock free routing even when 

flit buffers are shared among multiple channels. This ability of hop sthemes make 

them competitive for many practical network sizes. It has been shown that XHop 

performs better than e-cube and *-channe1 schemes for tori. 
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3.4 Relative Performance of WH algorithms for 

Tori 

Wi th centralized buffer organization, SHop provides, for many configurations of k- 

ary n-cube networks, fully-adaptive rout ing while requiring femer buffers t han the 

e-cube. For esample. for (S,3)-torus used in a 512 node Cray T3D. the Khop re- 

quires seven flit buffers for fully adaptive routing, whiIe the ecube requires 13 flit 

buffers. For 8 x 16 x Y torus (the maximum configuration for Cray T3D). the xHop 

requires nine buffers, while e-cube requires 12 buffers. Because of longer diameters 

and simpler routing with e-cube meshes, the NHop requires more buffers than the 

e-cube in mesheç, the SHop requires more buffers than the e-cube. unless k 5 5. 

The performance evaluation aven  in paper (141 for three algorithms, KHop, 

e-cube, and *-channe1 indicates that the SHop performs better than the e-cube and 

*-channe1 schemes for tori. Based on the buffer cost and throughput evaluations. 

the NHop has advantage over previously proposed wormhole routing algorithms for 

torus networks. This is the main reason why the KHop was selected for doing furthzr 

rcsearch in the buffer management in this thesis. 

3.5 B uffer Organizations 

The main focus of this thesis is to study the performance of the network using 

different buffer organization. Three buEer organizations are chosen for conducting 

this study. These three buffer organizations are described in detail in this section. 

3.5.1 Dedicated buffer organization 

In this organization ( s h o w  in Figure 3.2) if rn is the number of flit buffen used, p 

the number of incoming physical channels to a router, and v the number of virtual 

channels per physical cbannel then m = pu. In other words, each virtual channel 
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Figure 3.2: Dedicated buffers oganizat ion 

leading iiito a router has its own flit buffer. Xo delay is suffered by the message in 

order to acquire the buffer. 

Router Delay 

For dedicated buffers organization, the major components of delay are Bow coiitrol 

from incoming physical channels to Bit buffers, crossbar delay from flit buffers to 

the outputs of central crossbar, and the virtual channel controller delay from the 

outputs of the crossbar to outgoing physical channels. For header flit, header decode 

and update and channel selection are the additional costs. 

3.5.2 Centralized buffer organization 

In this organization (shown in Fig.3.3)all the buffers are shared by al1 the virtual 

channels. Each buffer is assigned a class. The virtual channel goes through a cross- 

bar before accessing its exclusive buffer. Once a flit buffer is allocated to a virtual 

channel, it remains associated with that virtual channel until it is released. 
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Figure 3.3: Centralized buffers organization 

The assignment of buffers to a particular class can b e  done in two different ways: 

OUI Physicd 

Chnnds 

-- 

- 
Cross 

1.  Cniform: al1 the classes are assigned equal nuniber of buffers Le.. al1 the buffers 

of a node are divided equally among the classes used. 

Cross 

2. Son-Cniform: Buffers are assigned to a part icular class based on some criteria. 

such as locality of the messages. 

bar I . bar 2 
- : 

Router Delay 

T h e  header decode and update and channel selection are similar for both dedicated 

and centralized organizat ions. T h e  flow controi in the centralized organization is 

done in Crossbar 1. So, when a header Bit arrives! say from Node A to Sode B. it is 

allocated a central buffer by establishing a connection through Crossbar 1 of Xode 

B or is refused connection. The header is retained by Node A for a few cycles, by 

which time rejection of the header, if occurred. will be known. 
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Once the connection is established, the dlocated central fiit buffer acts as a dedi- 

cated flit buffer to that virtual channel, and the transit of data flits is similar to  t hat 

of dedicated flit buffer implernentation. Therefore. a multiplexer between the inputs 

and buffers in the logical organization is set once a t  the time of set ting up the pat h. 

An input channel may be allocated multiple flit buffers, one for each active virtual 

channel on the input channel. Since a cross bar naturally provides the multi-cast 

communication, this can be accomplished easily by request accepted and removing 

one such connection for each request completed. 

The amount of su-itching done by Crossbar 7 is same as the amount of switching 

done by the multiplesers at the output physical channels shown dedicated buffers 

organization Figure 3.2. This crossbar changes its settings on flit-by-flit basis' much 

the  sanie way the multiplexer in Figure 3.2 change their settings. 

Dedicat ed verses cent ralized. A connect ion from an input virt ual chan- 

ne1 to an output virtual channel takes more time, and data flits go through two 

smaller crossbars instead of one large crossbar with centralized organization. But 

the centralized organization wi t h buffers between the crossbars lends i tself easily to 

pipelining, t hereby avoiding increase in dock cycle t ime. Since cent ralized organi- 

zation has longer data path, the router delay for a message increases compared to 

dedicated organization, rvhen the number of buffers is kept the same. 

3.5.3 Hybrid buffer organization 

The dedicated and centralized buffer organizations have their advantages and dis- 

advantages. The hybrid buffer organization proposed here inherits the merits of the 

two organizations and it is described next. 

In this organization (shown in Figure 3.4) each channel is assigned a particular 

number of dedicated buffers. So, in order to use these buffers the virtual channels 

need not go through the crossbar. The remaining buffers are organized centrally . If 

p is the number of physical channels per node, Z is the number of dedicated buffers 
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Figure 3.4: Hybrid buffers organization 

assigned to each physical channel t hen the rernaining (b  - pl) buffers are maintained 

as a central pool of buffers. 

Router Delay 

The header decode and update and channel section are same as other two organi- 

zations. The flow control is done partly as in the dedicated b d e r  organization and 

partly as in the centralized buffer organization, depending on the nature of the vir- 

tua1 channel (dedicated or centralized). Messages which could get a dedicated buEer 

virtual channel suffer no estra delay at the router. If message is taking centralized 

buffer virtual channel, it suffers more delay as esplained in the centralized buffer 

organization. 
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3.6 Summary 

In çummary, dedicated, hybrid, and centralized schemes offer an increased degree 

of buffer sharing and increased cllanuel utilizatiun but a t  the cost of increased com- 

plesity in the control circuitry The results presented in chapter 3 indicate that 

dedicat ed buffer organization has a bet ter performance over cent ralized in uniform 

traffic pattern. Ou the other liaiid, centralized out performs dedicated iri hot-spot 

traffic. In reality the traffic in a network dynamically changes from uniform to  oc- 

casional hot-spots. The  intuition is tliat the hybrici 'aufFer organization can handle 

this kind of trafic more efficiently by shifting itself to centralized in hot-spot traffic 

and totvards dedicated in uniform trafic. The folloiving chapters give the esperi- 

mental results of the study conducted to analyze the performance of hybrid buffer 

organizat ion. 



Chapter 4 

System Mode1 

To compare the performance of three different buffer organizations: Centralized, 

Dedicated and Hybrid for SHop routing algorithm an esperiniental system is sim- 

ulated with folloning features: 

-4 continuous time and discrete event simulator has been developed to perform the 

desired study on the interconnection network. In this system the time parameter is 

continuous and events occur a t  discrete points in time t l .  t 2 :  ... where (ti-i  - t t  j 

is not a constant. The simulator has the flesibility to support various topologies. 

routine algorithms and traffic patterns. 

Some of the system variables that describe the state of the sxstern: netu-ork size. 

network topolog); number of virtual channels per physical channel, number classes 

of virtual channels, total number of buffers per router, type of the buffer organiza- 

t ion, average pat h length, average latency. and average ut  ilization. 

Some of the events that change the state of the system are: initialking the 

system, injection and consurnption of messages, scheduling messages for the trans- 

mission on flit by flit basis? transmitting the flits. avoiding starvation of the worms. 
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incrementing the clock and system variables. gathering statistics. and at the end of 

the simulation period analyzing the collected data and producing the report. 

A siiigly linked list of events is maintainecl. T h e  events are kept in this list in the 

increasing order of their time. The clock cycle tirne is sanie for al1 the routers. The 

dock is incremented from one event time to  the  nest  eveut time. If the Leader Bit 

is accessing a centralized buffer for the transmission then it takes one clock cycle to 

setup the connection and one clock cycle for the  transmission. al1 othrr Bits (body) 

t ake only one clock cycle for transmission. 

4.2 Network Topology 

The simulations are  run on a (16,2)-torus. Torus is a special case k-ary n-cube family 

with n = 2. This is a synimetric network in t h a t  tliere esists a honiomorphisni that 

niaps an!. node of the graph representing the network graph into any other node. It 

has kn nodes with a diameter of 2" - 1. Torus is comrnonly used in rnulticoniputer 

systems (es: Gray T3D. T3E). Because it  is symmetric network as hypercube, and 

i t supports wider channels as mesh. And? most niulticomputer network topologies 

used in wormhole-routed systems are low-dimensional meshes and hypercubes. 

Each channel is represented by a pair of (uni-directional) physical channels. The 

number of virtual channels per physical channel for Xhop centralized and hybrid 

versions is 1s. In the  case of Shop dedicated version 9 virtual channels are mapped 

onto a physical link. The virtual channels of S h o p  algorithm are divided uniformly 

among 9 different classes. Multiple virtual channels mapped to a physical channel 

share its bandwidth in time-multiplesed manner. 
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4.3 Workloads Model 

In this section the message generation and traffic patters used in the system are 

descri bed. 

4.3.1 Message generation 

-4 processor generates messages aith a mean message generation rate of A. For most 

esperiments, t lie message inter-arrival rimes are esponentialiy dist ribut ed. Ho~vever' 

we have also ued a hyper-exponential distributed inter-message geueration time in 

order to study its impact on the performance. The messages habe fised length of 

20 flits. For esample, 20 £lit messages could be used for transmitting four 64-bit 

words toget her n3.h header. checksum and ot her information on 16-bits wide phys- 

ical channels such as the ones used in Cray T3D. However. performance results for 

workload that  consists of both long and short messages are also $yen in the nest 

chapter. 

Hyper-exponential message generation and message length. For a given 

mean message generation rate or mean message length i.e., X or L, the nodes can 

generate messages in hyper-exponential distribution. In hyper-esponential distribu- 

tion nodes can chose t o  generate messages in any one of the two different stages (SI 

or S?). Where SI is the mean X or L of stage 1, a is the selection probability of 

this stage, and S2 is the mean X or L of state 2. The values of SI and S2 can be 

cornputed as fcdlows: 

where S is the mean Xor L and C is the desired coefficient of variation. The value 

of a should satisfy the folloivinp relatioriship: > C2 

In the simulations experiments conducted for t.his study n = 0.95 and C=4. 
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4.3.2 Traffic patterns 

Uniform 

Uniform traffic is ividely used in simulation studies and sen-es as a benchmark 

traffic pattern. In this traffic pattern a node sends messages to any other node 

in the network \ri th an equal probability. Cniform t r a c  could be representative 

of the t r 6 c  generated in massively parallel computations in ivhich array data are 

distributed among the nodes using haçhing techniques. 

Alore realistically, the traffic pattern tends to be randorn coupled n-ith soue hot-spot 

type traffic. In hot-spot traffic a single node (hot node) receives a specified fraction 

of the total messages generated in t h e  network. 

More specifically, given that N is the total number of nodes in the netivork! m is 

the number of messages generated per node per a clock cycle (O < m 5 1)' h is the 

fraction of messages directed at the hot-spot, each node generates messages directed 

to hot-spot at the total rate of mh. The effective number of messages to hot-spot. 

are m(l  - h )  + mhn. 

4.4 Traffic Sampling 

For better randomness separate sequence of random numbers per node have been 

maintained for the distribution of message interval time, selection of destination? etc. 

For each simulation, sufficient warm-up tirne is provided to allow the network 

to reach steady state. After the warm-up time, the network traffic is sanipled at 

periodic intervals. The counters used for statistics gathering are reset at the be- 

ginning of each sampling period. Statistics are gathered during sampling time and 

analyzed for convergence. Thirty one samples of 2000 worms have beea taken during 



a simulation. First sample has been discarded to allow the network to reach steady 

state. It was observed that the network reached steady state after the first sample. 

4.5 Some Parameters of Interest 

4.5.1 Buffer size 

In wormhole routing, bubbles could be introduced, especially at loiv traffic, in trans- 

mission of consecutive flits of message because of asynchronous pipeliniug. To reduce 

these bubbles, the depth of buffers is fised to 4, i.e.. each buffer can hold four flits 

of the same message. Whenever, a buffer has space for one or more flits. nest data 

Bit is sent from the previous router in the  path. 

4.5.2 Average number of hops 

For uniform traffic, the average number of hops is the  average path lengh of the  

networks. For a k-ary n-cube. i t  is approsimately T :  for (16,2) - tori the average 

path length is Y. As a part of validatiion of the  simulation, ive have collected 

information on the average path l engh  for al1 the simulations for uniform traffic 

and it was found to be around 8 hops. 

4.5.3 Performance metrics 

Average response time, 1, and average channel utilization, p have been considered 

to study the performance of the network generating messages at a mean message 

generation rate of A. 

Average response t ime 

The average response time of a message is w + (ml + 2 - 1) x f,? [12] where u, 

ml. d, fc are the average l u i t  tirne, average length of the message in flits? average 

number of hops taken by a message. and the time to  transfer a flit between neighbors. 



- 
respectively. In some of the esperiments conducted in this study, ml = 70: d = S 

for uniform t,raiEc and ft = 1 for the transmission of body flits and it could be two 

for the header flit depending on the type of buffer it is accessing. 

Average utilization 

The average channel utilization refers to the fraction of the physical channel band- 

width utilized in any time interval rvhen the network is in steady state. It is also 

called the netnork ut ilization factor o r  normalized througliput of the net~vork. The 

average channel utilization, denoted p. is computed as the ratio of network band- 

width utilized to the raw bandwidth available. 
- 

~Vumbero f nodes 
P = .Vurnbero/channrls 1 

where * is the average message i n t e r d  tirne. For k-ary n-cube. this can be siniplificd 

to p = 112) ,the numerator cornputes the average traffic generated by a node. 

and the denominator gives the available bandwidth due to  the physical chanuels 

originating from a node. In our simulation with mi = 70 d = S for uniform traffic, 

n = 2 it becoriles p = 40A. 



Chapter 5 

Simulation Result s 

This chapter presents the results of the simulation experiments carried out to  eval- 

uate the performance of the centralized, dedicated and hybrid buffer organizat ions 

using NHop routing algorithm. For each esperiment two sets of results are pre- 

sented: one for the uniform tr&c and the other for the hot-spot trafic. 

The first esperiment ivas to test the correctness of the results produced by the 

simulator. The goal of the second esperiment was to establish a base results set 

for the research. The third esperiment studies the impact of the clusters. In the 

fourth esperiment the message length was varied to study the effect long and short 

messages on the performance of the three buffer organizations. The fifth esperiment 

was aimed at  studying the effect of the percentage of hot-spot messages. The final 

experiment was run to find the  best combination of dedicated and central buffers for 

the hybrid buffer organization for a given number of total buffers per node (router). 

In al1 the experiments the  response of the system for the given mean message 

generation rate (A) was used as parameter for performance cornparison. KHop 

algorithm is chosen to perform this study because of its better performance over e 

cube and *-channe1 (described in Chapter 3).The default parameters nere as $-en 

in the system mode1 and sorne of them are listed below: 
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Defauit Value Variable Kame 

Network t opology 

No. of nodes in the network 

Message generation 

Message lengt h 

Routing algorithm 

Hot-spot percentage (h%) 

Ko. of classes 

50 .  of virtual channels per physical channel: 

Dedicated 

Cent ralized 

Hybrid 

Total number of buffers per node 

?;o. dedicated buffers in hybrid org. 

Buffer depth 

Body flit transmission time 

Header flit transmission time: 

1 using Dedicated buffer 

using Centralized buffer 

Table 5.1: Default parameter values 

Torus 

3.56 

Esponential 

'30 

XHop 

10 

9 
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Figure 5.1: Validation: Performance of XHop under uniform t raffic on (16,2)-torus 

5.1 Validation 

The first esperiment on the simulator was to validate it. Results are captured and 

compared wi t h the results given in [14]. 

The results given in the Figure 5.1 are very close to results presented in [Id]. 

The average message latency as given in Chapter 4' is w + (mi + d - 1) x ft! [12] 

where w, mi, d, ft are the average wait time, average length of the message in flits, 

average number of hops taken by a message, and the time to transfer a Bit between 

neighbors. respectively. In this esperiment ml = 20, 6= 9, tra8ic pattern is uniform. 

The buffer organization is centralized with ft = 1 for the transmission of body flits 

and 3 for header Bit. The total number of buffers is 16. In a contention free network 

when X is very high w = O, then it [vas observed that XHop took 45 clock cycles to 

transmit a single message. It is easy to see that  the result obtained satisfy the given 

equation for average message lat ency. 

The results giien in Figure 5.2 are also very close to those given in [14]. Sote 
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Figure 5.2: Validation: Performance of NHop under uniform traffic on (16.7)-torus. 

that the average channel utilization for a k-ary n-cube is given as p = y-, where 

mi = 20 d = 9 for uniforrn traftic, n = 2. Son-; p = 4OX. We have observed that the 

results obtained from the simulation experinient satisfy t his equation too. 

5.2 Base Class Results 

This experirnent is aimed a t  establishing a base set of results for this research work. 

Each node in the network generates messages in the exponential distribution for a 

given mean message generation rate (A). The message length was fised to 20 flits. 

traffic 

From Figure 5.3, it is clear that  the dedicated buffer organization has a much better 

performance than the centralized buffer organization and the hybrid organization 
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- 

Figure 5.3: Lrniform traffic: esponential message gneration 

closely follows the dedicated organization. The better performance of dedicated 

organization could be because of not having a -  delay in acquiring a buffer for 

transmission. 

In uniform trafic pattern al1 the links are utilized in an uniform way and the ne- 

cessity to increase the number of active virtual channels in one direction, by shifting 

the buffers of under utilized links does not arise. If centralized buffer organization is 

used in this scenario, t here will be a overhead in acquiring buffers from the central 

pool. It is also clear from the graph that message delay in centralized buiTer orga- 

nizat ion is approsimately equal to the message delay in dedicated organizat ion plus 

the average path length. The extra tjme can be attributed to the extra one dock 

cycle spent by the header flit to acquire a buffer a t  each node of its path. 

The hybrid buffer organization is almost like dedicated buffer organization for 
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Figure 5 A: Hot-spot t raffic: Total delay. Esponential message generat ion 

X > 200 and it is a t  the mid point of centralized and dedicated at lotver A. This be- 

havior is espected because of the combination of buffers used for hybrid ivas almosc 

half dedicated and half centralized (to be specific 16 dedicated and 20 centralized). 

traffic 

To have a better picture of the behavior of the response time for the messages gen- 

erated in the network, the results for hot-spot traffic are divided into three different 

categories. In the first category the average response tirne of the system for al1 

messages (both regular and hot-spot) is given. In the second category the results 

are @en only for the replar  messages Le.. only non-hot-spot messages- The third 

category gives the reçults for the hot-spot messages only. 
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Total delay 

From the Figure 5.4 for total del- shows that  the centralized buffer organization 

is ver). much suitable for hot-spot traffic and as the X decreases the performwce of 

the dedicated organization deteriorates rapidly. The hybrid organization is again in 

the middle of the ot her two. 

This behavior of dedicated buffer organization could be because of the fised 

number of virtual channels per link and its in-capability to dynamically increase the 

capacity of some links which have more demand. In contrast the asset of cenrralized 

buffer organization is- the capability to  increase number of active virtual channels for 

links ivith high demand. This is possible, as esplained in previous section. because 

of its capability to shift the buffers of under utilized links to  the links in high dernand. 

At X > 2.50, the hybrid organization is even bet ter than the centralized and the 

dedicated. This is because it uses 16 dedicated buffers and there is no additional 

dock cycle delay in allocating these buffers. In contrast; in the centralized organi- 

zation al1 buffers are in the  central buffer pool. 

Regular delay 

This set of results consider only the regular messages (messages rvhose destination 

is not the hot-spot node). Figure 5.5 shows very interesting results for this category. 

For higher A the centralized organization is taking more time than the dedicated 

buffer organization and the hybrid is slightly better than the dedicated. But, as the 

X decreases the behavior of dedicated is not stable and its performance deteriorates 

rapidly. On the ot her hand, the response time for the centralized organization is 

fairly robust. 

Initially, ahen the message generation rate is low the network is almost utiljzed 

uniformly. As the A decreases more messages acquire the resources and hold them 
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Figure 5.5: Hot-spot traffic: regular messages deiay, esponential message genera- 

t ion 
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Figure 5.6: Hot-spot traffic: hot messages delay, esponential message generation 

until they reach the destination. Because the links towards the hot-spot node be- 

corne very busy and that in turn slows clown the delivery of even regular messages in 

dedicated organization. Again. the centralized paying its initial oi-erhead, responds 

to this condition in the network by increasing the buffer capacity of the highly de- 

manded links and keeps latency robust. 

The behavior of hybrid could be again because of its partial centralized and 

partial dedicated behavior. At higher X the messages reach faster than dedicated 

because of the dynamic behavior of its router. But as it is limited it behaves worse 

than dedicated a t  higher A. 

Hot delay 

In this set of results the delay suffered by the hot-messages (messages whose des- 

tination is hot-spot node) in the network are &-en. It is very clear from Figure 
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5.6 that the advantage of centralized buffer organization is fully esploited in this 

category. The centralized buffer organization delivers the hot-messages much faster 

and is stable when compared to the dedicated organization. Again the performance 

of the hybrid organization is intermediate between the other two. 

In summary? for uniform trafic with esponential message generation and fised 

message length, dedicated buffer organization is more suitable than the centralized 

buffer organizat ion. The liybrid closely follotvs the dedica t ed buffers. 

The centralized buffer organization is bett,er chan dedicated for hot-spot traf- 

fic. The centralized organizaticn takes more time to deliver the regular messages 

at higher X when compared to the dedicated and hybrid organizations. But, its 

very good behavior towards hot-spot messages and total messages generated in the 

network puts it in the first place. 

5.3 Hyper-Exponential Message Generation 

In this erperiment each node in the network generates messages in hyper-esponential 

distribution. The message length is fised 20 flits. This scenario is similar to a node 

communicating with other nodes in the network in clusters of tirne. For esample, 

when a processor is synchronizing tvith other processors in the network by sending 

messages to  al1 the nodes and once it gets synchronized, it starts esecuting instruc- 

tions locally. And, after the local processing is done (i.e., after a gap) it might again 

try to communicate with al1 other nodes. 

5.3.1 Uniform traffic 

It can be seen from Figure 5.7 that the hybrid buffer organization has a better 

performance than other two organizations for X 2 320. For X < 220 it has slightly 

worse performance t han the dedicated buffer organization. This could be attribut ed 

to its partial capability of responding to  the dynamic conditions in the nettvork. -4s 
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Figure 5.7: Uniform trafEic: hyper-exponential message generation 

in previous set of results centralized has the w r s t  behavior. And. every organizat ion 

has higher latency when compared to previous set of results. 

Total delay 

The Figure 3.8 indicates that the results for hyper-exponential message generation 

and esponential message generation. This set of results eshibit the same trend as 

in base class: with a slight increase in the latency. In this case too, the centralized 

has the best behavior, dedicated has the worst behavior, and the performance of the 

hybrid is intermediate between that of the other two. 
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Figure 5.8: Hot-spot traffic: total delay, hyper-esponent ial message generation 

Regular delay 

The  results @en in Figure 5.9 for regular messages are similar to  those for the  

regular messages in the previous set of results. But, the break point where the  

performance of dedicated and hybrid is worse than the centralized occurs a t  a much 

earlier stage (higher X = 230). 

Hot delay 

The  results $yen Figure 5-10 for hot-messages are almost similar t o  the results in 

Figure 5.6. But, the messages suffer slightly more delay when compared to the mes- 

sages generated in esponential distribution. 

In sumrnar): for uniform traffic hybrid has much better performance than the  

other at low message generation rate and it is slightly worse than the dedicated at 

higher message generation rate. Centralized has the worst behavior. Therefore for 
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Figure 5.9: Hot-spot traffic: regular messages delay, hyper-esponent ial message 

generation 
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Figure 5.10: Hot-spot traffic: hc t  messages delay, hyper-esponential message gen- 

eration 
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uniform traffic, wit h hyper-exponential message generat ion, hybnd organization is 

preferred . 

For hot-spot traffic, as in the previous section. centralized buffer organization 

is more suitable for this Iiind of message generation too. Dedicated has the worst 

performance and hybrid fails in betrvcen the ot her two. 

5.4 Variable Message Lengt h 

In this experiment the length of the messages generated by each node in the net- 

work is varied. To be specific. for a given mean message 1engt.h (20 flits) the node 

generate messages in hyper-esponent ial distribution. Therefore. a node generat es 

several short messages and few very long messages. This scenario is siniilar to video 

transmission applications, where several short messages are eschanged by the nodes 

before actual long video data is transmitted. 

5.4.1 Uniform traffic 

The results of the esperiments for the uniform traffic are @en in Figure 5.11. In 

contrast to the previous results for the uniform tra8ic, this set of results indicate 

that centralized has a much better performance than the  dedicated organization and 

hybrid is slightly better than dedicated and worse t han the centralized organization. 

The main reason for this behaviur is that the long messages holding the resources 

for long tirne and leading to conditions in the network sornewhat similar to hot-spot 

behavior. The centralized could respond to dynamic conditions in a better way as 

it has a central buffer pool. 
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Figure 5.11: Cniform traaic: hyper-esponential message lengt h 

5.4.2 Hot-spot traffic 

Total delay 

The results given in Figure 5.12 for total message delay for hot-spot traEc. The 

results of this esperiment are similar to the results obtained in the previous sections. 

The centralized organization is rnuch better than the other two. The centralized 

organization takes less time to transmit messages in this scenano than the base 

class results. The other two have worse performance t han the base class. 

Regular delay 

The results for regular messages for this scenario are given in Figure 5.13. The trend 

of the results obtained are similar t o  the base class results. But ,  the centralized 

is always performing better than dedicated, and liybrid is performing better than 

centralized until X > 230 and after that the performance deteriorates rapidly. 
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Figure 5.1 2: Hot-spot traffic: total delaj; hyper-exponential message length 

Hot delay 

The results given in Figure 5.14 for this category indicate that the centralized buffer 

organization has a very good performance for hot-messages when compared to the 

dedicated and the hybrid is almost in the middle of the other two. The  performance 

of centralized is better than base class results for this category The other two have 

slightly worse than the base class results for this category 

In summary. for this scenario, the centralized outperforms the dedicated not 

only for the hot-spot trafEc but also for the uniform traffic. The performance of the 

hybrid buffer organization is intermediate between that of the other two. 
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Figure 5.13: Hot-spot traffic: regular messages delay, hyper-esponential message 

length 
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Figure 5.14: Hot-spot traffic: hot messages delay, hyper-esponential message 

lengt h 
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Figure 5.15: Hot-spot trafic: total delay, mean 200 

Impact of Percentage of Hot-Spot Messages 

In al1 the previous sections the results for hot-spot trafic are given for h=10%.. The 

percentage of hot-spot messages indicate the fraction of messages going to  the hot- 

node from a node. The h has been varied from O to 10. At h = 0, the trafic is 

uniform and as the h increases the number of hot-messages generated per unit time 

by each node also increases. 

5.5.1 Total delay 

The total delay suffered by the messages in three different organizations is given in 

Figure 5.15. The figure indicates that until h < 7% the dedicated has a better per- 

formance than the centralized and beyond that its performance deteriorates rapidly. 

The hybrid buffer organization closely follows dedicated at lower h (h 5 7) and has 

a better performance at higher h than the dedicated. The behavior of centralized is 
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Figure 5.16: Hot -spot t raffic: regular messages delay, mean 200 

more stable after the initial overhead. 

5.5.2 Regular delay 

The set of results for this experiment for regular messages is given in Figure 5.16. 

The trend of the results is similar to  the results obtained in this esperiment for the 

total delay category. The hybrid is slightly worse than the dedicated at higher h. 

5.5.3 Hot delay 

The delay suffered by the hot-messages with varying percentage of h are qven in 

Figure 5-17. The data presented in this figure are particularly interesting. Until 

h 5 7 the three buffer organizations deliver t h e  hot-messages with similar delay. 

After that the centralized has a much better performance than the dedicated and 

the performance of the hybrid is intermediate to that of the other tno. 
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Figure 5.17: Hot-spot t,raffic: hot messages delay! mean 300 

In summary, the percentage of hot-spot messages has a significance impact on 

the performance of the network. Until h 5 7 dedicated and hybrid have sirnilar 

behavior for al1 the categories. The centralized takes more time (total and regular) 

intially but its behavior is more robust. The centralized has a similar del- as 

the dedicated until h = 7 for hot-messages. For h > 7, the centralized is much 

better than dedicated. The hybrid is in the middle of the other tao. Therefore? 

depending upon the percentage of hot -spot messages sn-itching between centralized 

and dedicated is beneficial. 



Chanter 5.  Simulation Resuits 83 

O 5 10 15 20 25 30 35 
No. of dedicated bufferç(totab36) 

Figure 5.18: Hybrid dedicated buffers: uniform TraEc X = 200 

5.6 Right Combination of Buffers for Hybrid Or- 

ganizat ion 

The final esperiment is t,o find the right combination of dedicated and centralized 

buffers for hybrid buffer organization. In al1 the experiments conducted before the 

number of dedicated buffers is fised at  16 and the centralized buffers are fixed at. 20 

(mith a total of 36 buffers per node). In this experiment the number of dedicated 

buffers is changed from O to 36. For these esperiments the messages are generated 

using the exponential distribution, the message length is fised at 20 flits, and the 

mean message generation rate (A) is 200. 

5.6.1 Uniform traffic 

The results of this esperiment for the uniform traffic are given iri Figure 5.15. The 

results indicate that when the number of dedicated buffers is zero. the hybrid buffer 
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Figure 5.19: Hybrid dedicated buffers: hot-spot tr&c (Total delay) X = 200 

organization is similar to centralized buffer organization, and when it is 36 the hybrid 

is similar to dedicated. The performance of the hybrid improves wi th  increase in 

dedicated buffers. But, the degree of improvement is low after 15 dedicated buffers. 

The performance is almost stable until the nurnber of dedicated buffers increases to 

more than 25. 

5.6.2 Hot-spot traffic 

The  results of this esperiment for hot-spot traffic are $\-en in three dieerent figures 

for total, regular and hot delays. Figure 5.19, figure 5.20: figure 5.21 present the 

results for this case for total. regular? and hot delays respectively. The results 

indicate that the performance of hybrid buffer organization is similar centralized 

when al1 the buffers are centralized . Hybrid performs like dedicated when al1 the 

buffers are dedicated. The performance of hybrid is decreasing with increase in the 

nuniber of dedicated buffers under hot-spot traffic. 
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Figure 5.20: Hybrid dedicated buffers: hot-spot traffic (Regular delay) X = 200 

5.7 Conclusions 

The dedicated buffer organization is better for uniform traffic in al1 scenarios escept 

the one in which nta- short massages are transmitted after a very long message. 

The centralized buffer organization has very poor performance for uniform traffic 

in cornparison to dedicated. The centralized is better than the dedicated in the 

ivorkload that consists of several short messages and few very long messages (ex. 

video transmission). 

The centralized buffer organization has a better performance and more robust 

under hot-spot trafnc. I t  is estremely good in transmitting hot-messages rvhen com- 

pared to the dedicated organization. The regular messages take litrle more time at 

lower X a h e n  compared dedicated, but with the initial overhead. the centralized 

buff er organizat ion gives a stable performance. 
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Figure 5.21: Hybrid dedicated buffers: hot-spot traffic (Hot delay)X = 200 

Hybrid buffer organization closely follows dedicated butfer organization in uni- 

form traffic and i ts performance is intermediate to that of the ot her two organizat ions 

in hot-spot traffic. 

The esperirnents conducted to study performance sensi tivity to h indicate t hat 

at lower h (say h < 0, the dedicated has a better performance than the centralized 

organization and after that point centralized outperforms the dedicated organiza- 

tion. Hybrid follows the dedicated at  lower h and after that it provides intermediate 

performance between t hat of the centralized and dedicated organizations. Therefore, 

depending upon the dynamic traffic conditions the hybrid organization can configure 

i tself from dedicated to cent ralized, which could resuIt in a good performance. 



Chapter 6 

Conclusions and Future Work 

6.1 Summary 

This section provides a summary of the t hesis. Cliapter 1 introduced several basic 

concepts of multicomputers. The important issues covered u-ere: parallel archit ec- 

tures? multicomputer networks and the goal of t his thesis. 

Chapter 2 provided a detail description and discussion of the various issues in 

wormhole routed multicomputer networks. The main topics covered rvere: dead- 

locks, virtual channels, deterministic and adaptive routing, and SHop routing al- 

gori t hm. nCCB E system, an esample multicomput er syst em t hat uses wormhole 

swi tching was also described. 

Chapter 3 presented a close look at  the buffer management issues in wormhole 

routed multicomputer networks. The focus of this chapter had been on dynamic 

assignnient of buffers, amount of buffer space and buffer organizations. 

Chapter 4 described the system mode1 used in the  simulation esperiments. Chap- 

ter 5 presented the results of the simulations esperiments. Each esperinieut [vas run 

for both uniform and hot-spot trafics. 
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6.2 Contributions of the thesis 

The commonl y used buff er organizat i ons for recent mu1 t icomput ers are cent ralized 

and dedicated buffer organizations. The results presented in this t hesis indicate that 

the dedicated buffer organization has a bet ter performance than the centralized un- 

der tbe uniforrn tr&c in al1 scenarios escept one ~vhen the nodes are generating 

messages in clusters of message lcugt h. 

The centralized buffer organization has a better performauce and more robust 

under the hot-spot trafic. It is estremelj- good in transrnitting hot-ruessages when 

compared to the dedicated oganization. The regular messages take little more time 

a t  lower message generation rates when compared the dedicat ed. but the centralized 

buffer organization gives a stable performance. 

The hybrid buffer organization proposed in this thesis inherits the merits of 

t lie cent ralized and dedicated organizat ions. Hybrid buffer organiza t ion perforrns 

similar to the dedicated buffer organization under uniform traffic and its performance 

is intermediate to that of the other two organizations for hot-spot traftic. The 

hybrid buffer organization can be designed to configure itself dynaniically from the 

dedicat ed to centralized depending on the traEc conditions. 

In practice, the tr&c is bounded between the hot-spot and uniform traffic. 

Therefore. it is necessary to handle these t ~ o  cases in an efficieut ivay. Hybrid 

buffer organization can act as the centralized organization for the hot-spot traffic 

and it can work iike the dedicated organization for the uniform trafEc. Thus, this 

new organization is beneficial for the wormhole routed multicomputer systems. 

6.3 Future Work 

There are several aspects of the hybrid buffer organization that need to be studied 

or espandcd in the future. Perforniance of hybrid buffer organizations needs to be 
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analpzed with more realistic workloads. 

One area that requires study is in the design of a programmable router that  uses 

the hybrid buffer organization which could respond to the dynamic conditions in 

the network. 

Another area is to study the performance of *-charme1 algorithm with these three 

different buffer organizations. Also, a cornparison of SHop and *-channe1 is inter- 

esting. 
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