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Modeling DCT Coefficients for Fast Video Encoding

I-Ming Pao and Ming-Ting SunFellow, IEEE

Abstract—Digital video coding standards such as H.263 and which is an older implementation of H.263, without using a
MPEG are becoming more and more important for multimedia  fast motion-estimation algorithm, about 82% of the time is

applications. Due to the huge amount of computations required, ¢ent on motion estimation when encoding the Migs video
there are significant efforts to speed up the processing of video

encoders. Previously, the efforts were mainly focused on the fast S€quénce at 20 kb/s. However, using TMN8 [9], which is a
motion-estimation algorithm. However, as the motion-estimation newer and faster implementation of H.263, only about 34%
algorithm becomes optimized, to speed up the video encodersof the time is spent on motion estimation. The percentage
further we also need to optimize other functions such as discrete ¢ processing time spent on DCT, IDCT, quantization, and
cosine transform (DCT) and inverse DCT (IDCT). In this paper, . I . '  oos i '
we propose a theoretical model for DCT coefficients. Based on the Inv;ers_e quantlzgtlon (IQ)_ increases  from 9/0_ n TN_INS _to
model, we develop an adaptive algorithm to reduce the computa- 26% In TMN8 since the time spent On.the motion estimation
tions of DCT, IDCT, quantization, and inverse quantization. We is much less in the latter. As the time spent on motion
also present a fast DCT algorithm to speed up the calculations of estimation continues to decline due to the development of
DCT further when the quantization step size is large. We show, by - he\y fast motion-estimation algorithms, the time spent on other
simulations, that significant improvement in the processing speed t DCT. IDCT tizati d, 10) b lativel
can be achieved with negligible video-quality degradation. we Stages (DCT, , quantization, and 1Q) becomes relatively
also implement the algorithm in a real-time PC-based platform more significant. To further speed up the computations in the
to show that it is effective and practical. video encoders, it is important to reduce the computations in
Index Terms—Computation reduction, discrete cosine trans- DCT/IDCT, quantization, and 1Q. .
form (DCT), fast DCT, modeling of DCT, peak signal-to-noise ~ Fast DCT and IDCT algorithms have been used in TMN5
ratio (PSNR), statistical DCT. and TMNS8 in order to achieve high-speed processing. To
reduce the computations of DCT and IDCT further, [12] and
[13] proposed to compare the signal energy with a threshold.
) o i If the signal energy is below the threshold, the DCT and the
D IGITAL video applications are becoming more populagyantization are not performed and all the DCT coefficients of
in our everyday lives. Currently, there are several videQe piock are set to zero. However, the threshold was chosen
standards established for dlff_erent_ PUrposes, such as Iv'PE@‘r’ﬂ‘pirically. If the threshold is not chosen properly, many DCT
[1] and MPEG-2 [2] for multimedia applications and H.26%qqficients may be improperly set to zero and severe quality
[3] and H.263 [4] for videophone and video-conferencinge g aqation may occur. Also, since the probability of the DCT
applications. All these standards use the discrete cosine tralSsficients’ becoming zero after quantization depends on the

f°rt'T” (?CT)’ Lno'uop compensanotn d(Wh'gh t!nvolves ”:_0“? uantization parameter, the threshold should depend on the
estimation and motion-compensated prediction), quantizati antization parameter. Another issue not addressed by the

and variable-length coding (VLC) as building blocks. L%,:evious publications is that different DCT coefficients have
|

I. INTRODUCTION

Using these wdeo-codmg stan_dards, V|_deo en_codgrs 9 fferent variances and thus may need to be treated differently.
huge amounts of computation since motion estimation, DC

. . i our previous paper [14], we analyzed the statistics of the
and IDCT are all very computationally intensive. Thus, mosr}&{mber of nonzero DCT coefficients after quantization as a

high-quality video encoders are implemented in hardware t X o . -
. . . ; L . nction of the quantization step size. Based on the statistics,
is relatively costly and inflexible. There is significant interest . . .

ultiple thresholds were set adaptively for the calculation of

and_res_earch in reducing the computatlons_ S0 that a hi e DCT coefficients. However, the thresholds were set using
quality video encoder can be implemented using only software,

Previously, the efforts to reduce the computations of Vide;ﬁn ad hoc approach and were determined empirically. Also,
i

encoders were mainly focused on the fast motion-estimat ¥ approach in [14] requires an initial training stage, which

algorithm [5], [6]. However, as the motion-estimation algo—'m'tS its practical applications.

rithm becomes optimized, to speed up the video encoderén .th.'s Paper, We propose a theorechI model for' the DCT
further we also need to optimize other functions, such geﬁ‘lments and generalize the results in our previous work
DCT and inverse DCT (IDCT). Using CPU run-time (;alculato 4]. Based on the statistical model, we show that the variances
software [7], we can find out the percentage of CPU time us8f the_D_CT coefficients can be represented as a functl_on of
by different functions in the video encoder. Using TMNS [g]th€ Minimum mean absolute error (MMAE) after motion-

compensated prediction. We then develop a new adaptive
Manuscript received January 20, 1998; revised November 8, 1998. Thisethod with multiple thresholds derived from the statistical

paper was recommended by Associate Editor W. Li. model to reduce the computations of DCT, IDCT, quantization,
The authors are with the Information Processing Laboratory, Department of

Electrical Engineering, University of Washington, Seattle, WA 98195 USA.""nd IQ. The neV\_’ method d_oes not require the initialization
Publisher Item Identifier S 1051-8215(99)04163-4. stage presented in the previous paper [14]. We also present a
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compressed ~ WhereC(x + k,y + 1) is the pixel of the macroblock in the
current frame;R(z + ¢ + k,y + j + 1) is the pixel in the
reference frame—p < ¢ < pand—-p < j < p ([-p,p]

is the search range); ant/, N = 16. The best matched

- Z: zig-zag scanning A ! A
@ quanization 16 x 16 pixel area in the reference frame that results in
T inverse quantization . .
VLG, variable length coding the MMAE is used to predict the current macroblock. After
B: buffer this motion-compensated prediction process, the prediction-
. _ , error macroblock is further partitioned into>8 8 blocks and
zig-zag scanning order: K X ;
267 15 16'28 29 transformed into the frequency domain using the DCT.
Motion 3 5 8 14|17.27.3043 DCT is a transform that can reduce the spatial redundancy
| Compensated e and is known to have better energy compaction performance
Y Pred'C"j’F 112024 53140 46 53 55 than other transforms [11]. The & 8 pixel blocks after
EMO“‘;T‘ 122 35 38 4851 57 60 62! the motion-compensated prediction process are transformed
t i ; . . . .
stmation 96.37.49.50/58 59 63 64 to generate 8< 8 DCT coefficients, which are quantized for

Fig. 1. Block diagram of a video encoder. The computation reduction of tgoMpression. If we defing(m,n),0 <m < 7,0 <n < 7,
shaded blocks is discussed in this paper. as pixel-values in an & 8 block before the DCT, the two-
dimensional (2-D) 8 8 DCT coefficients'(u,v),0 < « < 7,

DCT approximation algorithm that can further speed up thOeS v = 7, can be computed by

calculations of DCT when the quantization step size is large. 1 7T

We combine the statistical DCT computation method with F'(u,v) =1 Cw)Cv) Y > f(m,n)

the DCT approximation algorithm and show, by simulations, m=0 n=0

that significant improvement in the processing speed can be - cos <(2m + 1)u7r> cos <(2n + 1)v7r> @
achieved with negligible video-quality degradation. We also 16 16

implemented the algorithms in a PC-based real-time software
video codec. The improved frame rate for the real-time codéfhereC(w), C(v) = 1/v/2, foru, v = 0, andC(u), C(v) = 1,

video verified that our proposed method is effective arRfherwise. o _
practical. After DCT, the DCT coefficients are quantized. These

The organization of this paper is as follows. In Section |fuantized DCT coefficients are scanned in a zig-zag scanning
an overview of the operations in a standard video encoderO&ler, as shown in Fig. 1. The zig-zag scan converts the 2-D 8
provided. In Section IIl, the mathematical model is presenteti 8 DCT coefficients into a one-dimensional (1-D) sequence
to estimate the variances of the DCT coefficients from tH@ an approximately ascending spatial frequency order. Since
MMAE. In Section IV, we present the adaptive algorithmMany high-frequency DCT coefficients will be quantized to
which performs DCT calculations according to the MMAEZros, at the end of the 1-D sequence there usually is a
and the quantization parameter. In Section V, we combil@'d Stream of zeros. This is represented by an end-of-block
the algorithm with the DCT approximation when the quanttEOB) symbol after the last nonzero coefficient to indicate
zation step size is large to further reduce the computatiofdat after this position, all the DCT coefficients in the block
Section VI shows the simulation results of peak-signal-t§'® Z€ros. Zig-zag scanning with the EOB symbol resulits in

noise-ratio (PSNR) differences and computation reductiof. compact data stream, which allows more efficient zero-
The conclusion is provided in Section VII. run-length coding [10]. After zero-run-length coding, VLC is

used to represent more frequent symbols with shorter code
words to achieve a higher compression ratio. After VLC, the
compressed video bit rate may be highly variable. A buffer is
used to smooth out the bit rate to prevent the bits from being
) _ ) discarded when the instantaneous bit rate exceeds the channel
A block diagram of the standard video encoder is shown ghnqwidth. As the buffer fills, the video encoder usually skips
Fig. 1. Each input video frame is divided into macroblock§rames or increases the quantization step size so that more
Each macroblock covers an area of 3616 pixels. The pcT coefficients will be quantized to zero in order to reduce
motion-compensated prediction is done for every macroblogke pit rate. Inverse quantization (IQ), IDCT, and motion-
Motion estimation is used to find the best match for the Cu”e@émpensated prediction are used to reconstruct the reference
macroblock within a search region of the reference frame. TBFctures so that the encoder and the decoder can perform the
most common matching criterion used is the mean abso'%tion-compensated prediction on the same basis.

Il. OVERVIEW OF THE OPERATIONS
IN A STANDARD VIDEO ENCODER

error (MAE), which is defined as [10] It should be noted that the larger the quantization step size
and the smaller the signal energy, the higher the probability

M—-1 N-1 that more DCT coefficients will be quantized to zeros and

MAE(:.J) = Trv S [Cla+ky+1) that the EOB position will decrease. In the next section, we
k=0 1=0 develop a theoretical model for the DCT coefficients so that

—R(z+i+ky+i+Dl  we can use it to derive thresholds for skipping the calculations
(1) of some of the DCT coefficients. When the DCT calculation is
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Fig. 2. Distribution of EOB for (a) Misam and (b) Trevor sequences. g 3. Quantization parameter versus EOB location for different probabili-
ties (85, 90, 95, and 99%) for (a) Missn and (b) Trevor sequences.

skipped, the computation in the shaded blocks in Fig. 1 also

can be reduced. Fig. 3 shows the EOB locations versus quantization pa-
rameters for different probabilities. For example, the 99%
curve shows that for the Misam sequence, if the quantization

IIl. M ODELING OF THE DCT COEFFICIENTS parameter is ten, the EOB position will be 20 or smaller 99%
of the time. We can use the property that the EOB position

A. Position of EOB as a Function of decreases as the quantization parameter increases to reduce
the Quantization Parameter the computations for the DCT coefficients. For example, for

In H.263, the quantization parameter (QUANT), whickarge QUANT, we can calculate only lower frequency DCT
is half the quantization step size, ranges from 1 to agoefficients since the quantized high-frequency coefficients
To investigate the position of EOB as a function of th#ill have a high probability of being zero.
quantization parameter for each different QUANT, we collect In Fig. 3, the curves for EOB versus QUANT are different
the locations of the EOB for each macroblock. Fig. 2 shovf@r different video sequences since the EOB positions are also
the distributions of the EOB location for different quantizadependent on the signal energy. Different video sequences
tion parameters (from 5 to 15) for the Miss-am and Trevdrave different signal energies after motion-compensated pre-
sequences. EOB equal to zero means all coefficients in ghgtion, so the EOB versus QUANT curves will be different.
block are zero after quantization; EOB equal to one meahbus, itis not straightforward to use the quantization parameter
only the dc coefficient is not zero after quantization; and soformation to estimate the EOB position. In [14], an initial-
on. From the figure, it is clear that the EOB position decreasigation process was used to estimate the EOB versus QUANT
as the quantization parameter increases because more [@OMves. However, it may not be very reliable and practical. In
coefficients are quantized to zeros. This suggests that thés paper, we derive other statistics of the DCT coefficients.
can be more aggressive in setting the high-frequency D&Fom the statistics of the variances of the DCT coefficients
coefficients to zeros when the quantization step sizes are largard the quantization parameters, we can derive thresholds that
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Dist. of pixels: Suzie coded at 5 f/s horizontal and vertical directions, and the pixel values at
0.14 ; ‘ ' the input of the DCT may be approximated by a Laplacian
0.12 distribution with zero mean and a separabl_e covariance
r(m,n) = a%pl™lpl"l, wherem andn are the horizontal and
0.1 vertical distances between two pixels, respectiveg/,is the
o variance of the pixel values, an@| < 1 is the correlation
%0-08’ coefficient. Fig. 5 shows the experimental data and the curve
S o.06l of pI™l. In Fig. 5(c), the diagonal correlation coefficient is
o about the same as the multiplication of those in the horizontal
0.04- and vertical directions, which indicates that the correlation
coefficients are separable. Thein the Suzie and Misam
0.02 sequences at different frame rates range from 0.4 to 0.75. The
| l o e | average value op is about 0.6. In the next section, we will
3o -10 0 10 20 use these statistical properties to develop our theoretical model
Motion compensated block pixel value and use the model to develop a method for speeding up DCT
@ computations. Simulation results and our real-time research
Dist. of pixels: Suzie coded at 30 f/s prototype show that our final method is not sensitive to the
0.14 ; : , — specific value ofp. We usep = 0.6 in all our simulations and
oia real-time research prototype and achieve satisfactory results.
0.1 C. Variance of the DCT Coefficients as a Function of MMAE
2008 The DCT in (2) can be expressed in matrix form as
g F = AfAY, where theuth row of A is the basis vector
£0.06" 1/2 C(u) cos((2m + 1)un/16).
DCT is a unitary transform and has the energy conservation
004y property [16]
0.02+
L - ENERGY=Y">" |f(m,n)P =>_ > |F(u,v)]*.
—%0 -10 0 10 m n u v
Motion compensated block pixel value
Q) If the MMAE (xx =X |f(m,n)|) is small, it indicates that

Fig. 4. Distribution of block motion-compensated pixel values of the Suzihe energy is small, and vice versa. Thus, the blocks with
sequence coded at (@) 5 and (b) 30 frames/s. The dashed e shows the ghiler MMAE's will have higher probabilities that the DCT
Laplacian distribution having a zero mean and a variance identical to that o .. . . R, .
coefficients will be quantized to zeros. This justifies setting
the thresholds based on the MMAE.
. . o As mentioned in the previous section, the pixel values
are relatively scene independent. Thus, the initialization Stagtethe input of DCT mav be approximated by a Laplacian
is not needed. ¢ e input o y P y pla
distribution with a zero mean and a separable covariance
. _ 2 |m| ,|n 0
B. Statistics of the Pixel Values at the Input of DCT 7(m,?1? N ;’fp' Pl The vanance of the(u, vjth DCT
coefficiento#(u, v) can be written as [16]

The distribution of the pixel values after linear prediction
in images can be modeled by a Laplacian distribution, which
has a significant peak at zero [15]. To investigate the dis-
tribution of the pixel values at the input of DCT after the
motion-compensated prediction, we collected the pixel Valuﬁﬁ]ere
from several video sequences (Claire, Foreman, Miss_am,
and Suzie), each with several different frame rates. The data
suggest that the distribution of the pixel values after motion-
compensated prediction can also be modeled by a Laplacian 2
distribution. As an example, Fig. 4 shows the distribution of
the Suzie sequence coded at 5 and 30 frames/s. The distribution
has a higher peak at zero and a smaller variance for the high-
frame-rate situation (the variance is 34.91 for a frame rate of
5 frames/s and 25.34 for 30 frames/s). and [-],.. is the (u,u)th component of the matrix.

The correlation for the pixel values after motion- Assuming that the distribution at the input of DCT has a zero
compensated prediction has also been investigated. Resolean, the mean of each DCT coefficient will also be zero. For
show that the correlation function is separable in botthe value ofp = 0.6, the variance of the DCT coefficients

the collected data.

o2 (u,0) = o [ARAT] » [ARAT] 3)

R T
Y B
—a 3,
=
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9.4756 55505 3.3778 0.7971
5.5505 3.2513 1.9786
[0 (u, v)] =03 | 33778 19786 1.2041
0.7971 0.0671
4)

The above equation shows that the variances of the DCT
coefficients can be estimated by the variances of the pixel
values at the input of DCT. It also shows that the variance of
the dc coefficient is larger than that of other ac coefficients.
This means, after quantization (assuming that the same quan-
tization parameter is used for both dc and ac coefficients), the
probability of dc coefficients’ being quantized to zero is less
than that of ac coefficients. In other words, it makes sense to
treat the dc coefficients separately from other ac coefficients
(e.g., under some situations, only the dc is calculated and all
ac coefficients are set to zero).

To not spend extra computations calculating the variance of
pixel values at the input of DCT, we can estimate the variance
from the MMAE. The MMAE value of the block is the mean
of the absolute value of the motion-compensated prediction
residuals in a 16x 16 macroblock at the input of DCT.
The expected mean absolute value of a signal with Laplacian
distribution and zero mean is/v/2. We can approximate
the MMAE by o;/v2 so thato; ~ 2 x (MMAE). In
a practical encoder, instead of calculating MMAE, sum of
absolute difference (SAD) is used for computation reduction
(MMAE = SAD/256; the computation of the division can be
omitted if we use SAD), so we have

o; = /2 SAD/256. (5)

The SAD value is readily available after motion estimation.
For a zero-mean Laplacian distribution, the probability that a
value will fall within (—30, 30) is about 99%. The encoder
used in our simulation has a dead zone (DZ) for interframe
coded blocks, and the quantized coefficients are truncated to
the nearest integer. Taking the DZ and the truncation into
consideration, if the sum of the quantization step size (2
xQUANT) and the DZ is larger thand3, i.e.,

(2 x QUANT + DZ) > 305 (6a)

then 99% of the time this DCT coefficient will be zero after
quantization.
In general, we can use

(2 x QUANT + DZ) > nop (6b)

as a criterion, where, controls the probability that the DCT
coefficient will be quantized to zero. For examplepif= 2,
then the probability of this DCT coefficient’s being zero after
guantization will be reduced to 94%.

From the above discussion, given the SAD and the quan-
tization parameter, we know the probability that a specific
quantized coefficient is zero. To reduce the computations in

Fig. 5. Correlation coefficients of Suzie sequence coded at 5 frames/s inffag DCT stage, we can just calculate those coefficients with
horizontal, (b) vertical, and (c) diagonal directions.

high probabilities of not being zero after quantization.
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IV. STATISTICAL DCT COMPUTATION quantization, and 1Q stages in standard video encoders

In conventional video encoders, all 64 DCT coefficients areif (SAD < TH; x QUANT) /% First threshold */
calculated regardless of the quantization parameter and the DCT is not performed, all coefficients are set to zero.
SAD. The DCT coefficients are then quantized and coded. Aglse if (SAD < TH, x QUANT) /* Second threshold */
discussed in the previous sections, the SAD, which determines calculate dc only, set all ac coefficients zero.
the motion vector, provides us with good information aboutelse if (SAD < TH3 x QUANT) /* Third threshold */
the signal energy at the input of DCT, and the quantization approximates x 4 low frequency DCT only, set
parameter has a strong effect on the probability of the DCT  other coefficients zero.
coefficients’ being quantized to zero. These two values (theelse
SAD and the quantization parameter) are available before the calculate all 64 coefficients.
DCT is performed and can be used to reduce the computations ) ) )
in the DCT and the quantization stage. Compared to the thresholds in our adaptive algorithm,
In [12] and [13], the DCT operation is performed onIyTHl = TH(Q’O)’THQ = TH(O, 1), a_m_d ™ = TH(0.4)
when the MMAE is larger than a threshold. However, thg™® appropriate values for determining if dc andx4 4
quantization parameter will also affect the quantized DCPW-frequency DCT coefficients should be calculated. Us-
coefficient distributions. For example, quantized coefficientdd » = 0.6 and (2 x QUANT + DZ) > 3o, the first
that are not zeros with a small quantization parameter wifireshold will be SAD< 49.01 x QUANT, the second
possibly be quantized to zero by a large quantization parafireshold SAD< 64.03x QUANT, and the third threshold
eter. Also, since human eyes are more sensitive to the lowdtP < 12_7'07X QUANT. Because t_he _above method is very
frequency changes, we should treat the dc coefficient mdianservative, we can loosen our criterion. For example, using
conservatively than other ac coefficients. In this section, we uke (2 x QUANT + DZ ) > 20 criterion _results in more
the quantization parameter and the SAD, which are availafff@mPutation reductions but may cause slightly more PSNR
in the video encoders without extra computation, to deriyiegradation. , _ _
thresholds for our theoretical model. Computation reduction FO Simplicity, our algorithm considers only the computation
can be achieved in the DCT stage by either calculating p&ft the dc coefficient, 4x 4 low-frequency DCT coefficients,
of the DCT coefficients or skipping the DCT stage (set afi" all 64 DCT c_oeff|C|ents. Howe_ve_zr, our model is general
coefficients to be zero). Similarly, computations can also 39d can be applied to more sophisticated cases. For example,
reduced in the quantization, 1Q, and the IDCT stages. To avdid-@n be expected that if we add a threshold with TH(0, 2)
PSNR degradation, good thresholds need to be determinigdcalculate the 2< 2 low-frequency DCT coefficients only,
In this section, we describe a general approach for derivififther computation reduction may be achieved.
effective thresholds.
By comparing the variance of the DCT coefficients with the V. FURTHER COMPUTATION
quantization parameter, we can estimate the probability of the REDUCTION BY DCT APPROXIMATION
DCT coefficients’ being zero after quantization. The variance To further reduce computations, we propose a DCT approx-
of DCT coefficients can be deduced from the variance of th@ation scheme. From the previous section, computations can
pixel values (3). Instead of calculating the variance of the pixBe reduced by calculating only DCT coefficients that have
values (which requires additional calculations), we can use thigh probabilities of being nonzero. DCT pruning algorithms
SAD to give an estimation of the variance of the pixel (5). can be used for this purpose. Several papers have addressed
The threshold for every DCT coefficient can be derived fromhe DCT pruning issue [17]-[19] and have demonstrated that
(3), (5), and (6b). Since in TMN8, DZ 0.5 x QUANT, it computations can be reduced if we only need to calculate
can be shown from (3), (5), and (6b) that a suitable criteriqsart of the DCT coefficients in both 1-D and 2-D cases. For
to determine the calculation of DCT coefficient is example, using Wang’s pruning algorithm [17], calculating
the first four coefficients of 1-D, eight-point DCT requires 22
additions and eight multiplications (using the fast algorithm in
[20] to perform 1-D, eight-point DCT requires 26 additions and
16 multiplications). To further reduce the computations, we
observe that when QUANT is large, we do not need to use the
TH(u,v) = K/ | n x [ARAT} lARAT] ) exact DCT coefficients since the transformed coefficients will
e v be quantized coarsely anyway. We propose a fast algorithm
for approximating the 4< 4 low-frequency DCT coefficients.

and K is a constant. For example, if SARt TH(0,0) X This can reduce the number of additions and multiplications
QUANT and n = 3, then the dc coefficient will be quantized tgignificantly.

zero with 99% probability. If SAD< TH(0, 1) x QUANT and The standard 1-D, eight-point DCT is defined by

n = 2, then the (0,1)th DCT coefficient will be quantized to .

zero with 94% probability, and so on. Since (3) is symmetrical 1 (2m + 1)ur

in terms ofw and v, TH(u, v) = TH(v, u). Flu) = 50(w) > f(m) cos 16 (7)
Using the above discussions, we propose an adaptive

scheme that can reduce the computations in DCT, IDCWhereC(u) = 1/v/2 for v = 0 and C(u) = 1 otherwise.

SAD < TH(u, v) x QUANT

where

m=0
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TABLE 1l
4)/2
CmA)2 F(0) SIMULATION REsuLTS FORVIDEO CODED AT Low BIT RATE
Number of mgcroblocké Averégé PSNR
C(TE/4)/2 Skipped DC onl 4x4 ©  alloe4 PSNR degradation
F(2) 1Ppe oy approx. _cocflicients| (dB) (dB)
Miss_am original i — - 13563 357222 —
20 kb/s | proposed (3c)| 8300 1480 ' 3190 593 35.7460| -0.0238
F(1) (138 frames)| proposed (20)| 9983 | 1568 1959 53 35.5848| 0.1374
C(n/8)/2 , - )
_C(n/g)/z Salesman original | — I — o~ | 41481 |29.9666 —
F(3) 20 kbfs |proposed (30)| 7777 i 5404 22839 1 5451 29.9859| -0.0194
f(7) - C(3n/8)/2 (420 frames)| proposed (20')| 15272 8454 17347 0 408 |29.8442] 0.1224
C(m/i) = cos(m/i) Suzie original =T 09 [3aarst| . —
40 kb/s |proposed (30)| 1639 = 594 2202 . 2594 34,1911 -0.0160
Fig. 6. Flow graph for approximating of first four coefficients of an 72™me)|proposed(20)| 2342 714 = 3228 = 745 [34.0208] 01543
eight-point, 1-D DCT. Foreman original Wjiii; o~ 12474 [294757]
40 kb/s | proposed (30) 833 664 4954 6023 [29.4034] 0.0724
TABLE | (127 frames)| proposed (20) 1941« 1410 6562 | 2561  |29.1911; 0.2846
ADDITION AND MULTIPLICATION REQUIREMENTS FOR2-D DCT
Fast algorifhfn i Pruning algorithm ‘ i’roposcd method: TABLE Il
2-D 8x8 DCT calculg}lr?g all 64| calculating lower 4x4  approximating lower SIMULATION RESULTS FORVIDEO CODED AT HiGH BIT RATE
coeffsin [21] | DCT cocffsin [18] \ 4x4 DCT coclfs
A(.ldi.tion.s {466 312 { 112 ] Number of macroblocks Averagev PSNR
Mulllphcanons‘ % 1 % 48 4x4 all 64 PSNR |degradation

Skipped Dcfon]y‘approx. coefficients| (dB) | (dB)

Miss_am | original — — — 14256 13840591
. . . 40 kb/s | proposed (30) 6881 985 4347 2043 38.4928  -0.0870
~n (7), the first cosine term_leos(mr/l(ﬁ), the second term s rrames)ﬁm 8047 11814 | 3858 537  [382842] 0.1217
is cos(3un/16), the third term iscos(5un /16), the fourth term , | , ,
. - Salcsman ' original — — — 42372 |32.2225 —
is cos(7um/16), and so on. If the coefficients d9 not need to b€y vy roposed (301 2234 | 1344 | 16561 | 22233 132.2082] 0.0143
represented accurately due to a large quantization parameteriames|proposed (20)! 4398 | 3328 | 30921 3725 320616 0.1609
we can useos(2ur/16) as a substitute for the first and second ¢ .. | iginai” = T ias 3541050

terms andtos(6us /16) as a substitute for the third and fourth sskbss ‘proposed (30)1 1064~ 720 1876 3450 |35.3874] 00232

. 73 frames) . 1 2614 2

terms. The result is (73 frames) ‘proposed (20) 1836 738 3174 . 1380 |352614| 0.1492
7 Foreman | original — — — 12969 [30.6052]

1 2(2 x |m/2] + Lymw 56 kbis |proposcd (30)| 680 | 420 | 4063 | 7806 305792 0.0259

Flu) = 5 Clu) E f(m) cos 16 (132 frames) | proposed (20)| 1329 | 1104 | 6501 | 4035 ‘303742 0.2309

. . (8)
where |z] is the largest integexz. _ A. PSNR Performance and Computation Reduction
Equation (8) is a good approximation for the first four . . .

coefficients of the eight-point DCTu = 0,1,2,3). Based _Tables Il and Il show the simulation r.esults at different
on this approximation, we develop a flow graph, shown ipit rates. The columns of the tables |ISt. the number of
Fig. 6, which needs only 12 additions and six multiplication@acroblocks for the cases where DCT is not performed
for the approximation of the first four coefficients of the eightSkiPPed), only the dc coefficient is calculated (o@ly),
point DCT. Using the DCT approximation, we only need 119Wer 4 x 4 frequency DCT coefficients are approximated,
additions and 48 multiplications to approximate thex44 and all 64 DCT coefficients are calculated. Figs. 7 and 8

lower coefficients. Table | shows the comparison. The penaf§oW the PSNR performance of the original encoder and the

is the error introduced by the approximation. However, sind&@Posed (3) method at various bit rates. The PSNR of the
the large quantization step size will be applied after the DCProrosed (3) method is very close to that of the original

the error introduced by the DCT approximation is insignificanEnc0der. In the figures, a negative degradation actually means
a PSNR improvement. In many cases, the proposed method,

even with significant computation reduction, actually results
in slightly higher PSNR. This is possible since the skipped
A public-domain H.263 TMN8 encoder [9] was used foand DConly modes reduce not only the computation but
the simulations. Several video sequences were used to @sb the bits required to code those blocks. The saved bits
our model’s robustness. The Missn and Salesman are videamprove the overall PSNR. From the simulation results, the
sequences of people talking in front of a still background gwoposed (3) method gives satisfactory performance in both
there is little object movement. The Foreman and Suzie arigh and low bit-rate situations for all video sequences with
video sequences of people with large facial movements @light and intense motion activities. We also list the simulation
the Foreman sequence, there is also a lot of camera pannirggults in the tables using the proposed)(as a comparison.
so there are a lot of motions in the two sequences. WWdthough the proposed ¢ method may be too aggres-
coded the Missam and Salesman sequences at two differesive, it gives reasonable performance (PSNR degradation of
bit rates—20 and 40 kb/s, respectively—and the Suzie aabout 0.1-0.2 dB) with even more significant computational
Foreman sequences at 40 and 56 kb/s, respectively. reductions.

VI. SIMULATION RESULTS
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PSNR for miss_am at 20kb/s PSNR for miss_am at 40kb/s
375 ; ‘ 40 — .
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Fig. 7. PSNR of original encoder (solid line) and the proposed methqty 8. PSNR of original encoder (solid line) and the proposed method
(dashed line) for (a) Misam at 20 kb/s and (b) Foreman at 40 kb/s. (dashed line) for (a) Misam 40 kb/s and (b) Foreman at 56 kb/s.
For the DCT stage, the skipped blocks do not need any . c TABLE IV bCT S
. o EQUIRED COMPUTATION IN THE AGE
computations, the D®@nly blocks need 63 additions and one Q , )
multiplication to calculate the dc coefficient, the<44 approx- Original | Using 30 method ____ Using 20 method
) . Lo . required required required requircd
imated blocks need 112 additions and 48 multiplications, and additions! multiplications additions| multiplications
i P i Miss_am at 20 kb/s” 100% : 11.5% ' 1625%  5.42% 7.73%
the blocks calculating 64 DCT coefficients need 466 additions Mise am ot 40 ks 100 ‘22'56% west TToght 174%

and 96 multiplications using a fast, direct, 2-D DCT algorithm  suesmana 20 koss 100% | 28.16% ~ 40.83% | 13.79% °  22.11%
[21]. Table IV shows the computation reduction in the DCT  Salcsmanat40 kbis 100% _62.30% __12.05%  [27.39%  45.36%

. Suzicat 40 kb/s | 100% 45.58%  52.66% - 23.01%  33.67%

stage using our method. Suzieal S6 kb/s | 100% 56.24%  61.80%  3146%  41.73%
Since we know the locations of the DCT coefficients where Eﬁﬂ‘t: ﬁ 2‘2 iEﬁZ igg; - ZZ?;;J gf;% Z‘}% : ;‘2;?
the computations have been performed, computation reduction™ T .
in IDCT, quantization, and IQ stages can also be achieved. For ) o
example, if the current block is approximated by<44 low-  1able V. shows the computation reduction in the quan-
frequency coefficients only, the other 48 coefficients are d&ation and 1Q stages. The skipped blocks do not need

to zero. In the quantization, 1Q, and IDCT stages, we on y computations (including multiplication and rounding), the

need to process thesex44 low frequency DCT coefficients. DC-Only blocks need one computation, the blc:jCk; aﬂ)ro;((i-
Also, in the zig-zag scanning and VLC stage, the encod®?ting 4 x 4 DCT need 16 computations, and the blocks
only needs to scan and encode to the last of the lower 4ca?lculatmg 64 DCT coefficients need 6_4 computations. The
4 DCT coefficients, since the other 48 coefficients are zertM!S&am sequence coded at 20 kb/s using the proposeyl (3

o g .
and do not need to be scanned and examined for nonz[ﬂgtho.d.only needs 1%'68/00]( the_computaﬂons compared with
coefficients. the original encoder in the quantization stage.
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VIlI. CONCLUSION

In this paper, we propose a theoretical model for the
DCT coefficients in standard video encoders. Based on the
theoretical model, we develop a new adaptive method with

the thresholds derived from a statistical model to reduce the ) )
I-Ming Pao received the B.S.E.E. degree from

computations in DCT, IDCT, quantization, and 1Q. The ne\
method does not require the initialization stage reported in
previous publication. We also present a DCT approximatic
algorithm that can speed up the calculations of DCT when t
guantization step size is large. We combine the statistical D(
computation method with the DCT approximation algorithr
and show, by simulations, that significant improvement i
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the processing speed can be achieved with negligible video

quality degradation. We also implemented the algorithms in

a real-time software video codec using a Pentium PC. The

improved frame rate for the real-t'lme coded vlldeo verifieffing.ting sun (S79-M'81-SM'89-F96), for a photograph and biography,
that the proposed method is effective and practical. see p. 4 of the February 1999 issue of thisalisacTioNs



