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Abstract—In this paper, we consider a fading relay channel

where the source uses multilayer source coding with successive

refinement. The source layers are transmitted using superposition

coding at the source with optimal power allocation. The relay uses

the simple half-duplex amplify-and-forward strategy. The desti-

nation applies successive interference cancellation after optimally

combining the direct and relayed signals. The power allocation

for the source layers at the source is subject to optimization in

order to maximize the expected user satisfaction that is defined by

a utility function of the total decoded rates at the destination. We

propose an approximation for the distribution of the end-to-end

channel quality. We assume that only the channel statistics are

known. We characterize the expected utility function in terms

of the channel statistics of the fading channels, and we solve

the optimization problem for any number of source layers. We

provide numerical examples to show the prospected gains of using

the relay on the expected utility for different channel conditions.

Furthermore, we obtain that for some conditions, it is optimal to

send only one layer.

I. INTRODUCTION

As well known, wireless networks are characterized by
varying channel qualities due to location based long-term
variations, and signal propagation based short-term variations.
Thus, maintaining a constant Quality-of-Service (QoS) for all
users in every instantaneous moment is infeasible. For this
reason, the use of “multilayer” transmission schemes, which
combine successive refinement layered source coding [1] with
ordered protection levels at the physical layer, is a favorable
choice. In addition to its practical merits in multimedia broad-
casting and multicasting applications, the multilayer transmis-
sion schemes have gained a lot of interest in the information
theory and the communication theory literature, where most
researchers are interested in the “broadcast approach” since it
is the optimal transmission strategy. In this case, the source
layers are protected using different channel codewords and
transmitted jointly using superposition coding at the physical
layer [2], [3]. The receiver decodes the layers in order, up to
the supported layer by its channel condition, using successive
interference cancellation (SIC). For brevity and due to the
scope of this paper, we do not provide a survey of the papers
that examined this topic. The interested readers can refer to
[4], [5] and the references therein.

The design parameters that are subject to optimization in
the broadcast approach are the allocated rates and power ratios
of the different source layers. This is a rigorous problem
that has been solved in [4], [5], where the optimization
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objective was defined to be a utility maximization problem.
This problem formulation can fit different applications like
maximizing the expected rate or minimizing the expected
distortion. The interesting contribution of [4], [5] is that they
provided generic algorithms to solve the optimization problem
for any number of source layers and for any concave increasing
utility function and for any channel statistical model that fits
some conditions. Furthermore, their algorithms have linear
computation complexity with respect to the number of layers.

Our main interest in this work is in the application of
multilayer transmission using the broadcast approach in the
context of relay-assisted networks. Our initial (and recent)
contribution in this topic was by considering decode-and-
forward (DF) relays [6]. While in this paper, we are interested
in the amplify-and-forward (AF) relay scenario. In particular,
we examine the extension of the optimization framework
presented in [4], [7] to the relay channel case. For brevity,
we refer here to only few examples of important contributions
in this interesting topic [8]–[13].

We show in this paper that, unlike the DF relay case [6],
the application of the algorithm presented in [4] to solve
the optimization problem assuming AF relaying is feasible.
This means that we can solve the power allocation problem
for any number of source layers while maintaining a linear
computation complexity with respect to the number of source
layers. Notice that the expected utility function in our problem
is a function of the channel statistics of the three links in
the channel (i.e. source-destination, source-relay and relay-
destination). So, we need to characterize analytically the end-
to-end channel statistics in terms of the statistics of the three
links of the channel model in order to be able to apply
the algorithm presented in [4]. This is the main bottleneck
in our problem. However, we propose a simple and useful
approximation of the end-to-end channel quality given that
all three links in our channel model are Rayleigh faded.
Furthermore, we provide numerical examples to show the
optimal power allocation for two different utility functions and
to demonstrate the gains of relaying over the case when the
relay is not utilized.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model and Transmission Scheme

We consider a system that consists of three nodes; source,
destination and relay. We assume that the source is Gaus-
sian and it is encoded into independent M layers, L =

[L1, L2, · · · , LM

], with fixed rates R = [R1, R2, · · · , RM

],
with power ratios ↵ = [↵1,↵2, · · ·↵M

] of the total source



power P
s

, and with each layer successively refining the infor-
mation from the lower layers. Therefore, the source transmits
layer L

i

with a power P
i

= ↵
i

P
s

. The relay is half-duplex and
applies amplify-and-forward strategy (AF) [8]. Therefore, the
transmission is carried over two consecutive time slots of equal
duration and bandwidth. The source broadcasts the layers to
the relay and the destination using superposition coding in the
first time slot.

In the second time slot, the relay forwards the signal that
was received from the source after amplifying it. The power
of the relay is denoted by P

r

. Notice that the power ratios of
the source layers at the relay preserve the same ratios like the
source node since the relay just amplifies the layers without
decoding and regenerating them.

Two copies of the layers are received at the destination
in the two time slots. The destination utilizes both copies in
order to decode the source information up to the number of
layers that can be decoded reliably based on the end-to-end
instantaneous channel quality. The layers are decoded with
successive interference cancellation (SIC). Thus, to decode
layer L

i

, the destination must be able to decode all “higher
priority” layers first (i.e. all L

j

where j < i).

We assume that the three nodes are equipped with a single
antenna. We denote the instantaneous Signal-to-Noise-Ratio
(SNR) over the three links of the relay channel using �sr,
�sd and �rd for the source-relay, source-destination, and relay-
destination links, respectively. We assume that the source
and the relay transmit using constant power. Furthermore, we
assume that the channel gain, and consequently the SNR, stay
constant for the duration of one transmission block, which
consists of two consecutive time slots. However, �sr, �sd
and �rd vary from one channel block to another randomly.
Furthermore, we assume that the source and the relay do not
know the instantaneous values of the SNRs.

In this work, we assume that the variation (i.e. fading)
of the channels’ gain is Rayleigh distributed. Hence, the
probability density function (PDF) of the channels follow an
exponential distribution, and they are given as

fsd (�sd) =
1

�̄
exp

✓
��sd
�̄

◆
, fsr (�sr) =

1

m1�̄
exp

✓
��sr
m1�̄

◆
,

frd (�rd) =
1

m2�̄
exp

✓
��rd
m2�̄

◆
,

(1)

for the source-destination, source-relay and relay-destination
channels, respectively. In (1), �̄ is the average SNR for the
direct source-destination link and m1 and m2 are the ratios
between the average SNR of the source-relay and the relay-
destination links to the source-destination link, respectively.
We assume that �̄, m1 and m2 are known at the source node
which utilizes its knowledge of the average channel qualities
of the three links in the optimization of the power allocation
↵
i

’s over the layers in order to maximize the expected utility
function, denoted U , of the total decoded rate, denoted ¯R, at
the destination.

B. End-to-End Channel Condition

The two copies of the layers y
sd

and y
rd

received from
the source and the relay in the two time slots, respectively, are

combined at the destination using maximum ratio combining
(MRC). Therefore, the “combined” signal can be given as

y
c

= ay
sd

+ by
rd

, (2)

where a and b are the combining ratios, and

y
sd

= h
sd

⌃

M

i=1Li

+ n
sd

, y
sr

= h
sr

⌃

M

i=1Li

+ n
sr

, (3a)
y
rd

= h
rd

A
r

y
sr

+ n
rd

, (3b)

where h
sd

, h
sr

and h
rd

are the independent channel gains, n
sd

,
n
sr

and n
rd

are the independent noise signals with variance N
o

for the three links of the relay channel, and A
r

is the amplify-
ing gain at the relay node that is a function of the power con-
straint at the relay P

r

. Hence, A
r

=

p
P
r

/(|h
sr

|2P
s

+N
o

).
It can be shown that the signal to noise ratio of the combined
signal with SIC for layer L

i

can be easily written as

SNR(Li)
c

=

|ah
sd

+ bh
rd

h
sr

A
r

|2 ↵
i

P
s

N
o

�
|a|2 + |b|2 + |bh

rd

A
r

|2
�
+ |ah

sd

+ bh
rd

h
sr

A
r

|2
P

M

m>i

↵
m

P
s

.

(4)

In order to get the MRC, we need to find the combining
ratios a and b that will maximize SNR(Li)

c

. Therefore, we
differentiate SNR(Li)

c

with respect to a⇤ and find the nulls
of the derivative �SNR(Li)

c
�a

⇤ = 0, which can be found after some
mathematical derivations, that are omitted here for brevity, as

a = Ch⇤
sd

�
|h

sr

|2P
s

+ |h
rd

|2P
r

+N
o

�
, (5a)

b = Ch⇤
sr

h⇤
rd

p
P
r

(|h
sr

|2P
s

+N
o

), (5b)

where C is an arbitrary constant. By substituting with (5) in
(4), we can find the maximum SNR value for the layer L

i

denoted by SNR(Li)
MRC, which yields

SNR(Li)
MRC =

↵
i

1
�

+
P

M

m>i

↵
m

, � = �
sd

+
�
sr

�
rd

�
sr

+ �
rd

+ 1
, (6a)

where � denotes the end-to-end SNR (i.e. the SNR at the
destination after combining the direct and relayed signals
optimally).

In order for the destination to decode and make use of
layer L

i

, it must be able to decode this layer as well as all
the previous layers. Therefore, the value of � must satisfy the
relation

R
j

 1

2

log

 
1 +

↵
j

1
�

+

P
M

m>j

↵
m

!
8j  i. (7)

This can be written as
� � �̄

i

= max{�1, �2, . . . , �i}

= max

(
�̄
i�1,

1

↵i

22Ri�1
�
P

M

m>i

↵
m

)
,

(8)

where �̄
i

, named as � threshold, is the constraint on � for the
destination to be able to decode all the layers up to layer L

i

,
and �

j

is the minimum value for � required to decode the
layer L

j

after correctly canceling all the previous layers, and
can be written as

�
j

=
1

↵j

2
2Rj�1

�
P

M

m>j

↵
m

. (9)



It can be seen that the � threshold values depends on the
power allocated to each layer. The destination only decodes
the layers whose thresholds are below the instantaneous end-
to-end channel condition �.

C. Problem Formulation

Similar to [4], we formulate the optimization problem as
maximizing the expected user satisfaction that is defined by
a utility function U(

¯R) of the total decoded rate ¯R at the
destination. The utility function can be flexibly defined to
employ many special cases such as minimizing the expected
distortion of a Gaussian source, e.g. [14], [15], or maximizing
the expected rate, e.g. [16]. The optimization problem is
to optimally allocate the power among the layers, i.e., ↵0

i

s,
such that the expectation of the utility function E[U(

¯R)] is
maximized. Hence, we can formulate the optimization problem
as follows

max

↵

Z 1

0
f
�

(�) U
�
¯R(�)

�
d� (10a)

subject to
MX

i=1

↵
i

= 1, ↵
i

� 0 8i, (10b)

where f
�

(�) is the probability density function (PDF) of the
end-to-end channel quality �.

As described in details in [4], the problem in (10) can be
equivalently written as

min

↵,�̄

MX

i=1

c
i

F
�

(�̄
i

(↵)) (11a)

subject to
MX

i=1

↵
i

= 1, ↵
i

� 0 8i, (11b)

�̄
i

= max

(
�̄
i�1,

1

↵i

22Ri�1
�
P

M

m>i

↵
m

)
8i, (11c)

where U
i

= U
⇣P

i

m=1 Rm

⌘
, U0 = 0, c

i

= U
i

� U
i�1, and

F
�

(�) is the cumulative distribution function (CDF) of the
end-to-end channel quality �.

An efficient and optimal solution of this problem was
described in [4, Table I]. The solution is based on a change of
optimization variables step which enabled the application of
bisection search methods with linear computation complexity
with respect to the total number of layers M . We can apply that
algorithm to our problem as well. However, the missing step
will be to obtain the PDF of the end-to-end channel quality �.
This is discussed in Section III.

Before we end this section, we like to highlight the main
difference between the AF relay case that is discussed in
this paper, and the DF relay case that we considered in [6].
In the case of DF, the problem becomes more difficult to
solve since the optimal power allocation at the relay may not
necessarily follow the same power allocation at the source.
Hence, the optimal power allocation at the relay should be
considered as well. As a result, the number of optimization
variables increases considerably (since the power allocation at
the relay will be conditional on the number of layers decoded
at the relay). Hence, the number of optimization variables
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Fig. 1: The approximated CDF Vs. the true CDF for � with
�̄ = 10, m1 = 10, and m2 = 5.

becomes M(M+3)
2 �1, where M is the total number of layers.

Furthermore, the solution presented in [4] cannot be applied.
So, numerical random search methods should be applied which
becomes inefficient and expensive in terms of the computation
load as the number of optimization variables increases.

III. END-TO-END CHANNEL APPROXIMATION

We aim in this Section to find the PDF (or equivalently
CDF) for �, given (6a), in terms of the PDFs of �sr, �sd
and �rd. The exact characterization of the CDF of � is
not straightforward. So, alternatively, we propose to use an
approximation for it as follows. It can be easily shown that
the value of � can be bounded as

�
sd

< �  �
sd

+min (�
sr

, �
rd

) . (12)

So, intuitively, we can in general rewrite the definition of �
approximately as

� ⇡ �
sd

+ k min (�
sr

, �
rd

) , (13)

where the appropriate value for k should be used (0 < k  1)
such that the CDF of � as defined in (13) becomes as close as
possible to the exact CDF of � as defined in (6a). We have done
this task for different values of m1 and m2, and for different
values of m1�̄, and m2�̄ to get a close approximation for the
CDF of � (results of the best values of k are omitted due to
space limitations).

Based on the proposed approximation formula, we can
easily write the CDF of � using the definition in (13) as

F
�

(�) = 1� �3

�3 � �0 e
��

(

�

0
)

+

�0

�3 � �0 e
���3 . (14)

where �0
=

�1+�2

k

, �1 =

1
�̄

, �2 =

1
m1�̄

, and �3 =

1
m2�̄

.

Fig. 1 shows the CDF for the approximated � in (14)
compared to the CDF of the exact � as defined in (6a), which
is obtained numerically, for some values of �̄, m1, and m2.
This figure demonstrates that the approximation given by (13)
is appropriate.

IV. NUMERICAL RESULTS

In this section we present some numerical results for
the case of Rayleigh fading channels described in (1). The
proposed algorithm in [4, Table I] is applied for a source
example consisting of four layers with a sum rate of 1 Mbps
and transmitted over 1 MHz bandwidth. The rates of the source
layers are 75.5, 80.4, 240 and 642 Kbps respectively. We con-
sider two different utility functions; namely, U(

¯R) = 1�2

�2R̄,
which corresponds to minimizing the expected distortion of
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Fig. 2: Simulation Results

a Gaussian source and U(

¯R) =

¯R, which corresponds to
maximizing the expected total rate at the destination.

Figs. 2(a) and 2(b) show the optimal � thresholds for the
layers with the target of minimizing expected distortion and
maximizing expected rate, respectively, while Figs. 2(c) and
2(d) show the optimal power ratios for these cases. The power
ratios and � thresholds are plotted against average SNR of the
source-destination channel. The solid curves corresponds the
case when the relay is used with (m1,m2) = (16, 16) which
is the best case for the relay position (i.e., relay in the mid
point of the LOS between source and destination), with the
assumption that the power of the signal P / 1

d

4 , where d is
the distance. The dashed curves corresponds the case when no
relay is used for comparison.

It can be seen that for some average SNR values it might be
optimal to send only one layer, and as the average SNR value
exceeds certain thresholds the number of layers increases. That
is because as the average SNR increases, the channel condition
becomes better, and the upper layers will be decoded reliably. It
is obvious that the solid curves are shifted versions to the left of
the dashed curves. This means that it is optimal to send higher
number of layers for lower values of average SNR when a
relay is used even in the worst case. Therefore, the destination
becomes more capable of decoding more layers refining the
information even when its direct channel with the source has
low SNR. However, we can notice that the � threshold values
for the layers when no relay is used are lower compared to
the case for the relay-assisted. The reason is the multiplexing
loss due to transmitting over two time slots.

Since the utility function for maximizing the rate is linear,
then the solution gives more importance for the higher layers
as expected. This can be achieved by allocating more power
for the higher layers as seen in Figs. 2(b) and 2(d). On the
other hand, the solution for minimizing the average distortion

gives more importance to the lower layers as in Figs. 2(a) and
2(c), and hence the lower layers are allocated more power, and
it becomes optimal to send the higher layers for higher values
of the average SNR compared to the case of maximizing the
expected rate.

In Figs. 2(e) and 2(f) we plot the maximized utility
function with the target of minimizing expected distortion
and maximizing expected rate, respectively. It can be shown
for the worst relay position case with (m1,m2) = (100, 1)
(i.e., relay near source or near destination), that the maximum
expected utility is close (and maybe less than) the no-relay
case. This is because the channel gains of the relay channel
are not high in this case. Therefore, the prospected gain due
to channel diversity of the relay channel will be opposed by
the multiplexing loss due to the transmission over two time
slots. Furthermore, the gain with respect to the no-relay case
increases for the relay-assisted case with (m1,m2) = (7, 6),
and with (m1,m2) = (16, 16) which is the best case (Relay
in the mid point of the LOS between source and destination).

V. CONCLUSION

In this paper, we have considered layered source coding
using superposition coding at the transmitter with successive
interference cancellation at the receiver. The transmission is
relay-aided, and the relay applies amplify and forward strategy.
The objective is to maximize the expected user satisfaction
that is defined by a utility function of the total decoded rate at
the destination. However, we needed to obtain the end-to-end
channel statistics analytically. So, we have proposed a simple
and appropriate approximation for the AF relay scenario.
Several numerical examples were obtained for two different
utility functions, which were maximizing the expected rate and
minimizing the expected distortion of a Gaussian source. The
numerical results demonstrated the gains of relaying.



REFERENCES

[1] W. Equitz and T. Cover, “Successive refinement of information,” IEEE

Transactions on Information Theory, vol. 37, no. 3, pp. 269–275, Mar.
1991.

[2] P. Bergmans, “Random coding theorem for broadcast channels with
degraded components,” IEEE Transactions on Information Theory,
vol. 19, no. 2, pp. 197–207, Mar. 1973.

[3] T. Cover and J. Thomas, Elements of Information Theory, 2nd ed.
Wiley-Interscience, July 2006.

[4] M. Shaqfeh, W. Mesbah, and H. Alnuweiri, “Utility maximization for
layered transmission using the broadcast approach,” IEEE Transactions

on Wireless Communications, vol. 11, no. 3, pp. 1228–1238, Mar. 2012.
[5] W. Mesbah, M. Shaqfeh, and H. Alnuweiri, “Jointly optimal rate and

power allocation for multilayer transmission,” IEEE Transactions on

Wireless Communications, vol. 13, no. 2, pp. 834–845, Feb. 2014.
[6] M. A. Attia, M. Shaqfeh, K. Seddik, and H. Alnuweiri, “Power

optimization for layered transmission over decode-and-forward relay
channels,” in 10th International Wireless Communications and Mobile

Computing Conference (IWCMC), Nicosia, Cyprus, Aug. 2014.
[7] M. Shaqfeh, W. Mesbah, and H. Alnuweiri, “Utility maximization for

layered broadcast over Rayleigh fading channels,” in Proceedings IEEE

International Conference on Communications (ICC), Cape Town, South
Africa, May 2010, pp. 1–6.

[8] J. N. Laneman, D. Tse, and G. Wornell, “Cooperative diversity in
wireless networks: Efficient protocols and outage behavior,” IEEE

Transactions on Information Theory, vol. 50, no. 12, pp. 3062–3080,
Dec. 2004.

[9] L. Lai, K. Liu, and H. E. Gamal, “The three node wireless network:
Achievable rates and cooperation strategies,” IEEE Transactions on

Information Theory, vol. 52, no. 3, pp. 805–828, Mar. 2006.
[10] M. Shaqfeh and H. Alnuweiri, “Joint power and resource allocation for

block-fading relay-assisted broadcast channels,” IEEE Transactions on

Wireless Communications, vol. 10, no. 6, pp. 1904–1913, Jun. 2011.
[11] G. Kramer, M. Gastpar, and P. Gupta, “Cooperative strategies and ca-

pacity theorems for relay networks,” IEEE Transactions on Information

Theory, vol. 51, no. 9, pp. 3037–3063, Sep. 2005.
[12] A. Zafar, M. Shaqfeh, M.-S. Alouini, and H. Alnuweiri, “Exploiting

multi-user diversity and multi-hop diversity in dual-hop broadcast
channels,” IEEE Transactions on Wireless Communications, vol. 12,
no. 7, pp. 3314–3325, Jul. 2013.

[13] D. Gunduz and E. Erkip, “Source and channel coding for cooperative
relaying,” IEEE Transactions on Information Theory, vol. 53, no. 10,
pp. 3453–3475, Oct. 2007.

[14] C. Ng, D. Gunduz, A. Goldsmith, and E. Erkip, “Distortion minimiza-
tion in Gaussian layered broadcast coding with successive refinement,”
IEEE Transactions on Information Theory, vol. 55, no. 11, pp. 5074–
5086, Nov. 2009.

[15] W. Mesbah, M. Shaqfeh, and H. Alnuweiri, “Distortion minimization
in layered broadcast transmission of a Gaussian source over Rayleigh
channels,” in Proceedings IEEE Information Theory Workshop (ITW),
Seville, Spain, Sep. 2013.

[16] ——, “Rate maximization of multilayer transmission over Rayleigh
fading channels,” in Proceedings IEEE International Symposium on

Information Theory (ISIT), Istanbul, Turkey, Jul. 2013, pp. 2074–2078.


