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Abstract

The aim of this survey is to introduce Computer science/Petri nets specialists to the basic system level issues
brought up by the development of Flexible Manufacturing and how Petri nets are used to aid the production engineers
in their work. After some terminology concerning production engineering, the hierarchical decision and control level
is briefly reviewed. Finally, the role and the presence of nets in CAE (Computer Aided Engineering) and in CAM
(Computer Aided Manufacturing) for FMSs (Flexible Manufacturing Systems) are considered. From the design point
of view, the use of nets have many advantages in modeling, qualitative analysis, performance evaluation and code
generation. From the control of the plant perspective, scheduling on nets models, the coordination of the plant (global
and partial) and the presence of nets in the local control level are discussed. Petri nets theory presents a relatively
mature body, nevertheless efficient performance evaluation (even for P/T net models) and qualitative analysis of high-
level net models still requires important developments. The Babel-Tower-impression that the Petri net newcomer may
have looking at the myriad of so-called high-level-nets formalisms may initially produce some kind of rejection. In
any case, it is our opinion that Petri nets appears as a key formalism to describe, analyze and implement the control
of FMSs. The merging of Petri nets and knowledge based techniques seems to be very promising to deal with large
complex discrete event dynamic systems such as FMSs.

1 Introduction.

1.1 Foreword.

Manufacturing systems and more generally factory automation is probably one of the oldest application domains of
Petri net theory. We remind the reader that the title of Hack’s master thesis isAnalysis of production schemata by Petri
netsand that it was presented in February 1972. Eighteen years ago! However, it is not the best known domain among
the Petri net community, probably because people working with Petri nets are generally more familiar with computers
than with screw manufacturing.

The aim of this survey is to introduce to the non specialist the basic issues brought up by the development of
Flexible Manufacturing Systems and how Petri nets are used to aid the production engineers in their work.

After presenting some vocabulary, the basic motivations of the Petri net use are explained. Then Petri net ap-
plications are detailed for each sub-domain (modeling of manufacturing system, qualitative analysis, performance
evaluation, scheduling and control implementation) and at two control levels (coordination and local control).

Finally, some papers presenting works about the application of Petri nets in Factory Automation are listed. This
list is obviously not complete and any complementary information and update sent to the authors will be appreciated.
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1.2 Some vocabulary.

1.2.1 What is a Manufacturing System?

It is a factory where the materials which are handled are mainly composed of discrete entities, for example parts that
are machined and/or assembled. Frequently, sets of similar parts are aggregated (considered as unique entities) into
batchs. Manufacturing systems are called discrete production systems. Such systems are the opposite of continuous
production systems, dealing with continuous flows of material such that paper mills or oil refineries. Some systems
are hybrid because they handle continuous raw material but produce batchs of products. For example in the chemical
industry when tablet boxes are produced from powders. In the sequel, we shall only consider manufacturing systems
which are strictly discrete.

1.2.2 What is a job shop?

The oldest production line organization, optimized for mass production, has been described in Chaplin’s Modern
Times. Production was driven by a conveyor and the workers had to operate synchronously each doing a repetitive
task. Such manufacturing systems can only produce a unique kind of product. The system being synchronous, its
optimization consists in decomposing all the work to be done into a set of operations that have exactly the same
duration.

In a flow shop, the production line is more versatile, and products may by-pass some machines. Such systems can
only produce a unique family of products that differ slightly from one another.

In a job shop, there is no notion of production line, for each product aproduction routeis defined. This route
describes a sequence of machine operations which is not restricted by the physical layout of the machines. Such
systems can handle any number of product families and are limited only by the set of operations that the machines
can perform. Its operation is asynchronous. It is the more versatile and flexible kind of system, unfortunately it is also
known to be the less efficient because either a large number of machines remain idle most of the time, or the in-process
inventory is very large (completion of the products are unpredictable because they may remain a very long time in
intermediary inventories). In order to increase its efficiency, a sophisticated schedule of the machine utilizations has
to be implemented.

1.2.3 What is a Flexible Manufacturing System (FMS)?

Flexible Manufacturing Systems are an attempt to reconcile the efficiency of the production line with the flexibility of
the job shop in order to satisfy a versatile demand at low cost [BUF 79, OGR 86].

Generally, two kinds of flexibility are distinguished. Thelong term flexibilitycorresponds to the possibility of
introducing new product families in the manufacturing system during its operation and with little effort. Theshort
term flexibilitycorresponds to the possibility of handling concurrently a large variety of product families at a given
time in the manufacturing system.

In order to meet these requirements, a Flexible Manufacturing System is formed of

• a set of flexible machines,

• an automatic transport system,

• a sophisticated decision making system to decide at each instant what has to be done and on which machine.

Flexible machines have the capability of performing various operations, they have an automatic tool storage/retrieval
system, and machining programs can be down-loaded. This flexibility can be calledphysical flexibility[ERS 88].

An automatic transport system is required in order to transport the parts to the machine where the next operation is
to be executed. This system has to be sophisticated because, in absence of a physical production line, the layout does
not correspond to the sequences of machine utilizations. Any location on the shop floor has to be reachable from any
other one.

But without a suitable decision making system which allows the introduction of new family products with their
routes, tolerates machine disruptions, optimizes machine utilizations, etc, the shop floor would be of little use. It is
this system which has to organize the production and to schedule and synchronize the machine utilizations.
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Frequently, a Flexible Manufacturing System is structured into manufacturing cells. A cell is an elementary
manufacturing system consisting of a flexible machine tool (or an assembly device, or any complex device dedicated
to a complex manufacturing operation), some local storage facilities for tools and parts and some handling devices
such as robots in order to transfer parts and tools between the cell and the global transport system. Elementary
manufacturing cells are called workstations. A collection a machines which are identical is called a machine pool.

1.2.4 What is Computer Integrated Manufacturing (CIM)?

Within a Manufacturing System, computers may be used for a lot of functions. Computer Integrated Manufacturing
means that all these functions are fully integrated. Such an integration requires two basic facilities [ALB 82]:

• a Local Area Network (LAN) in order to allow the communication,

• a global Technical Data Base, which might be distributed, in order to store the data.

An important standardization effort is currently being done with the MAP (Manufacturing Automation Protocol)
[GM 85] and TOP (Technical and Office Protocol) standards. The technical data base is also a key issue because it
is the easiest way to allow all the functions to share information. The specificity of such a database is that some data
have a very short life (the fact that a part is being machined) when others have a very long one (the product routes).
Another issue that has to be resolved either within the data base management system or within the functions is that the
way the data are used has to be consistent: an idle machine cannot be allocated to two different operations at the same
time by two different functions. This implies that somewhere a strict synchronization between the data utilizations is
implemented.

Among the main functions that have to be integrated are:

• CAE (Computer Aided Engineering),

• CAD (Computer Aided Design),

• CAM (Computer Aided Manufacturing).

Computer Aided Enginnering consists in designing new manufacturing systems or in designing modifications of
an existing workshop. From the products that have to be manufactured, it is necessary to determine what kind of
machines are required, how many machines are sufficient, which transport system is best, etc. CAE requires a lot
of performance evaluation which may be analytical or done by simulation. At a detailed level, performance depends
highly on the management of the planned system, i.e. on the decision making strategy.

Computer Aided Design concerns the description of the products, their shape, the material used, the way it will be
machined. CAD defines the product families by grouping products with similar operations and produces theproduct
routes(Group Technology Classification [HAM 85]). It is important to underline that the simplicity and the efficiency
of the decision making strategy highly depends on how the products have been grouped into families.

Computer Aided Manufacturing consists in all the software packages required to control the Manufacturing Sys-
tem. For example, the machine tool programs, the packages for planning, scheduling, etc. ICAM (Integrated Computer
Aided Manufacturing) is considered as a first step before CIM, the integration concerns only the computers required
to control (from management to real-time control) the Manufacturing System.

It is important to distinguish CIM from FMS. The first concept is applied to systems which are highly automated.
It is similar to Factory Automation. It does not implies that the system is flexible. On the other hand, a Flexible Manu-
facturing System is not necessarily fully automated. The various control functions may exist but their integration may
be performed by the management staff, or the decision making process may be automated and the local operation may
be performed by skilled workers manually. Very clearly, a skilled worker is much more flexible than any automated
machine tool!

In the sequel, we shall focus on CIM in the context of FMS. More precisely on the following issue: why and
how can Petri nets be an aid to meet at the same time the flexibility requirements and the computer integration of
Manufacturing Systems. Let us just remark that the key word synchronization has been encountered already.



Petri Nets and Flexible Manufaturing (rebuilt version January 24, 2005) 4

2 Hierarchical decision and control level.

2.1 The hierarchy.

Due to its complexity, Manufacturing System Control is commonly decomposed into ahierarchy of abstraction levels
[ALB 81, JON 85, KET 89, GER 89]. A coarse grained hierarchy is made up of the following levels:planning,
scheduling, global coordination and real-time monitoring, sub-systems coordinationandlocal control.

Each level operates on a certaintime horizon, on a certain view of the manufacturing system. At the upper level,
the time horizon is long (may be ”infinite”) and the global system is considered, but its representation is strongly
aggregated (products families, global machining time, ratios ,etc). The response time is not required to be strictly
bounded. In the hierarchy, each lower level has to be a disaggregation of the upper one [BIT 77, AXS 81, ERS 86,
DAV 89]. The time horizon of the lower level is shorter, the portion of the system considered is smaller (factory,
shop, cell, station, machine, etc) and on the other hand more details are taken into account (individual products, parts,
operations, steps within operations, etc). Progressively, real-time constraints are introduced and at the bottom of the
hierarchy (local control) they are hard. Let us consider each level in more detail.

2.1.1 Planning.

The whole plant is generally considered with an estimated demand (unexecuted orders and an estimation of future
ones). The time horizon is decomposed into smaller ones and at a global level, the amount of products that can
be operated in each one is computed. Frequently various levels of planning are considered for time horizons that
are shorter and shorter. In the last one, information concerning the availability of raw material is used in order to
determine at which time each product will be introduced in the Manufacturing System (earliest starting time) and at
which time it has to be delivered (due date). This is calledMaterial Requirement Planning(MRP). Frequently, it is
also at this level that the resources (machines in particular) are allocated to the operations in order to distribute their
work load equally. This is calledManufacturing Resource Planningand it can also be considered as the initial step of
scheduling.

2.1.2 Scheduling.

At this level, each operation on each part or product is considered individually. The problem is to produce a schedule
i.e. to decide at which date a given operation will be performed. The combinatorial explosion of the number of
alternatives is enormous in the case of a Flexible Manufacturing System because each machine can perform many kinds
of operations and for a given machine, once the operations are fixed, it is necessary to determine an order of execution.
The role of planning is to efficiently reduce the number of these alternatives, by means of machine allocations and by
fixing earliest starting times and due dates for the products. Another way of reducing the combinatorial explosion is
to work with batchesor lots, and to considermachine pools. Finally, scheduling produces a sequence of dates for the
execution of each operation on each machine.

As scheduling operates on an estimated state of the manufacturing system, it generally considers some slack time:
for each operationan earliest starting timeanda due dateare defined in such a way that the defined time interval
is larger than theoperation duration time. Sometimes the schedule is given in the form of a total ordering of all the
operations on a each machine. Another way of avoiding explicit references to dates is to elaborate a set of rules which
specify, each time a machine becomes free, which operation will be performed next. This can be seen as an implicit
schedule. These approaches can be combined in any way.

2.1.3 Global coordination.

Its function is to update the state representation of the workshop in real-time, tosuperviseit, and make real-time
decisions. It has to check that no abnormal update message is received in order to guarantee a certain consistency
between the actual state of the workshop and the technical data base (fault detection). It has also to compare the set of
the operations which are possible (because the required resources are free in the shop) with the set of the operations
which have to be done in order to respect the manufacturing schedule and to make the right decisions in real-time.
When the schedule concerns batches, it is at this level only that individual products and machines are considered. It
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is the global coordination that manages in real-time thedistributionof the elements of thebatcheson the elements of
themachine poolsfor a given operation.

When the schedule is implicit, i.e. when it is a set of decision-rules, these rules are applied within the global coor-
dination level and with the actual manufacturing shop state information. Sometimes this is called real-time scheduling.
As a matter of fact, it is necessary to differentiate the use of rules with an estimation of the state in order to produce
a provisional schedule, which is scheduling, from the use of rules on the actual state in order to makeonedecision
which is coordination.

2.1.4 Sub-system coordination.

It realizes the coordination of subsystems such as thetransport system, themanufacturing cellsor work-stations, the
storage units etc. It operates as the global coordination level supervising the behavior of the sub-system and monitoring
the execution of the planned operations but in a more detailed manner. A typical example concerns the coordination
of a storage unit, or a robot loading and unloading a machine tool.

2.1.5 Local control.

It implements the real-time control of the machines, the devices etc. It interacts directly with thesensorsand the
actuators. All the emergency procedures are implemented at this level and the real-time constraints may be very hard.

2.2 Optimal decision making in the hierarchy.

It is well known that in a hierarchical system, the optimal solution is not necessarily obtained by optimizing each level
separately. However, as FMS control systems are not manageable without such a hierarchical decomposition, a global
optimization is impossible. Current approaches consist in privileging a given level which is optimized first, the other
ones being used only for detailing the optimal solution or for long term decision (architecture of the shop floor). They
may be grouped into two trends: Taylorism and Just-In-Time production.

2.2.1 Taylor’s approach.

The current organization of production systems in Europe is still heavily influenced by the ideas of Frederick W. Taylor
(Philadelphia 1856-1915) who was the first to work on manufacturing system management in the past century. He
found that the optimal operation could only be reached by means of a perfect organization where each person plays
a precise role. Some, the management staff, have to think, calculate the optimal manufacturing plan and schedule all
the operations. Others, the workers, have to faithfully execute the decisions of the management staff.

This organization is nowadays considered as bad practice because manufacturing systems such as FMSs, are too
complex, disruptions are frequent and human behavior cannot be modeled by a set of equations. It often produces the
so-called “dialogue” between someone blind and someone mute. The management staff elaborating the manufacturing
plan has no knowledge about what is actually occurring within the shop. It therefore corresponds to the blind one. The
workers in charge of the production are faced with inconsistent plans and give as few pieces of information as possible
to the management staff in order to preserve some independence. They are the mute one.

Within the context of the realization of what should be an optimal hierarchical decision structure, this means that
anoptimal solutionis computed at each level, taking the optimal solution of the upper level as an input. An optimal
plan is elaborated, then it isdisaggregatedat the scheduling level and the optimal schedule is computed. Then the
global coordination and the lower levels have to execute it. In a way, each level is blind with respect to the lower level
and mute with respect to the upper one.

Even in automated manufacturing systems, disruptions occur (a tool breaks, a machine fails, etc). In such a
situation, a violation of the optimal schedule occurs immediately and a new optimal schedule has to be re-computed
in real-time. Due to combinatorial explosion, scheduling is very time consuming and it is generally not possible to
re-schedule in real-time. Anyhow, it would be very expensive and not necessarily efficient in relation to optimality.
In fact, the long term optimal control may not be obtained by the concatenation of a sequence of schedules optimized
with erroneous assumptions concerning the manufacturing shop. This is why manufacturing schedules are frequently
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considered as a mere aid for a human decision maker. The result of this approach is that in-process product inventory
is larger than necessary in order to cope with the disruptions in the shop.

2.2.2 Push, Pull and Just-In-Time production.

Taylor’s followers have privileged long term optimization with little information about the actual operation of the
manufacturing shop. Another way is to establish rules at a local level implementinginventory management strategies
[PET 79]. No provisional scheduleis computed, the scheduling level consists only in elaborating theseruleswhich
are used at thecoordination level.

In the pushcontrol, each time raw material is available, the input buffer of the machine is not empty and the
machine is free, an operation is started. When more than one operation can be performed, some rules allow the
choice of one of them. Priorities, production ratios, consideration about product due dates are mainly used. With this
policy, production is mainly driven by theMaterial Requirement Planningwhere the demand is taken into account. Its
drawback is that in-process inventories may increase a lot in the absence of real-time feedback from the demand.

In thepull control, each time an in-process inventory is lower than a given value, arequisitionfor new fabrication
is sent to the machine which is the input of this inventory. Production isdriven by the demand, but in order to have a
good response time, in-process and raw material inventories have to be large in order to guarantee a new fabrication
as soon as the requisition is received.

Just-In-Time(JIT) control can be seen as a combination of push and pull policies. The aim is thatin-process
inventories have to be as low as possible. This means that at the exact time when a requisition is received by a
machine, the required raw material and in-process part has to be available in its input buffer, ready to be pushed.
Slack time should be avoided and for each operation the earliest starting time should be exactly the due date minus the
operation duration time. This kind of optimization can only result from afine grained real-time synchronizationof the
operations in the manufacturing shop.

This kind of policy has been implemented first in Japan and popularized under the name ofKanbantechnique. An
operationo1 may only be performed if the raw material and the machine are available and if a certaincard (Kanban
in Japanese) has been received. This card is sent each time some other operationo2 is terminated in the shop and thus
implements the pull requisition.

Kanban is a way of introducing asynchronic distancebetween a pair of operations (o1 ando2) (i.e. of establishing
a relation between the firing counts of the two associated transitions) [SUG 74, SCH 85, DIM 89]. It is clear that it
can be generalized and formalized by a Petri net based description of a global synchronization of the manufacturing
shop operations as it will be shown in the sequel.

In conclusion, the aim ofpushproduction is to optimize the machine utilization (a machine may not remain idle,
production is immediatelypushedon it). The purpose ofpull production is to produce exactly what can be sold,
production ispulled from the backlog. Customer’s satisfaction is optimized. Finally,Just-In-Timeproduction aim is
to minimize in-production and raw material inventories.

2.3 Flexibility versus optimality.

The aim is to design and control the manufacturing system in order to simultaneously meet with theflexibility and
optimality requirements. Unfortunately, these two requirements are frequently contradictory. Firstly, it is intuitively
crystal clear that it is nonsense to computethe optimal long term schedule for a system likely to be deeply altered
in the near future. Moreover, what is good for flexibility is frequently bad for optimality (and conversely), even at
a detailed level. For example, the increase of in-process parts in intermediary storage units is good for flexibility
because it allows an unexpected heavy demand to be satisfied but it is bad for optimality because large storage units
have to be built and raw materials have to be available (and bought) earlier than in aJust-In-Timeoptimal solution.
The economical benefits of flexibility appear only at the level of the firm policy which has to follow up as quickly as
possible the market evolution.

The concept of flexibility is relatively new and unformalized. It may be addressed by defining a set ofacceptable
solutionsrather than an optimal one. These acceptable solutions are defined by giving a set of constraints that have to
be satisfied [ERS 88]. In doing so, the control of the manufacturing system is no longer a strict hierarchy [BAL 89].
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Figure 1: Petri net product route specification.

The management levels (planning and scheduling) are not privileged in relation to the real-time control ones (coor-
dination levels and local control). Each one produces a set ofgoodsolutions and the decision maker chooses one of
them belonging to the intersection of all these sets. Sometimes these systems are calledHeterarchicalManufacturing
Systems [HAT 85, JON 89].

As it has been seen in the case ofJust-In-Timepolicy, synchronization constraintsare important. A correct model-
ing of them is thus essential when people want to meet with flexibility and efficiency, that issynchronization is one of
the main issues in Flexible Manufacturing Systems.

2.4 Why Petri nets?

First of all, a Manufacturing System is a discrete system. Apart from planning (where people work with ratios of
products fabricated per week or per day), any modeling has to be based on the concepts ofeventsandactivities. An
event corresponds to a state change. An activity is a black-box encapsulating what is occurring between two events.
When using Petri nets, events are associated withtransitionsand, usually, activities withplaces. However Petri net is
not the unique tool handling events and activities. Queuing models have been extensively used for performance eval-
uation [BUZ 86]. Algebras [INA 89] and formal models [RAM 89] for discrete event systems are under investigation,
but Petri net is the unique tool which formally represents parallelism and synchronization. Let us consider some basic
reasons explaining why Petri nets are a nice tool for FMS. In§3, advantages of Petri nets for thedesignare presented,
while in §4 advantages concerning scheduling and coordination at theplant control levelsare pointed out.

2.4.1 Petri net for Just-In-Time policy.

Whatever the control policy, an elementary inter-operation synchronization results from the part routes describing the
sequences of operations that have to be performed for each product. This synchronization can easily be modeled by
Petri nets and has to be implemented whatever the control policy which may be either an optimal provisional schedule
computed at the scheduling level or a Just-In-Time policy.

Let us consider the Petri net in Figure 1: machineM1 assembles parts located in inventoryS1 andS2, then the
product is machined onM2 or M3.

It represents the routes, and only the routes. For some reachable markings, this Petri net shows conflicts. For
example, when placeS3 contains a token, transitionstIM2 andtIM3 are conflicting. Furthermore, tokens represent
products that are not necessary identical and the choice of a given token to fire a transition is similar to a conflict.

In the case of Taylor’s approach, these conflicts are resolved by the schedule which indicates on which machine
and at which time a given operation is to be performed (we assume here that the schedule has been computed for
individual machines and individual parts, that is there is no machine pool and no batch). It is thus necessary to
associate an interpretation with the transitions (extra firing condition) and to consider that the Petri net token game
is driven by its environment that is in this case by the optimal provisional schedule. It is important to point out that
the Petri nets used as models of Manufacturing Systemsare always interpreted Petri nets. Transitions attached to the
beginning of an operation are fired at a date defined by the schedule. For example, when it is time to begin an operation
on machineM1, transitiontIM1 is fired. If it is not enabled then the schedule is violated.
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Figure 2: Petri net specified Just-In-Time policy.

Just-In-Time policies imply that synchronization rules have been defined to resolve all the conflicts in the manu-
facturing shop. For example, one can decide that machinesM2 andM3 are to be used alternatively. Each timeM2
is used, a card (Kanban) is sent to allow the use ofM3, each timeM3 is used a card is sent toM2. This kind of
mechanism can easily be depicted by Petri nets. Figure 2 represents the same Manufacturing System as Figure 1 but
with a Just-In-Time policy placesRR1 andRR2 implement the cyclical priority defined above. The general structure
of a Just-In-Time policy is a generalized pipeline. A path of places and transitions corresponds to theflow of products
and a backward path implements thecontrol (tokens correspond then to the cards of the Kanban approach). Time can
be explicitly taken into account by associating a delay with some synchronization places (for more detail see [DIM
89]).

In a strict Just-In-Time policy, no conflict may appear in the Petri net and all the places of the product paths have to
be safe places (contain at most a token, that is the in-process inventory is minimal). In fact, products have to arrive at
the machinesjust in timeto be operated with no delay (see Figure 2). Nevertheless, the Petri net interpretation is still
necessary in order to synchronize the firing of theend of operationtransitions such astOM1, tOM2 andtOM3 with the
corresponding events.

2.4.2 Petri net for flexibility.

As it has been said previously, in order to meet the flexibility requirements, it is possible to define a set of good
solutions by giving the constraints which have to be verified. The final choices are then made in real-time at the
global coordination level, and they are based on the actual current state of the manufacturing shop which may be quite
different from the foreseen one. Are Petri nets well suited for this?

Let us consider again the uninterpreted net in Figure 1. It describes only the fact that machineM1 can only operate
if at least one part is present in inventoryS1 and at least one part is present in inventoryS2. Nothing is said about the
date when transitiontIM1 is fired. Any dated firing sequence (with a date associated with each transition firing) is a
schedule which is consistent with the constraints defined by the net. In other wordsuninterpreted Petri nets are the
unique way of describing an infinity of schedules such that its events verify a partial order relation(causality relation).

Clearly the net in Figure 2 is such that the set of consistent schedules (firing sequences) is included in the preceding
one. Adding a Just-In-Time policy augments the economical optimality by reducing in-process inventories but reduces
the flexibility. Any interpretation associated with theoperation initiationtransitions (such astIM1) and resulting from
planning or scheduling has the same role.

Consequently, it can be underlined that Petri nets are well suited to describe trade-offs between flexibility require-
ments and control policies improving the efficiency, which is themajor issue of Flexible Manufacturing Systems. As it
will be detailed in the sequel, verification, analysis and performance evaluation can be performed from this description.
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2.4.3 Why Petri nets rather than communicating processes?

At this point, we have introduced a few arguments concerning the usefulness of Petri nets. However, nets are not
the unique model for describing a partial order among a set of events. Another approach could be the use of a
communicating sequential process based language. It is not the case because, as it has been mentioned above, the
interpretation of the net is essential to depict any scheduling policy which cannot be expressed as a pure causality
relation (i.e. which is not a Kanban style policy). The extra firing conditions associated with theoperation initiation
transitions operates on dates, time interval,and on states.

For example, a real-time decision in order to resolve a conflict may include the evaluation of the time interval
during which the value of a machine input buffer has exceeded a given value. It is thus essential to be able to handle
both events and states in order to depict control policies completely. Because of the place/transition duality, Petri nets
are better than communicating sequential processes where the internal states of the processes are hidden.

In a CSP like approach, each process would have to maintain a history of message exchanges in order to compute
explicitly a local state and then to communicate this state to the other processes. It would be cumbersome and not
natural.

To conclude this part, let us recall the points that are essential when applying Petri net in Flexible Manufacturing
Systems:

• uninterpreted nets describe partial orders between events (or between classes of events),

• they handle events and states variables at the same time,

• they allow a set of schedules to be described verifying some constraints and therefore they allow dealing with
flexibility,

• they may be interpreted (time or extra firing conditions) in order to restrict the set of possible firing sequences
(trade-off between optimality and flexibility),

3 Nets in CAE for FMSs.

As it was pointed out, Computer Aided Engineering (CAE) for Flexible Manufacturing Systems (FMS) concerns the
design of new systems or the modification of an existing one.

Returning once again to the constituents of FMSs, it can be stated that a FMS consists, basically, of a set of
workstations(NC-machines; assembly stations; quality control systems; loading/unloading machines; etc.)stores(raw
materials; parts; tools; finished products; etc.) and anautomatic transport system(with automated guided vehicles,
AGVs; loop conveyors; aerial chain-drivers; etc) connecting them, the whole system operating under acomputer-
controlled integrated system. Changing in the above description workstations forprocessors (or computers), stores
for memory systemsand automatic transport system forcommunication system, the reader can observe that FMSs
are, from a system level perspective, analogous todistributed computer systems. Therefore, many analogous design
problems appear in so different technological contexts.

The manufacturing engineer usually focuses on the particular processes associated with the workstations (for
example: cutting, welding, assembly, etc.). However, the FMSs designers/users must think atsystem level, looking at
its entirety more than at the efficiency of individual machines.

In the next section, the domain of CAE for FMSs are briefly introduced, while the following sections consider
them more in detail from a Petri net perspective. A major advantage of Petri nets is the use of aunique family of tools
from the first stages of the design until the code generation for the real-time computer based control of the overall
system.

3.1 Domains of design activity.

From its firsts steps, the design of a FMS requires extensive performance evaluation, to be able to decide among alter-
natives. Typical performance figures are throughputs (products rates), work in process and time span for each product,
machine utilizations (use ratios), queue lengths or time distributions to access machines or transport subsystems, etc.
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Alternatives to be considered at this level are: different layouts and transport system B machines in a given workstation
or cell, machines of different speeds, stores of different sizes, etc.

From performance figures, by means of economic models, the cost of different alternatives is evaluated. The use
of different machines can lead to different qualities for products. Therefore, product quality must be also taken into
account in the subsequent economic analysis together with: workspace needs, machine investment and maintenance
costs, etc.

At this point, it is interesting to observe that a FMS is essentially a distributed system in which many technical
and economical tradeoffs appear to the designer. For example, the use of a faster conveyor can imply a reduction of
the size of some stores and a reduction of the inventories, but may also require changing the loading/unloading mech-
anisms associated with it. A faster transport system may imply a more expensive investment, and a more expensive
maintenance cost.

Performance evaluation phase leads to the “nominal performance” of the FMS. Once an installation is built,
scheduling(§4.1) will try to obtain the best performance of the system under specific state and time horizon of work.

Once decisions have been made based on preliminary performance figures, a more detailed design starts. The
correct synchronization to deal with concurrency and cooperation relationships becomes crucial. Deadlock-freeness,
appropriate bounds for the queues, mutual exclusions in the use of machines, etc. must be verified. The outcome of
this design phase must be a formal model describing parallelism and synchronization. From this model, in a more or
less automatic way the skeleton of the real-time control system software can be produced.

The detailed behavior of the different machines depends on their specific programs. Placed at the system level we
are at some distance from these specificities; nevertheless, it can be pointed out that the actual trend is to generate
them in a more or less automatic way from the geometric/technological CAD descriptions (CAD-CAM connection).

For the system design, Petri nets offer:

1. A graphical and precise formalism which allows easy and deep dialogues about the expected behavior of the
system among the different teams that participate in the design process (designers, owners, users,...).

2. A well founded theory for the qualitative verification of net model properties (liveness, fairness, boundedness,
etc).

3. A reasonable framework for quantitative analysis (performance evaluation), actually undergoing important de-
velopments.

4. Implementation technology independence providing, in particular, some well understood code generation tech-
niques for the real-time control software from the net model.

3.2 Modeling with nets.

Let us consider the coordination and local control level in the hierarchy introduced in§1.2. In addition to its graphic
representation differentiating states/places and activities/transitions (or events/transitions and activities/places when
transition firings are supposed to be instantaneous) and its simple and well defined semantics, Petri nets allows:

1. The modeling oftrue parallelism(instead ofinterleavingthe parallel streams i.e. parallelism is clearly differ-
entiated from non-determinism).

2. The possibility of progressive modeling by usingstepwise refinementsor modular composition(see, for exam-
ple, [VAL 82, ALA 85, ALL 85, MAR 85]). In both cases, catalogs of well-tested subnets allow components
reusability leading to significant reductions in the modeling effort.

3. The easy integration of (deterministic and/or stochastic)timing constraints: transitions (i.e. activities) or places
(i.e. local states) can be timed in an straightforward way.

The “clean” integration of timing constraints in net models allows theperformance evaluationof the modeled
system (CAE) and the study ofscheduling strategiesfor its run-time use (CAM).
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The possibility of progressive modeling is absolutely necessary for FMS because they are usually large/complex
systems. The refinement mechanism allows the building ofhierarchically structurednet models. If the refinement-
transformation rulecatalogis well selected and the model well designed, the design can be easily or trivially proven
correct with respect to the specifications.

Therefore,compositionandrefinementshelp deal with model complexity. Obviously this work can be done with
Place/Transition nets (P/T nets) or with more abstract formalisms: High Level Nets (HLN). In [MAR 86] the use of
P/T nets and HLNs for the specification of FMSs is considered. The interested reader can see how a car production
workshop have been modeled by means of P/T nets [VAL 82] and of Colored nets [MAR 85]. In both cases modular
composition plays a major role. In the first case, extensive use of refinements is also used, while in the second one the
color abstraction allows a compact model. Another structured model of a FMS is presented in [NAR 86] using colored
nets. In [CAS 89] a modeling methodology based on a so calledPregraph(i.e. a functional description model of the
production sequences) is proposed.

Figure 3 shows a simple production cell operated by means of a robot, R. When a raw part arrives (detected by the
presence sensorΠ1), if the robot is free, it proceeds by loading machine 1 (load; el: end of load). The machine later
performs operationOP1, waits for deposit in the buffer (wait dep.) until there is an empty position and the robot is
free. Machine 2 proceeds in an analogous way, but onceOP2 has been ended (eop2), waits for the robot andΠ2 (i.e.
conveyor 2 is free) to unload the processed part.

This live and bounded model is fully reducible, so it can be generated byrefinements. Alternatively, the model can
be generated bymodules composition:

Machine 1 (wait raw, load, OP1, wait deposit, deposit), Machine 2 (wait with, OP2, wait free, unload), robot (R,
load, deposit, unload, withdrawal) and store (empty, deposit, object, withdrawal).

The example is a producer (machine 1)-consumer (machine 2) schema with a monitor (R). If place R is removed,
the remaining net is a marked (or event) graph. When several type 1 (or type 2) machines must be used, a high level
model can be easily derived.

Top-down (refinements) and bottom-up (modular composition) modeling methodologies together with the at-
tributes abstraction of HLNs, allows a reasonable complexity for the modeling process and the model itself. But
in many cases, manufacturing engineers want to use specifications languages closer to their own culture. In this sense
“application domain-oriented abstractions” can be very practical. GRAMAN [VIL 88] is a graphic system for describ-
ing manufacturing applications. Figure 4 shows how a simple manufacturing and assembly cell is described with the
special icons provided in GRAMAN. It needs a separate description ofwork plans(i.e. the description of operations
to be performed and the resources and materials required to produce a part) and resource interconnections.Work plans
are modeled in GRAMAN with labeled P/T nets. Using theresource interconnection diagramand the work plans,
GRAMAN produces a single net model (hidden from the manufacturing engineer), that later can be potentially used
for performance evaluation, control, scheduling or implementation.

Concluding, Petri nets allows the use of different abstraction levels models (P/T nets, HLNs) and the use of
powerful modeling methodologies:refinementsandmodular composition. Nets can be used directly in the modeling
process or can beembedded in a higher level application oriented formalism. In the last case, nets can be transparent
to the user. Last but not least, the graphic representation of nets makes them particularly well suited foranimation
purposes(i.e. simulations that only try to illustrate how the model operates).

In this section, we have been mainly considering “normal” behavior. But in manufacturing processes there exists
many special or abnormal behaviors (initialization, emergency-stop, termination,...) to be considered. Usually this
problem is resolved using mutually exclusive net models, corresponding to the different behaviors. In [GEN 87], self
varying (adaptative) net formalism is used in order to model with a unique net normal and abnormal behaviors.

On the negative side, it can be recognized at this point the Babel-Tower-impression that the Petri net newcomer may
have looking at the myriad of so-called high level nets formalisms: numeric, predicate/transition, colored, relation,
algebraic, with data structures, ... and their variants.

3.3 Qualitative analysis.

The design process of FMSs is a relatively complex task. Thus, it is very important to validate the significant steps of
model building/transformation before going on to the implementation.
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Figure 3: A production cell with two machines, one robot and a store.
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Figure 4: GRAMAN: Icons and an example of cell [VILL 88].
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An outstanding aspect of Petri nets is their capacity for being analyzed to check if the constructed model verifies
some specification properties. Among these,synchronic properties(lead, distance, places bounds, places mutual
exclusions, etc.) andactivity properties(deadlock-freeness, liveness, home states, etc.) can be studied. The first
are, in temporal logic terminology, close to “safety properties”, while the second group is close to so called “liveness
properties”.

The qualitative analysis of net models is now a relatively mature field (see, for example, [BRA 83, SIL 85, BRA
86]) for place/transition nets. Nevertheless much work needs to be done for high level nets models. The qualitative
analysis allows the detection of ”important” design errors, reducing risks and saving design time and costs. Never-
theless, it is important to remark that nets are interpreted when modeling a real (FMS) system. The net in Figure 3 is
interpreted: its evolution is conditioned by the state of the environment (external world). Nets as mathematical objects
are said to be autonomous, while interpreted nets are said to havenon-autonomousbehavior.

The additional constraints introduced by interpretation can lead to some important problems [SIL 85]:

1. Synchronic functionson the autonomous net can be greater (or equal) than the same functions on the underlying
non-autonomous nets. Even more, asynchronic relation(e.g. boundedness) may hold on the non-autonomous
net but does not hold in the underlying autonomous net. In other words, synchronic relations on the autonomous
net aresufficientconditions for the same relation in the interpreted net.

2. Activity propertiesof the underlying non autonomous net can be nor necessary neither sufficient for the non-
autonomous net. This is the case, for example, of liveness. Nevertheless, liveness in the underlying autonomous
net is sufficient for liveness in the non-autonomous model ifsimple netsare considered andfair progressand
local fairnessproperties are assumed.

The above problems leads designers of FMS to dopartial validations by simulating the net model plus its environ-
ment. With respect to this problem, a formal validation of the underlying autonomous net assume that its behavior is
correct whatever the behavior of the environment; and this is sometimes too strong.

Simulations can be done with graphical animation (“a picture is worth a thousand words”) and/or partial obser-
vation of properties (e.g. if the set of the places associated with a structural deadlock are emptied, they will remain
empty and all their output transitions will be non-live). In any case, the analysis of the underlying autonomous net
model and/or the simulation of the interpreted net model plus its environment leads to more reliable results than those
obtained with classical manufacturing simulation languages (e.g. SLAM).

From a theoretical point of view, analysis techniques of partially deterministic (i.e. interpreted) net models will be
of interest. Because the interpretation of a net model means adding constraints, place-invariants of the autonomous
model will be a subset of the invariants in the non autonomous model. So they can be used safely in any proof.

Finally, it is interesting to point out that the analysis of the autonomous underlying net model can simplify the real-
time monitoring and, possibly, the fault detection plus error recovery. In fact, the underlying net frequently models
sequential constraints which are verified in any case, even when an error occurs.

3.4 Quantitative analysis.

The high cost of FMSs makes crucial the quantitative analysis of these systems. In the design of new FMSs, the
machines, the layout and the transport system are decided and dimensioned. Performance estimates at this stage need
not to be very accurate, and relatively simplified models can be used. In the tuning of a design or of an existing shop
floor, more details are needed in the model for optimization purposes. In tuning studies, huge simulation models and
sensibility analysis (e.g. by means of perturbation analysis) are keywords. During the preliminary design queuing
network models are used, even at the price of not considering the effect of synchronizations. These are, in general, due
to competition(e.g. common access to a machine or subsystem) andcooperation(e.g. assembly of subparts) relations.

Performance evaluation in FMSs deals with issues like:

• how many machines, and/or automatic guided vehicles (AGVs),

• which transport topology and routing strategy

and are best suited to obtain:
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• higher throughput, and/or

• small makespan and/or

• more balanced flows.

The synchronization amongprocess machines(CNC-machines, process robots, etc.) and transport machines (loop
conveyors, AGVs, pick-and-place robots, etc.) is very important because additional delays appear in the waiting states.

Performance evaluation is an extensive computation phase in the design of FMSs. Classically, it is done by
simulation(using several formalisms: GPSS, Q.GERT, SLAM, SIMAN, RESQ-II,I) or by using simplified queueing
network models. There exists an extensive bibliography for simulation concepts, techniques and languages (see, for
example, [PRI 79a, PRI 79b, BAN 84, EVA 88, KRE 86, PEG 86]). Nevertheless, many problems about ergodicity
(for simulation) or strong simplifications (e.g. removing synchronizations) in queuing network models leads to the
conclusion that new approaches can be of interest.

The interest of Queuing Network (QN) approaches basically lies in the use of so calledproduct-closed-forms,
because the performances can be computed by means of low cost algorithms. Nevertheless, theproduct-closed-forms
only hold for restricted queuing networks (in particular, without synchronizations).

Stochastic timing on nets allows performance evaluation of models with parallelism and synchronization. To deal
with different modeling goals, several stochastic interpretations of nets have been introduced [CAM 89a]:

• Associating time with places or, more classically, with transitions.

• For timed transition models two firing rules:

1. single phase (atomic firing).

2. three phases (start-firing with deletion of the input tokens, delay, and end- firing with creation of the output
tokens).

• Single server versus multiple server semantics: self- concurrency is avoided or allowed in the firing of a timed
transition.

Analysis methods are mainly based on the generation of the underlyingMarkov Chain(so a marking enumeration
approach) or insimulation. These techniques are integrated, for example, in the package presented in [CHI 87]. For
bounded nets, the generation of the MC (Markov Chain) is of exponential complexity. Moreover, the computation of
the eigenvalues of the MC’s transitions matrix is delicate because many numerical problems can appears.

A recent work shows that product-form solutions seem to be possible for monoclass QN with synchronizations
[FLO 89]. Other works concern the generation of aggregate markov chains corresponding to stochastic high level
models (see, for example, [DUT 89]) or the use of structural theory of P/T nets to derive in polynomial time bounds
on throughput for net subclasses (see, for example, [CAM 89a]). In [CAM 89b] the exact throughput is computed
in polynomial time for a subclass of net models that can be viewed as some type of monoclass-complex server with
synchronization queuing networks.

Analytical methods for performance evaluation based on net models are mainly adequate for preliminary designs
of FMSs. In [BAL 86], generalized stochastic Petri nets (GSPN) and queuing networks are used and compared to
analyze a simple FMS with one transport vehicle, three machines, one buffer, a loading/unloading station and 2-part-
types. The GSPN model is more accurate than the multiple-class QN model. It allows a simplified analysis of the
scheduling policyand of thepallet mix.

Other FMS performance evaluation works in which stochastic nets are used are [BRU 85] and [ALJ 88b]. The
first considers a particular shop floor with two machine tools, three tools and two conveyors. The second work defines
some modules as basic building blocks, later studying the performance of several basic production schemas under
some machine failure assumptions. Technically, the underlying MC is always generated.

Returning to our example of Figure 3, fast throughput bounds can be computed. Letθi be the (average) time
duration of firingti (θ1 = θ4 = θ7 = θ9 = 0). If we assume that the robot operation durations (θ2 ' θ5 ' θ8 ' θ10)
are much smaller than the machine operations (θ3 andθ6), then an additional ”virtual robot” will not significantly
affect the performance. If there exists two such robots, place R has two tokens and becomes implicit. So it can be
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Figure 5: Implementation principles.

removed and a marked graph appears. Therefore, the following linear programming problem, LPP, allows to compute
(polynomial complexity) the minimum cycle time [CAM 89a]:

LPP


Γ = max Y T · Pre · θ

s.t. Y T · C = 0
Y T ·Mo = 1
Y ≥ 0

wherePre is the previous incidence matrix,C = Post - Prethe incidence matrix of the marked graph,Mo the initial
marking andθ the vector of average timing of transitions. If the marked graph is live, it can be proved that at least one
optimal solutionYdefines a marked elementary cycle.

If θ2 = θ5 = θ8 = θ10 = 1, θ3 = 10 andθ6 = 12, the above LPP gives14(= θ6 + θ8 + θ10) as the optimal
solution (i.e. machine 2 is thebottleneckof the system).

If now it is assumed that there are two units of machine 2 while the robot operation delays are neglected, the above
LPP gives12(= θ2 + θ3 + θ5) as the optimal solution (i.e. now the machine 1 is the bottleneck of the system).

More analytical results on stochastic Petri net models are needed. In any case these models can be used as formal
specifications that can be simulated in cases where analytical methods are not computationally tractable.

3.5 Code generation for real-time control.

Once the net model of the control system has been qualitatively and quantitatively checked, an implementation must be
generated to do the real-time control of the production system. To avoid error prone implementations, code generation
should be automatic or semi-automatic.

Implementation of real-time Petri-net-based controllers has received considerable attention. A brief review of
the software implementation of net-based models is presented in [COL 86]. Most of the referenced implementations
consider industrial automation as the application domain. Usually, implementations attach somenon-reenterable code
segmentsto the firing of transitions, while the net model is assumed (or forced to be) withoutself-concurrency.

Centralized ([SIL 79, CHO 80, SIL 83, VAL 82, NEL 83, VAL 83, THU 85, COL 86, MUR 86]) and decentralized
([BRU 86, COL 86, TAU 86]) schemes are used. Centralized schemes (Figure 5a) can be sequential or concurrently
implemented. Obviously hybrid schemes (i.e. partially centralized/decentralized) can also be found.

Centralized sequential schemes are usually employed at the local control level (frequently in special purpose
real-time computers named Programmable Logic Controllers; see§4.3). A comparative study of these techniques is
presented in [SIL 83]. Efficient executions can bedriven by the set of enabled transitionsor by the marking of a
subset of places. The first gives the best performances for marked graph simulations, while the second is a “natural”
extension of state machine implementation techniques. An additional advantage of marking-driven simulations is that
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the marking is more or less directly represented, so it can be used for other purposes (e.g. when some actions are also
attached to the marking of places, a very frequent fact in automation applications).

Centralized concurrent implementations are basically composed of:

• many specific tasks (possibly one per transition) and

• a coordinator/manager.

The coordinator plays the ”token game” on the net model, initiating the execution of the tasks attached to the
fired transitions. When a task ends its activity, it informs the coordinator to proceed with the next activation(s). The
coordinator is an active (high priority) task that acts as the kernel of the application multitasking level. It providesin-
direct synchronizationbetween the activities of specific tasks associated with the firing of transitions. The coordinator
operates on anexplicit representationof the net marking.

The simplicity and easy modification of the synchronization/communication scheme are among the advantages of
centralized implementations. The basic problems with this kind of solution are:

• relatively inefficient execution (memory occupation and execution time), because even in simple cases there is
neither direct intertask communication nor direct synchronization: everything is done via the coordinator,

• the coordinator is a hard point for safety; any fault is catastrophic.

Decentralizedimplementation schemes (Figure 5b) are usually built by using the following principles: the net is
decomposed into

• a set ofsequential processes, each one possibly grouping the code attached to several transitions in mutual
exclusion (i.e. not simultaneously firable)

• somecommunication/synchronization mechanismsbetween these processes.

The classical communication/synchronization mechanisms are based onasynchronous message passingimple-
mented by means of buffers or mailboxes, andsynchronous rendez-vousbetween tasks. The required primitives con-
cerning communication/synchronization are directly inserted, where required, in the body of the sequential processes
(tasks). In decentralized implementations, communication/synchronization between sequential processes aredirect
(i.e. there is no intermediate active element). The marking of the net is partially (or even totally)implicit because it is
implemented by the context of the sequential processes. When required, it can be madepartially explicit by looking
at the contents of the buffers.

Considering once again the net model in Figure 3, it is easy to observe that there exists four minimal place-
invariants. Each place invariant leads, in this case, to a state machine. Thisdecomposed viewof the model allows a
straightforward implementation with:

1. Two sequential tasks, implementing the machines (Machine1/producer; Machine2/consumer).

2. A mutex monitor (for the robot,R).

3. Two buffers (p2 andp3).

From a technical point of view, implementation may becompiled(i.e. the net model is cast into the control
structures of the implementation language: ADA, PASCAL, C,...) orinterpreted(i.e. a runtime support works on some
data structures representing the net structure plus its marking). Between compiled and interpreted implementations,
the classical trade-offs appears (basically memory occupation versus execution speed). Decentralized implementations
are usually compiled.

Finally, it can be pointed out that the fault-tolerant implementation of net models is possible by using error de-
tection/correction codes embedded in the net marking and/or some kind of external observers (e.g. the spy [VEL
88]).

Although considerable work has been done, decentralized and fault-tolerant implementations are relatively imma-
ture fields for place/transition net models.

Software implementation of high level net models needs considerably more work to reach industrial maturity.
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4 Nets in CAM for FMS.

Computer Aided Manufacturing consists of all the software packages used during the operation of the Manufacturing
System and required to control it, from planning to local control. The main areas where Petri net applications are
promising are scheduling, coordination (at the global and subsystem level) and local control.

4.1 Scheduling/dispatching.

Once a net model represents a controller, its non-deterministic behavior must be reduced to produce the actual control.
This non-determinism reduction is done through thesynchronization with the process to be controlled(e.g. transition
t3 in Figure 3 is fired as soon as theeop1 signal cames from the process) and through thescheduling strategy(i.e.
decision aboutwhichand, eventually,whento fire the enabled transitions). The scheduler mustresolveall effective
conflicts remaining and candelay the firing of an enabled transition. But let us goes back to introduce a few basic
ideas about scheduling.

Scheduling (see, for example, [FRE 82, GRA 81, CAR 88]) is an important activity in the control of any organi-
zation. Typically it concerns the execution planning of a finite set oftasks(activities) subject to a set ofpotential(i.e.
precedence and temporal) andresource constraints. The goal is usually to optimize anobjective function(e.g. the
makespan, a weighted flow time,...). In other cases, a schedule must be produced such that a productiondeadline(i.e.
a temporal constraint) is respected. If such a schedule isinfeasible, a relaxation like the minimization oftardy jobs
may become a reasonable objective.

Scheduling problems may bestaticor dynamicdepending if the set of tasks to be performed is previously known
or not. When some parameters of the problem (e.g. the duration of tasks) are probabilistically modeled, the problem
is said to be ofstochasticscheduling; otherwisedeterministicscheduling is considered.

The easiest scheduling problems, static and deterministic, are of strongly combinatorial nature. Thus, even if well
understood, usually algorithms are computationally hard (NP-complete in many practical cases). To deal with practical
applications,heuristic approacheshave been frequently developed. They consists in executing the tasks in a sequence
which is not necessarily optimal but which satisfiesthe constraint set. The sequences are not pre-calculated, they are
rather elaborated, commonly but not necessarily in real-time, by applyingdecision ruleseach time a resource has to
be allocated. This can be done atglobal or at local levels. Many practical dispatch rules (see, for example [PAN 77])
have been derived from formal analysis or experience. This leads more recently to a widespread use of AI techniques
in scheduling applications, using: (i)Constraints directed searchs(see, for example, [FOX 83]) or (ii)Rule(if-then)
based knowledge representation(e.g. [BRU 86]). Hybrid approaches, integrating some mathematical programming
(or analytical) and knowledge-based techniques have also been developed (see, for example, the OPAL system [BEL
85]).

The practitioner point of view with respect to scheduling is expressed in the following text quoted from [McKA
89]: ”The schedulers spend very little of their time scheduling and preparing an official plan according to methods
associated with the Job Shop Scheduling Problem as defined and studied extensively in academic circles. The sched-
ulers areproblem solvers who create alternative routings and processes on the fly. The scheduler attempt to produce
a reasonable loadingon the shop, not optimized sequences, since there are so many possible things that can happen
between the time work is released on the factory floor and it is completed. They use their experience and skill, not
mathematical algorithms, to make the feasible and reasonable decisions. To assist them in their decision making, the
schedulersneed to know what is happening at any moment, so that when a problem occurs, they have a reasonable
view of what is happening in the shop and what the options are (if any) that exist”.

The simplest scheduling problems are related to thepotential constraintsandPERT/CPM (Program Evaluation
and Review Technique/Critical Path Method)methods. In both cases valued graphs are associated with the scheduling
problem:tasksare represented by nodes, while theordering relationshipsare depicted by arcs. It is assumed that there
is no shared resources. Nevertheless this approach has been extended by modeling resource constraints through non
conjunctive graphs which allow conflicts between tasks to be represented [BAL 69, ERS 79].

Transitions timed Petri netsallow tasks(represented by transitions),resources(represented by places) andcon-
straints(potential and resources) to be modeledwithin a single formalism. Because of the complexity of scheduling
techniques and of their combinatorial aspect, many results are fortimed marked(or event) graphs. They do not al-
low the modeling of shared resources but represent a generalization of PERT/CPM-like graphs, allowing the study of
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Figure 6: Immediate progress and optimal schedule.

repetitive schedulings(i.e. the case in which tasks have to be executed cyclically on parts of the same class). Clearly
a Flexible Manufacturing System operates in a way which is not purely cyclical and repetitive. However repetitive be-
haviors are of great interest because they correspond to steady states and are thus important elements to compare FMS
architectures or shop floor layouts. Moreover, at the level of subsystem coordination (workstation or cell control), the
operation is commonly repetitive even in a flexible environment (routings may vary but local operations are similar).
An accurate evaluation of each subsystem performance is very important for issues such as load balancing between
workstations or cells [FRE 88, FRE 89].

TheCritical pathconcept in PERT-like graphs can be complemented withCritical cyclesin TMG (Timed Marked
Graphs). The classicalmakespanconcept (i.e. total production time), can be directly transformed into thegeneralized
makespanconcept (i.e. the production cycle time) [CAR 88]. Computations of these and other figures have been
presented in [CHR 86][CAM 89][COH 85] [DUB 88] [COH 89]. In the last three works, an algebraic representation
of timed marked graphs in terms of recurrence equations is provided. These equations are linear in a non conventional,
{max,+}, algebra (apath algebra). Earliest and latest starting times of activities in steady-state can be computed.

To optimize the generalized makespan in TMGs (dont forget decision-free systems!) is straightforward: fire
transitions as soon as possible. Under this scheduling strategy, the analysis of TMGs can be done with polynomial
algorithms. Nevertheless, extensions shows that the computation of earliest schedules is a NP-complete problem
[RAM 80] even for Free choice nets (in [MAGO 87] the minimum cycle time for some live and safe free-choice nets is
reduced to a set partition problem). Earliest schedules can be computed for TPNs by means of a LPP over theearliest
state graph[CAR 88] (a reachability-like graph, that frequently is too large).Decision Support Systems (DSSs)based
on TPNs for Flexible Manufacturing are outlined in [RAV 86] [FRE 87]. They represent help in the search of possible
solutions.

Job-Shop systems applications have been considered in [COH 85, DUB 88, HIL 88, HIL 89] using TMGs models
and cell ones in [FRE 87, FRE 88].

Even if TMGs represent an extension of PERT/CPM methods, shared renewable resources (i.e. concurrency
relationships) cannot be modeled. WhenTimed Petri Nets(TPNs) are considered, resources can be modeled. Decision



Petri Nets and Flexible Manufaturing (rebuilt version January 24, 2005) 20

rules corresponding toheuristic schedulingcan be elaborated and tested bysimulationusing a Petri net based discrete
event simulator [DUB 89]. However, theimmediate progress rulefor firing (i.e. fire as soon as the transition is enabled)
can lead to non optimal schedules. This is nothing more than a particular case of a well known principle in optimization
theory:The optimal behavior cannot be reached, in general, using only local rules (i.e. partial information). Figure 6
shows an example in which it is better to wait for the firing of transitionθb, and resolve the subsequent conflict for
θe. The different shadings in the schedules correspond to the different transitions. In this particular case, the optimal
scheduling rule (fireθe beforeθb) can be expressed in a very simple way by addingp, a new place:•p = θe, p

• = θb.
If p is added, mutual exclusion placeX can be removed, while the steps are preserved (i.e.X becomes concurrent
implicit). The net obtained after removal ofX and the addition ofp is a TMG.

It can also be pointed out that placep corresponds to aglobal decision rulein anheuristic scheduling approach
and that it may be implemented in a non-automated factory by aKanbanbased mechanism (see§2.2.2).

Remark 1. If θa = θb = θc = θd = θe = θf = 1 for the net in Figure 6, the LPP in§3.4 produce a non-reachable
bound for the cycle time: 3 instead of 4. ♦ R1

Remark 2. Let us consider again the net model in Figure 3. IfΠ1 = 1 (i.e. there exists a part to be loaded) whent1
is enabled, with the immediate progress rule,θ1 = 0. Analogously, ifΠ2 = 0 (i.e. there exists no part waiting to exit
the cell) whent7 is enabled,θ7 = 0. Moreover, ifθ4 = θ9 = 0, θ2 = θ5 = θ8 = θ10 = 1, θ3 = 3, θ6 = 2 and
Mo(O) = 1, the earliest schedule is 5. It can be reached by always solving the conflict betweent1 andt9 in favor of
the first. Because the net is simple, liveness is preserved even if local fairness is not assured! ♦ R2

Remark 3. If the evacuation of finished parts is frequently saturated (i.e. frequentlyΠ2 = 1 for some time whilet7
is enabled), the expected value ofθ7, E(θ7), can be positive. AssumingE(θ7) = 2, the optimal scheduling is not the
one considered in remark 2, but just the reverse (i.e. firet9 instead oft1). ♦ R3

The above remark points out that, in practice, the scheduling must know inreal-timewhat happens in the controlled
plant. For the considered example, thet1 − t9 conflict must be resolved as a function of the expected wait induced
by the exit of finished parts. Thestate of the environmentof the production cell is partially characterized, in this case,
by sensorsΠ1 andΠ2. In other words, the idea ofon-line(or closed-loop) scheduling is pointed out against the more
traditionaloff-line approach. This aspect reinforce the interest ofheuristic approachesbased on decision rules which
are used in real-time i.e. at theglobal coordination level.

So far, we have seen that Petri nets are an efficient tool forheuristic schedulingand for the computation of a
provisional schedule in the case ofrepetitiveoperation. When the elaboration of a schedule based on an estimated order
list in a highly flexible manufacturing system is concerned, another complementary approach seems very promising:
constraints propagationoperating on time intervalsandsequences between groups of operations produces interesting
results [ERS 86b]. At each step, groups of operations which are in conflict for a given resource and have therefore to be
executed in sequence are considered. New sequential constraints are deduced by considering simultaneously time and
resource constraints. The introduction of this new sequential constraint is propagated through all the part routes, and
production time intervals (earliest starting time, latest due date) are updated for all operations. In doing so, infeasible
sequences are progressively eliminated, and the final set of constraints determines the set of all feasible schedules.
Such an approach can be seen as the progressive elaboration of a time Petri net. The use of specific languages oriented
to constraint propagation approaches such as Prolog III seems promising to perform this work.

As concluding remarks, it has been pointed out that Petri nets are highly suitable as a modeling formalism integrat-
ing tasks, potential and resource constraints. Important success has been obtained for the case of TMGs, generalizing
in an interesting way the PERT/CPM method. Nevertheless, generalization of the net subclass leads to difficult prob-
lems and much further work is needed.

4.2 Global Coordination.

As it has been shown in§2.4, Petri nets are very useful at the global coordination level where real-time decision making
is required to execute the planned and scheduled production in the manufacturing shop. These real-time decisions have
to be consistent with the schedule (explicit or implicit schedule) which can be given either by time intervals associated
with the tasks (earliest starting time - latest starting time), by an ordering (taskA has to precede taskB), by a set of
rules (operate the shortest task first) or by a combination of the three.
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The real-time decisions of the coordination level also have to be consistent with the manufacturing shop. Petri nets
describe the sequential constraints which have to be respected at any time, in any situation. These are essentiallypart
routesandmutual exclusionsduring machine utilizations.

On the other hand, explicit schedules and decision rules are used for optimization purposes; they are desirable, not
compulsory. Some are more important than others. For example, a violation of the schedule implies rescheduling or
delaying delivery. From a Petri net point of view, they allow conflict resolution (among transitions or among tokens in
input places of enabled transitions).

Therefore, the Petri net can be seen as acontrol structureof a rule-based systemwhere the rules operate onobject
attributes(parts, machines, tools) represented by tokens. It is why high level Petri nets have generally to be used [ALL
84, BRU 86b, CAS 89, DIL 87, KAM 86, MAR 87, NAR 86, VAL 88a].

In one case however, place/transition nets or even condition/event nets are sufficient: a strict Just-In-Time schedul-
ing with only one class of products [BER 88, HAS 88, KOM 85]. In fact, as it has been mentioned in§2.2.2, as all
the parts have to reach the input of the machines exactly in time, the corresponding places may not contain more than
one token and no conflict may occur. This simple case is already used in industry [BER 88] at the global coordination
level of an FMS because it is similar to the the use of a Petri net for local control or coordination of a subsystem such
as a workstation.

The general case is still under investigation because it requires the implementation of high level nets. Rule-
based systems are well suited to describe the part of the decision making process which does not directly involve
the sequential constraints. Some criteria may be imprecise, contradictory, etc. This is why Artificial Intelligence
techniques are commonly considered as necessary to solve the problem [FOX 83, BEN 86]. It must be pointed out that
these rules may be the result of anheuristic schedulingor that they may be elaborated as a complement of aprovisional
schedule, letting some choices to be resolved in real-time (for example the result of aconstraint propagationbased
scheduling). In the Petri net community, it is generally assumed that the implementation of automated decision making
process in real-time should involve a Petri net interpreter and a knowledge-based inference engine working together.
Mixing Petri nets and A.I. approaches are under investigation in many research laboratories [ATA 86, CAR 89, FLE
89, MAR 88, MUR 89, TON 86, VAL 88b].

Another point which has to be underlined is that Petri net utilization at theGlobal coordinationlevel increase
thesecurity and reliabilityof FMS Control. As the Petri net based model describes the part routes and the machine
allocation, if the control implementation includes a Petri net interpreter, it will necessarily include a representation of
the manufacturing shop which is interpreted in real-time. This representation can be considered as anobserverspying
on the actual system and checking in real-time that its behavior is exactly the behavior foreseen by the designer [SAH
87, VEL 88]. In other words, all the update messages have to correspond to an enabled transition in order to be taken
into account. If not, then a fault is detected and some diagnosis and restoration is required [CAR 89]. This aspect is
essential to understand the superiority of any Petri net approach in relation to purely Artificial Intelligence ones.

4.3 Local Control: Programmable Logic Controllers, Grafcets and Petri Nets.

At the local level, many different kinds of machines can be controlled. Let us very briefly review this control level
pointing out where Petri Nets (and the Grafcet) are used.

A usual trend in automation engineering is to provide specific languages for different application domains. For
example, block diagrams for continuous process control and special purpose languages for CNC (Computer Numeric
Control) or Robot Programming are used. In many cases, the controller is essentially a switching automaton, and
a class of special purpose real-time computers namedProgrammable Logic Controllers(PLC) is used. At the be-
ginning (some twenty years ago) PLCs were low-end replacements for relays, but actually they incorporate many
additional/complex functions, approaching the functionalities of general purpose process computers. PLCs are em-
ployed in extremely different control application domains ranging from batch processes to traffic light systems or from
flexible manufacturing to lift systems. Additionally, in continuous process control applications, PLCs are also used
for supervisory/alarm functions, start-up/shut-down operations, etc.

One key feature of the important industrial success of PLCs is their problem- oriented-easy-to-learn programming
languages [SIL 89]. They are designed with their most frequent users in mind:process-plant maintenance people.
Thus, the most frequent programming languages are based onladderor logic diagramsandboolean algebra. When
the local control is of greater complexity, the above kinds of languages may not be well adapted (in fact a particular
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hardware implementation is being transposed into a program, instead of a direct coding of the functionalities!). Some
PLCs incorporate technology independent languages based on graphical formalisms adapted to the specification of
sequential and concurrent systems. Among these formalisms, state diagrams and algorithmic state machines (ASM)
are popular for sequential systems. For concurrent systems, the Grafcet is a CEI (Commission Electrotechnique
International) standard derived from Petri Nets, and it is widely used.

For the definition of the Grafcet, the reader is referred to the literature (e.g. [VAL 78, BLA 79, DAV 89]). Struc-
turally speaking the Grafcet (Graphe de Commande Etape-Transition), is analogous to place/transition nets, if places
are substituted by “etapes”. A Grafcet is an interpreted “logic” graph in which the “etapes” work as“flip-flops” (in
P/T nets the places work as“counters”). So the following happens:

1. “Etapes” are by definition 1-bounded:activeor inactive. The firing of the input transition of an active “etape”
is possible but does not change its state.

2. If an effective conflict exists, the transitions in conflict can besimultaneouslyfired (this dangerous peculiarity is
known as“interpreted parallelism”).

The above facts destroy most of P/T net analysis techniques (p-invariants, reduction rules, etc.). Therefore, it
is always suggested that the interpreted parallelism should not be used. If this constraint is assumed, even if some
differences remains, in practice the Grafcet “can be viewed” as a normalization of (contact-free) condition/event nets
for switching automata applications (in particular for PLC based implementations). Actually, Grafcets are widely used
in industry.

Implementation concepts and techniques for some P/T nets provided with interpretations tailored to the switching
automatisms applications domain have been presented in several works (see, for example, [SIL 83, ALB 86, ATA 86,
COL 86, MUR 86, CRO 87]).

5 Conclusions.

Just by having a look at the references, it is clear that the application of Petri net theory to FMS is a very rich domain.
It is important to point out that the time for industrial application on a large scale seems to be close because papers
written by people from industry describing actual applications can be found [BER 88, DUB 89, MUR 84].

Let us now briefly sum up some advantages of this approach:

• partial orders among events can be described, to meet with flexibility requirements,

• states and events are explicitly represented,

• a unique family of tools is used throughout the specification, modeling, qualitative validation and performance
evaluation, implementation and operational process,

• the same family of tools is used within various functions of an FMS and at various levels (scheduling, global
coordination and local control). It represents an important aid for integrating the whole system,

• an accurate, formal description of the synchronization mechanisms is provided, something essential to achieve
security.

From scheduling to real-time control, Petri net theory offers solutions for design, performance evaluation and
implementation. For example, the interested reader is pointed to the invited sessions on Petri Nets and Flexible
Manufacturing [GEN 88] [SIL 87b]. Nevertheless much work is still needed to derive structured net models (i.e. how
to compose, how to refine, ...), to have efficient algorithms to compute performance even for transient behaviors (i.e.
non steady-state), to produce efficient and distributed code for control purposes, to dress a more complete scheduling
theory, ...

Additional issues now concern systems which have to be highly flexible and may have abnormal behaviors includ-
ing diagnosis in case of disruption and system reconfiguration. It is a domain where knowledge representation has to
be sophisticated and sometimes has to be able to take into account uncertainty. As a matter of fact, the introduction
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into software modules of theknow howof decision makers which operate in real-time in flexible systems and have to
take into account human factors is not easy. It is the reason why much work now concerns hybrid approaches using
Petri nets and A.I. techniques.

Acknowledgments: The authors are grateful for the helpful comments of R. David, J. Erschler, P. Freedman, J.C.
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