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Abstract—3-D video will become one of the most significant
video technologies in the next-generation television. Due to the
ultra high data bandwidth requirement for 3-D video, effective
compression technology becomes an essential part in the infra-
structure. Thus multiview video coding (MVC) plays a critical
role. However, MVC systems require much more memory band-
width and computational complexity relative to mono-view video
coding systems. Therefore, an efficient prediction scheme is neces-
sary for encoding. In this paper, a new fast prediction algorithm,
content-aware prediction algorithm (CAPA) with inter-view mode
decision, is proposed. By utilizing disparity estimation (DE) to
find corresponding blocks between different views, the coding
information, such as rate-distortion cost, coding modes, and mo-
tion vectors, can be effectively shared and reused from the coded
view channel. Therefore, the computation for motion estimation
(ME) in most view channels can be greatly reduced. Experimental
results show that compared with the full search block matching
algorithm (FSBMA) applied to both ME and DE, the proposed
algorithm saves 98.4–99.1% computational complexity of ME in
most view channels with negligible quality loss of only 0.03–0.06
dB in PSNR.

Index Terms—3-D video, disparity estimation, H264/AVC, mo-
tion estimation, multiview video coding.

I. INTRODUCTION

M ULTIVIEW video can provide users with a sense of
complete scene perception by transmitting several

views to the receivers simultaneously. It can give users a
vivid information about the scene structure. Moreover, it can
also provide the capability of 3-D perception by respectively
showing two of these frames to the eyes. With the technology
of 3D-TV [1], [2] and free viewpoint TV (FTV) [3]–[5] getting
more and more mature, multiview video coding (MVC) draws
more and more attention. Besides, some multiple camera arrays
have also been proposed for 3D video applications [6], [7] as
shown in Fig. 1. In recent years, JVT/MPEG 3D auido/video
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Fig. 1. Multiple camera arrays that have been built. (a) 128-camera array [6].
(b) Self-configurable camera array [7].

(3DAV) group has worked toward the standardization for MVC
[8], which also advances the multiview video applications.
From the discussion in JVT/MPEG 3DAV meetings, the devel-
oped coding scheme for multiview video settings mainly uses
H.264/AVC with exploiting temporal and inter-view depen-
dencies [9]. That is, many coding tools of MVC in the related
research area are based on the hybrid coding scheme and highly
related to H.264/AVC [10].

Although MVC is an emerging technology, huge amount of
video data and ultra high computational complexity make it
difficult to be realized. An H.264/AVC encoder requires com-
puting power of about 1.3 tera-operations/second (TOPS) on a
general-purpose processor to encode single-view HDTV720p
videos (1280 720, 30 frames/second) in real time [11]. Dif-
ferent from mono-view video coding, disparity estimation (DE)
is also utilized to reduce inter-view redundancy in MVC. Many
DE algorithms have been proposed [12]–[15] to enhance the
quality of the depth map for view synthesis or other intelli-
gent video processing. Taking coding efficiency into considera-
tion, block-based DE, like motion estimation (ME), is more ap-
propriate for MVC because it has better compatibility with the
existing video coding standards. Consequently, the prediction
part, which consists of ME and DE, becomes the most compu-
tationally intensive part in an MVC system. Taking a three-view
coding structure shown in Fig. 2 as an example, an instruc-
tion profiling of this coding structure is analyzed, as shown in
Table I. It shows that the prediction part occupies 95% compu-
tational complexity in an MVC system. The proportion is even
higher in some MVC systems with more complex coding struc-
tures. Therefore, ultra high computational complexity is a crit-
ical design challenge for MVC, especially in the prediction part.

In an MVC system, ME removes the temporal redundancy
while DE removes the inter-view redundancy. Because of the
setup structure of multiple cameras, there is close relation
between motion vectors and disparity vectors in neighboring

1520-9210/$25.00 © 2008 IEEE

Authorized licensed use limited to: National Taiwan University. Downloaded on April 18, 2009 at 02:55 from IEEE Xplore.  Restrictions apply.



1554 IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 10, NO. 8, DECEMBER 2008

Fig. 2. Illustration of an example of a three-view coding structure. The white
blocks represent frames, and the arrows represent prediction directions.

frames. The correlation is shown in Fig. 3. It can be described
as [16], [17]

(1)

By utilizing the correlation between motion and disparity
fields, some new coding methods for MVC have been pro-
posed [18]–[20]. Guo et al. have proposed an inter-view
motion model to model the temporal motions at different
views [18]. “Inter-view direct mode” has been introduced to
enhance the coding efficiency. Although the target of 4%–6%
bit-rate saving is achieved, the complexity is increased due
to additional global DE. On the other hand, according to the
correlation between views, another kind of redundancy called
“computational redundancy” exists in addition to temporal
and inter-view redundancies. Based on this concept, a fast
prediction algorithm has been proposed to save the computa-
tion of ME for stereo video coding in our previous work [19].
However, the coding structures in MVC are more complex than
that in stereo video coding. Besides, the previous work cannot
deal with variable-block-size ME and complex mode decision.
Moreover, Lai et al. have proposed predictive fast motion and
disparity search. They track along the first estimated field (dis-
parity/motion field) to get candidate vectors for the other field
(motion/disparity field) [20]. Great computational complexity
is saved with quality loss of 0.1–0.2 dB in PSNR. However, the
ME with variable block size is not taken into consideration in
their predictive search as well. In summary, all of the previous

TABLE I
INSTRUCTION ANALYSIS OF AN MVC ENCODER WITH THE

CODING STRUCTURE SHOWN IN FIG. 2

Fig. 3. Rrelation between disparity vectors and motion vectors.

work only reuses motion or disparity vectors from other views
or time slots. There are still some inter-view coding informa-
tion, such as rate-distortion cost and coding modes. They can
be further adopted for complex mode decision and complexity
reduction.

In this paper, a new fast prediction algorithm, content-aware
prediction algorithm (CAPA) with inter-view mode decision, is
proposed for MVC. Based on the fact that the video contents
are highly related between view channels, the proposed algo-
rithm greatly reduces computational complexity while main-
tains video quality. The remainder of the paper is organized as
follows. Section II describes the analysis of macroblock pre-
diction modes in MVC. Next, the proposed CAPA is presented
in Section III. Section IV shows the simulation results. Finally,
Section V concludes this paper.

II. ANALYSIS OF MACROBLOCK PREDICTION MODES IN MVC

First, the coding structure of MVC is introduced. Many
coding structures have been evaluated [21]. However, there

(2)

(3)
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Fig. 4. Illustration of an MVC structure. The arrows represent the prediction directions, and the gray regions are the search windows for � .

is no unique coding structure which is appropriate for every
video sequence. The selection of coding structures highly relies
on the video contents and the corresponding camera setup.
Fig. 4 shows the illustration of one coding structure, where
the prediction directions of ME and DE are represented by
arrows. For convenience of interpretation, the view channel

is regarded as the left channel, and the view channel is
regarded as the right channel. There are two types of compen-
sated blocks. They are the motion-compensated blocks and the
disparity-compensated blocks, which are illustrated as
and in Fig. 4, respectively. According to Lagrangian
mode decision, the best type of compensated blocks is selected.
For each macroblock in the current frame, the costs of ME and
DE are computed by (2)–(3), as shown at the bottom of the pre-
vious page, where and are the minimum costs
of motion-compensated and disparity-compensated blocks,
respectively. is the current block in the right channel.
is a block of the reference frame in the right channel. is a
block of the reference frame in the left channel.
and are the search windows for the current block

. After ME and DE, the best matched blocks in the two
search windows can be derived. Then the final prediction mode
can be decided by selecting the one with lower cost.

There are several prediction modes defined in H.264/AVC
standard. In our analysis of mode distribution, the prediction
modes are classified into four categories, that is, INTER_ME,
INTER_DE, INTRA, and SKIP modes. As shown in Fig. 5, the
current macroblock can be predicted by ME from the reference
frame in the same view channel, where INTER_ME mode can
remove temporal redundancy. On the other hand, INTER_DE
mode can remove inter-view redundancy by DE from the ref-
erence frame in the neighboring view channel. If the inter pre-
diction cannot predict well, INTRA mode can predict the cur-
rent macroblock by utilizing boundary pixels in the neighboring
macroblocks. Moreover, SKIP mode utilizes the motion vector
predictor to predict the current macroblock without performing
inter prediction. It not only reduces the computational com-
plexity but also saves the coding bits for motion vectors. The
mode decision between INTER_ME and INTER_DE is closely

Fig. 5. Current macroblock can be predicted by various prediction modes.
These prediction modes are classified into four categories: INTER_ME,
INTER_DE, INTRA, and SKIP modes.

related to video contents [19]. Therefore, the mode classifica-
tion can reflect the features of video contents.

According to the classification, Fig. 6 shows the mode
distribution with various quantization parameters (QPs). It
shows that the distribution of INTER_ME and SKIP mode has
larger variation with various QPs. SKIP mode is the dominant
mode at lower bit-rates (high QPs), while INTER_ME and
INTRA modes are dominant at higher bit-rates (low QPs). The
distribution is similar to that in mono-view video coding. The
main difference between mono- and multiview video coding is
INTER_DE mode, which is used in 5–10% macroblocks in a
frame. The percentage of INTER_DE-mode macroblocks relies
on the video contents. As shown in Fig. 6(c), the moving ob-
jects are usually predicted by INTER_DE because INTER_ME
cannot predict well in the areas.

It is observed that certain types of macroblocks which are
originally encoded by INTRA mode in mono-view video
coding are encoded by INTER_DE mode in MVC. Fig. 7
shows the statistics of the ratio that INTRA mode is replaced
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Fig. 6. Mode distribution analysis of two test sequences. Four main prediction
modes are analyzed for sequences (a) “Rena” and (b) “Akko & Kayo.” (c) Il-
lustration of the compensated block types. The highlighted blocks with yellow
boundaries are predicted by INTER_DE mode.

by INTER_DE mode after applying DE. In the cases of median
and low bit-rates, over 50% macroblocks which are originally
INTRA-coded in mono-view video are instead predicted by
INTER_DE mode in MVC. The video contents of these mac-
roblocks usually contain objects with fast motion or occlusions,
as shown in Fig. 7(b) and (d). In summary, in an MVC system,
the most general types of video contents are predicted by
INTER_ME and SKIP modes, while INTRA mode can predict
the macroblocks which contain more homogeneous or textural
video contents. In addition, some complex video contents
with fast moving objects or occlusions can be coded with
INTER_DE mode.

It is also observed that the mode distribution of two views
are very similar. In mono-view video coding, there are many
coding tools adopted to extract data redundancies and remove
them. When the video contents are extended from single view to
multiple views, another data redundancy appears. On the condi-
tions that cameras are setup with close parallelized structure, the
video contents of different views are usually similar. This inter-
view similarities exist not only in the video contents but also in
the prediction modes. An example is shown in Fig. 8. Two views
are encoded separately by an H.264/AVC encoder. The mac-
roblock partition is marked on the reconstructed frames. Black

and white blocks represent inter- and intra-predicted blocks re-
spectively. It shows that the inter-view correlation is high. In
other words, if the correlation is successfully explored, the com-
putational complexity of the prediction part in MVC can be
greatly reduced.

The analysis of macroblock prediction modes for MVC is
summarized as follows.

• SKIP mode provides good coding performance and re-
quires little computational complexity in both mono- and
multiview video coding.

• INTRA mode tends to be replaced by INTER_DE mode in
MVC when the current macroblock contains objects with
fast motion or occlusions.

• In most cases, the video contents are similar between
view channels. It results in the similar mode distribution
between view channels. Therefore, there exists compu-
tational redundancy, and the inter-view information can
be obtained with DE to predict the coding information.
An efficient prediction algorithm with content-aware
functionalities can effectively save the unnecessary com-
putation.

III. PROPOSED CONTENT-AWARE PREDICTION ALGORITHM

(CAPA) WITH INTER-VIEW MODE DECISION

According to the analysis in the previous section, the con-
tent-aware prediction algorithm (CAPA) with inter-view mode
decision is proposed to save unnecessary computational load by
exploiting the correlation between view channels. By utilizing
various features of video contents in the coded view channels,
macroblock coding modes and their corresponding motion vec-
tors can be predicted with the aid of DE and the coding informa-
tion of neighboring views. Therefore, ME computational com-
plexity can be greatly reduced. In this section, the system ar-
chitecture of the multiview hybrid coding system is introduced
first, followed by the details of the proposed algorithm.

A. System Architecture

The block diagram of the multiview video encoder with the
proposed CAPA is shown in Fig. 9. The encoder adopts the
coding tools defined in H.264/AVC standard. Input views are
classified into two types of view channels, the primary channel
and the secondary channel. A view channel is regarded as a pri-
mary channel if no reconstructed frames in other view chan-
nels are used for reference when performing mode decision.
Therefore, there are no DE operations in primary channels. The
coding flow of a primary channel is identical to the flow of
mono-view video coding. The block engine includes quantiza-
tion, transform, and deblocking filter, etc. After the Lagrange
mode decision, the coding information, including the rate-dis-
tortion costs, the optimum macroblock coding mode, and the
corresponding motion vectors of the primary channel are stored
for the proposed CAPA. The main difference between the pri-
mary and secondary channels is the CAPA part, which con-
tains DE, twin-MB selection, inter-view mode decision, and
content-aware ME. Each of them is introduced in the following
subsections. In CAPA, DE is performed prior to ME. The pur-
pose of performing DE first is to extract the correlation between
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Fig. 7. Statistics of ratio that INTRA mode is replaced by INTER_DE mode after applying DE. Disparity compensated macroblocks which are originally coded
with INTRA mode in mono-view video coding are highlighted in subjective views (areas with yellow boundaries). Dark macroblocks are coded with INTRA
mode in both cases of mono- and multiview video coding. (a) Mode analysis of “Rena.” (b) Coding mode illustration of (a) with �� � ��. (c) Mode analysis of
“Akko&Kayo.” (d) Coding mode illustration of (c) with �� � �.

Fig. 8. Illustration of macroblock partition after variable-block-size ME. Two
views are independently encoded without DE. (a) Left view. (b) Right view.

views, and the coding information of the corresponding neigh-
boring coded view can be retrieved. With the corresponding
coding information, the inter-view mode decision part decides
the most probable coding mode for the current macroblock. The
most probable coding mode is one of the modes described in
Section II, that is, INTER_ME, INTER_DE, SKIP, or INTRA
mode. If INTER_ME is chosen as the most probable coding
mode by inter-view mode decision, it means ME is further re-
quired for better coding efficiency of the current macroblock,
and thus proposed content-aware ME is performed. Content-
aware ME is a predictor-centered ME algorithm, and it also uti-
lizes the inter-view coding information. Note that, the numbers
of primary and secondary channels are decided according to the
coding structure. The numbers of secondary channels are nor-
mally much more because DE can effectively enhance coding
efficiency [9]. After all views are encoded, the compressed bit-
stream of each channel is assembled and transmitted.

Fig. 9. Block diagram of the multiview video encoder with the proposed
CAPA.

B. Disparity Estimation and Selection of Twin-Macroblock

DE is performed between the reference frame in the primary
channel and the current macroblocks in the secondary channel.
The minimum rate-distortion cost, , is decided by (3).
The macroblocks in the primary channel are overlapped by
the corresponding best matched block indicated by a disparity
vector. And among the macroblocks the one with the largest
overlapped area is called the “twin-macroblock,” as shown
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Fig. 10. Twin-macroblock is the macroblock in the primary channel which
is overlapped by the corresponding best matched disparity compensated block
with the largest overlapped area. In this case, MB2 is the twin-macroblock.

in Fig. 10. To predict the most probable coding mode for the
current macroblock in a secondary channel, it is required to
retrieve the related coding information from the twin-mac-
roblock in the coded primary channel. As illustrated in Fig. 10,
when performing DE, the corresponding best matched block
indicated by the disparity vector is derived by

(4)
where represents the current macroblock in a secondary
channel , and represents the search candidates located
in the search window in the primary channel . Therefore,
MB2 is regarded as the corresponding twin-macroblock of the
current macroblock in Fig. 10. Note that the rate part of the
block-matching cost is not considered here for deriving the
twin-macroblock in the primary channel. However, the best
disparity compensated block for coding can still be searched by
Lagrangian mode decision at the same time without additional
computation. The coding information of the twin-macroblock
is then stored for the following inter-view mode decision and
content-aware ME.

C. Inter-View Mode Decision

After the selection of a twin-macroblock, the coding informa-
tion of the twin-macroblock, which includes the rate-distortion
cost, the optimum macroblock coding mode, and the corre-
sponding motion vectors, is retrieved. The purpose of inter-view
mode decision is to choose the most probable coding mode
among INTER_ME, INTER_DE, SKIP, and INTRA modes.
SKIP mode is a useful and simple coding tool in H.264/AVC,
where the motion vector predictor is adopted for the current
macroblock to generate a compensated block. Therefore, the
ME computation of a macroblock can be entirely saved if SKIP
mode can be pre-decided. SKIP mode is also effective in the
multiview video encoder. On the other hand, INTRA mode is
chosen by a lot of macroblocks in a frame in the condition of
high bit-rate, as shown in Fig. 6. Therefore, if INTRA mode
can be pre-decided, many computation operations for ME can
be saved by utilizing the correlation between views. In short,
the unnecessary computation for ME can be saved if SKIP,
INTRA, or INTER_DE mode is chosen. Therefore, inter-view

Fig. 11. Decision and data flows of inter-view mode decision.

mode decision can be regarded as an early termination scheme
for the following ME.

Fig. 11 shows the decision and data flow of the proposed
inter-view mode decision. Solid lines and grey blocks represent
the decision flow, and dotted lines represent the data flow. First,
intra prediction is performed, and the optimum rate-distortion
cost among several modes in intra prediction, , is
derived. It is followed by the cost computation of SKIP mode,
and is then derived. and are
compared with , which is derived from DE. If
or is the smallest, the mode of the twin-macroblock
is checked. If the twin-macroblock is also coded by the same
mode, it implies that it has high possibility to be the best coding
mode for the current macroblock. Then the rate-distortion cost
of the twin-macroblock, , is compared with
or . Finally, the current macroblock is predicted by
SKIP/INTRA mode if / is still smaller
than . Otherwise, the current macroblock is assigned
to INTER_ME mode and the following content-aware ME is
performed.

On the other hand, if is the smallest among three
coding modes, the data flow is different from the other cases.
According to the analysis introduced in Section II, mac-
roblocks contain objects with fast motion tends to be encoded
by INTER_DE mode. In addition, INTRA mode tends to be
replaced by INTER_DE mode in MVC when the current mac-
roblock contains objects with fast motion or occlusions. Based
on these two concepts, the coding modes of the twin-mac-
roblock and the neighboring coded macroblocks are utilized
and checked. A parameter, , is defined as follows,

if the twin-macroblock is INTRA-coded,
otherwise.

(5)
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TABLE II
DEFINITION OF THE PARAMETER SET �

Fig. 12. Macroblock partition rule defined in H.264/AVC. It follows the hier-
archical and symmetric manner.

shows whether the twin-macroblock is INTRA-
coded or not. Then INTER_DE mode assignment is described
by the following equation:

if
otherwise.

(6)

In the above equation, a parameter set, ,
is defined to adjust the threshold of the early termination of
ME, as shown in Table II. stands for the count of
neighboring macroblocks which are encoded by INTER_DE
mode. The neighboring macroblocks are the left, top, and top-
right macroblocks relative to the current macroblock. Therefore,

. The value of relies on
and . is bigger in the case that the twin-macroblock
is coded by INTRA mode. Similarly, the more neighboring mac-
roblocks coded by INTER_DE mode are, the bigger is. In our
simulation, the values of are empirically chosen
between 0.1 and 2.0, that is

Therefore, the coding mode can be decided after inter-view
mode decision. If the current macroblock is assigned to INTRA,
SKIP, or INTER_DE mode, the following ME operation can be
skipped. Otherwise, content-aware ME is performed.

D. Content-Aware Motion Estimation

To further reduce the computational complexity of ME in the
secondary channels, content-aware ME is proposed. As shown

Fig. 13. Illustration of inter-view motion vector prediction. (a) Coding infor-
mation of the reference frame to be used is stored in the memory. The 16� 16
area of the best matched block derived from DE is split into sixteen 4� 4 sub-
blocks. (b) Each subblock is assigned a motion vector. (c) An initial guess of the
motion vector, CAPA motion vector predictor, is set for each macroblock type
according to partition labeling.

in Fig. 12, there are seven macroblock partition types according
to their block sizes such as 16 16, 8 8, and 4 4, etc. in
H.264/AVC [22]. Content-aware ME is proposed to predict the
macroblock partition and the corresponding motion vectors of
the current macroblock. The proposed algorithm consists of two
parts, inter-view motion vector prediction and motion vector re-
finement with small search range. The illustration of inter-view
motion vector prediction is shown in Fig. 13. After the frame in
the primary channel is encoded, the coding information is stored
in the memory. The location of the best matched block has al-
ready been derived from DE shown as the grey area in Fig. 13(a).
The grey area is split into sixteen 4 4 subblocks. Each sub-
block covers a 4 4 area in the reference frame, and then it is
assigned with the motion vector of the 4 4 area in the coded
reference frame. Note that if the 4 4 area contains more than
one different motion vectors, the assigned motion vector is the
motion vector of the coded subblock with the largest overlapped
area by the best matched block. To prevent prediction error prop-
agation, there are not any early termination and fast prediction
schemes applied in the primary channel, which means all kinds
of cost must be calculated in the primary channel. Besides, no
matter what kind of mode is selected for coding, the best inter
prediction mode and its corresponding motion vectors are stored
in the primary channel. Therefore, if the covered macroblock in
the reference frame is predicted by INTRA or SKIP mode, the
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Fig. 14. (a) Data flow and (b) pseudocodes of searching the optimum motion vectors. Note that the motion search is performed for each macroblock type.

macroblock partition and its corresponding motion vectors are
still available for the proposed algorithm.

After each 4 4 subblock is assigned a motion vector, the
process of “partition labelling” begins. The subblocks with the
same motion vectors are assigned to the same label, as the labels
“a, b, c, d, e, f” shown in Fig. 13(b). Next, an initial guess of the
motion vector, which is called “CAPA motion vector predictor,”
is set for each marcoblock type according to partition labelling.
An example is shown in Fig. 13(c). To provide a good initial
guess of a motion vector, the most representative value should
be chosen. For example, when setting the CAPA motion vector
predictor for a 16 16 block, the value of the label which ap-
pears the most times is chosen as an initial guess, which is “c”
in Fig. 13(c).

In addition to the initial guess provided from inter-view
coding information, the motion vectors of the left, top, top-right
neighboring macroblocks, and zero motion vector, are also
adopted as the initial guesses to enhance the coding efficiency.
That is, for each macroblock type, there are five initial guesses
of motion vectors. The optimum initial guess is chosen by
Lagrange mode decision, and then the refinement with a small
search range is performed around the optimum initial guess.
Fig. 14 shows the data flow and the corresponding pseudocodes
of searching the optimum motion vectors. Because the proposed
algorithm is a predictor-centered ME, the required search can-
didates are much less than that for full search block matching
algorithm (FSBMA). Therefore, computational complexity can
be greatly reduced.

IV. SIMULATION RESULTS

The proposed algorithm is implemented by modifying
the MVC-configuration in JSVM4.5 [23]. Sequences
“Akko&Kayo,” “Ballroom,” “Exit,” and “Rena,” with size
640 480 are tested. They are standard sequences released by
JVT/MPEG 3DAV Group [9]. Two- and three-view channels
of these sequences are chosen for simulation. The four coding
structures adopted in our experiments are shown in Fig. 15.
The grey blocks represent the frames in the primary channel,

Fig. 15. Four coding structures for experiments. The grey blocks represent the
frames in the primary channel, and the white blocks represent the frames in
the secondary channels. (a) Two views with IPPP structure. (b) Two views with
IBPBP structure. (c) Three views with IPPP structure. (d) Three views with
IBPBP structure.

and the white blocks represent the frames in the secondary
channels. The test condition is shown in Table III. The search
ranges of DE and ME are both in the horizontal
direction, while the search range of DE is in the ver-
tical direction. The search range of DE is not a square because
the cameras to capture these sequences are parallel-structured
[9]. Thus the candidate blocks can be assumed in a belt-shape
region [24]. Note that in the simulation of ME complexity, the
index “search candidate per macroblock” is adopted to make
the data independent of various hardware platforms.

A. Quality and Complexity Analysis of Inter-View Mode
Decision

Table IV shows the statistics of complexity reduction and
PSNR degradation of the proposed inter-view mode decision.
Only the computational complexity of ME in the secondary
channel is considered. The computational complexity and
coding performance of FSBMA are regarded as references
for comparison. It shows that 20.4%–73.4% computation for
ME is saved with only 0.015–0.035 dB quality loss in PSNR.
It indicates that 20.4%–73.4% macroblocks are assigned to
INTRA, SKIP, or INTER_DE mode, so the following ME is
then skipped. Therefore, it can be claimed that the proposed
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TABLE III
MULTIVIEW VIDEO SEQUENCES FOR THE EXPERIMENTS

TABLE IV
COMPLEXITY REDUCTION AND QUALITY DROP OF

INTER-VIEW MODE DECISION

inter-view mode decision effectively executes the mode assign-
ment for each macroblock.

B. Quality and Complexity Analysis of Content-Aware Motion
Estimation

The proposed content-aware ME is a predictor-centered ME
algorithm. The optimum initial guess is chosen among five ini-
tial guesses, and then the refinement with a small search range
is performed around the initial guess. Table V shows the dis-
tribution of the initial guess which is chosen for further refine-
ment. Over 80% macroblocks choose CAPA motion vector pre-
dictor for further refinement. It indicates that the proposed al-
gorithm can provide an accurate initial guess. Table VI shows
the analysis of quality and complexity with various refinement
ranges. The larger the refinement range is, the less PSNR degra-
dation is. It shows that refinement keeps PSNR drop
within 0.05 dB in average. The motion vector distribution with

refinement range is shown in Fig. 16. Most motion vec-
tors are located within range. Therefore, and

are appropriate choices of refinement ranges. In addi-
tion, no matter which refinement range is chosen, the required
complexity is always much less than that of FSBMA.

C. Rate-Distortion Performance of Content-Aware Prediction
Algorithm

The proposed CAPA consists of inter-view mode decision
and content-aware ME. It is compared with multicast coding
and simulcast coding. Multicast coding means FSBMA is ap-
plied to both ME and DE in the coding structures. On the other
hand, in simulcast coding, each view channel is encoded in-
dependently without DE. Rate-distortion performance of only
secondary channels are compared because the ME parts in the
primary channels in all cases are implemented with FSBMA.
Moreover, the refinement range is . The rate-distor-
tion performance is shown in Fig. 17. It shows that there is al-
most no quality difference between FSBMA and CAPA, and
CAPA provides coding gain of 0.09–1.44 dB over simulcast
coding. The comparison of quality and complexity among three
coding schemes is shown in Table VII. Compared with multicast
coding, CAPA reduces 98.4%–99.1% ME computation in sec-
donary channels with PSNR drop of only 0.03–0.06 dB. In the

Fig. 16. Motion vector distribution of various test sequences. (a) “Akko &
Kayo.” (b) “Ballroom.” (c) “Exit.” (d) “Rena.”

TABLE V
DISTRIBUTION OF THE INITIAL GUESS WHICH IS

CHOSEN FOR FURTHER REFINEMENT

previous work [19], [20], 80% computational complexity is re-
duced with quality loss of 0.1 dB in [19], and about 95% compu-
tational complexity can be reduced with quality loss of 0.1–0.2
dB in [20]. Compared with them, the proposed CAPA effec-
tively removes more computational redundancy while maintains
the coding performance.

In addition, taking the computation of ME in the primary
channel and DE into consideration, 43.6%–56.2% complexity
can be saved. Note that because the computational complexity
of DE is 25% of that of ME in our simulation, the total compu-
tational complexity of the proposed algorithm is also much less
than that of simulcast coding, and only 51.9%–64.1% compu-
tational complexity is required. The degree of reduction of the
total computational complexity depends on the view numbers.
Therefore, it means that the redundant ME computation can be
effectively removed by the proposed algorithm. With the pro-
posed CAPA, computational complexity can be greatly saved,
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TABLE VI
QUALITY AND COMPLEXITY ANALYSIS FOR VARIOUS REFINEMENT RANGES

Fig. 17. Comparison of rate-distortion performance among proposed CAPA, FSBMA, and simulcast coding. (a) “Akko&Kayo.” (b) “Ballroom.” (c) “Exit.” (d)
“Rena.”

TABLE VII
COMPARISON OF QUALITY AND COMPLEXITY REDUCTION RATIO BETWEEN THE PROPOSED ALGORITHM,

MULTICAST CODING WITH FSBMA, AND SIMULCAST CODING WITH FSBMA

and near-FSBMA quality is maintained. That is, the inter-view
correlation can be effectively exploited by the proposed algo-
rithm, and then the computational redundancy is removed.

V. CONCLUSION

This paper presents an MVC encoder structure with an effi-
cient fast prediction algorithm for the prediction part in MVC.
Content-aware prediction algorithm (CAPA) with inter-view
mode decision is proposed to overcome the design challenge
of ultra high computational complexity in MVC. Based on
the concept of high inter-view correlation between views
and the feature of mode distribution different from that in
mono-view video coding, unnecessary ME computation can
be early terminated by inter-view mode decision. Moreover,
accurate initial guesses are provided by content-aware ME.
Only small refinement ranges, such as and ,
are sufficient for maintaining comparable quality to FSBMA.
The proposed algorithm effectively reduces 98.4%–99.1%

computational complexity for ME in most view channels with
negligible quality loss of 0.03–0.06 dB in PSNR. Compared
with simulcast coding, the proposed algorithm provides coding
gain of 0.09–1.44 dB with only 51.4%–64.1% computational
complexity. It indicates that the computational redundancy is
effectively removed.

There are still some extensions of the proposed algorithm.
After adopting the proposed CAPA in MVC, DE will become
the most computation-consuming part. Note that the proposed
algorithm is orthogonal to other fast ME search algorithms
such as three-step search [25], four-step search [26], and
diamond search [27], etc. Therefore, appropriate fast predic-
tion algorithms for DE is also worth developing. In addition,
the proposed algorithm can also be further adopted in more
complex coding structures, such as hierarchical bidirectional
prediction, and eight- and sixteen-view structures. The required
number of primary channels in a given coding structure is also
an important research issue. Less primary channels reduce
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total computational complexity burden while result in quality
degradation. Moreover, the proposed CAPA effectively reduces
most computational complexity, while it can also provide an
accurate MV predictor to enhance bit-rate savings for MV
coding. They are challenging research topics and also belong
to our future work.
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