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Abstract

Significant improvements in video compression capability have been demonstrated with the in-
troduction of the H.264/MPEG-4 Advanced Video Coding (AVC) standard. Since developing
this standard, the Joint Video Team of the ITU-T Video Coding Experts Group (VCEG) and
the ISO/IEC Moving Picture Experts Group (MPEG) has also standardized an extension of that
technology that is referred to as multiview video coding (MVC). MVC provides a compact rep-
resentation for multiple views of a video scene, such as multiple synchronized video cameras.
Stereo-paired video for 3D viewing is an important special case of MVC. The standard enables
inter-view prediction to improve compression capability, as well as supporting ordinary tempo-
ral and spatial prediction. It also supports backward compatibility with existing legacy systems
by structuring the MVC bitstream to include a compatible “base view”. Each other view is
encoded at the same picture resolution as the base view. In recognition of its high quality en-
coding capability and support for backward compatibility, the Stereo High profile of the MVC
extension was selected by the Blu-Ray Disc Association as the coding format for 3D video with
high-definition resolution. This paper provides an overview of the algorithmic design used for
extending H.264/MPEG-4 AVC towards MVC. The basic approach of MVC for enabling inter-
view prediction and view scalability in the context of H.264/MPEG-4 AVC is reviewed. Related
supplemental enhancement information (SEI) metadata is also described. Various “frame com-
patible” approaches for support of stereo-view video as an alternative to MVC are also discussed.
A summary of the coding performance achieved by MVC for both stereo and multiview video is
also provided. Future directions and challenges related to 3D video are also briefly discussed.
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Abstract—Significant improvements in video compression ca- Video offers a high-quality and immersive multingeaixperi-

pability have been demonstrated with the introductbn of the
H.264/MPEG-4 Advanced Video Coding (AVC) standard.Since
developing this standard, the Joint Video Team oftte ITU-T Vid-

eo Coding Experts Group (VCEG) and the ISO/IEC Movng Pic-
ture Experts Group (MPEG) has also standardized arextension
of that technology that is referred to as multiviewvideo coding
(MVC). MVC provides a compact representation for mutiple

views of a video scene, such as multiple synchroet video cam-
eras. Stereo-paired video for 3D viewing is an imptant special
case of MVC. The standard enables inter-view predion to im-

prove compression capability, as well as supportingrdinary

temporal and spatial prediction. It also supports lackward com-
patibility with existing legacy systems by structuing the MVC

bitstream to include a compatible "base view". Eaclother view is
encoded at the same picture resolution as the bagew. In recog-
nition of its high quality encoding capability and support for

backward compatibility, the Stereo High profile of the MVC ex-

tension was selected by the Blu-Ray Disc Associatias the cod-
ing format for 3D video with high-definition resolution. This pa-

per provides an overview of the algorithmic desigrused for ex-
tending H.264/MPEG-4 AVC towards MVC. The basic appoach

of MVC for enabling inter-view prediction and view scalability in

the context of H.264/MPEG-4 AVC is reviewed. Relate supple-
mental enhancement information (SEI) metadata is ab de-
scribed. Various "frame compatible" approaches for support of

stereo-view video as an alternative to MVC are alsdiscussed. A
summary of the coding performance achieved by MVCdr both

stereo and multiview video is also provided. Futurglirections and
challenges related to 3D video are also briefly disssed.

Index Terms—MVC, H.264, MPEG-4, AVC, standards, stereo
video, multiview video coding, inter-view prediction, 3D video,
Blu-ray Disc

I. INTRODUCTION

3 D VIDEO is currently being introduced to the home
through various channels, including Blu-ray Disc

cable and satellite transmission, terrestrial bcaat and
streaming and download through the Internet. Tala88D
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ence, which has only recently become feasible arswmer
electronics platforms through advances in dispé&hmhology,
signal processing, transmission technology, aralitidesign.

In addition to advances on the display and recesige,
there has also been a notable increase in the gfodwf 3D
content. The number of 3D feature film releases Ibasn
growing dramatically each year, and several majodiss
have announced that all of their future releasdisbeiin 3D.
There are major investments being made to upgragitald
cinema theaters with 3D capabilities, several mdgature
film releases have attracted a majority of thedatler revenue
in 3D showings (includingAvatar, the current top grossing
feature film of all timé), and premium pricing for 3D has be-
come a significant factor in the cinema revenue eho@he
push from both the production and display sidespiaged a
significant role in fuelling a consumer appetite 3® video.

There are a number of challenges to overcome iningak
3D video for consumer use in the home become firthtical
and show sustained market value for the long téwon.one,
the usability and consumer acceptance of 3D viewsegnol-
ogy will be critical. In particular, mass consunagceptance of
the special eyewear needed to view 3D in the hoitte aur-
rent display technology is still relatively unknowin general,
content creators, service providers and displayufeaturers
need to ensure that the consumer has a high qealigrience
and is not burdened with high transition costsuonéd off by
viewing discomfort or fatigue. The availability pfemium 3D
content in the home is another major factor to desiered.
These are broader issues that will significantfjuamce the
rate of 3D adoption and market size, but are beybadcope
of this paper.
With regard to the delivery of 3D video, it is estal to de-
termine an appropriate data format, taking intosateration
the constraints imposed by each delivery channetclading
bit rate and compatibility requirements. Needl@ssay, inter-
operability through the delivery chain and amongouws de-
vices will be essential. The 3D representation, p@ssion
formats, and signaling protocols will largely defithe inter-
operability of the system.

For purposes of this paper, 3D video is considéoecfer
to either a generai-view multiview video representation or its

! Based on total revenue without inflation adjusttaen
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important stereo-view special case. Efficient cagspion of
such data is the primary subject of this paper. péyeer also
discusses stereo representation formats that doeildoded
using existing 2D video coding methods — such agpghes
often being referred to dsame-compatible encoding schemes.

Multiview video coding (MVC) is the process by whiste-
reo and multiview video signals are efficiently edd The
basic approach of most MVC schemes is to exploitamdy
the redundancies that exist temporally between fthmes
within a given view, but also the similarities betm frames of
neighboring views. By doing so, a reduction inrhie relative
to independent coding of the views can be achievittout
sacrificing the reconstructed video quality. Instimaper, the
term MVC is used interchangeably for either theegahcon-
cept of coding multiview video or for the particulzesign that
has been standardized as a recent extension of
H.264/MPEG-4 AVC standard [1].

The topic of multiview video coding has been arivacte-
search area for more than 20 years, with early workiispar-
ity-compensated prediction by Lukacs first appegiim 1986
[2], followed by other coding schemes in the 1ag8Q's and
early 1990's [3][4]. In 1996, the international edd coding
standard H.262/MPEG-2 Video [5] was amended to supp
the coding of multiview video by means of desigatiees
originally intended for temporal scalability [6][7However,
the multiview extension of H.262/MPEG-2 Video wasver
deployed in actual products. It was not the riginetto intro-
duce 3D video into the market since the more furetdal
transition from standard-definition analog to hidgfinition
digital video services was a large challenge ialfitAdequate
display technology and hardware processing capiakilvere
also lacking at the time. In addition to this, th62/MPEG-2
Video solution did not offer a very compelling comapsion
improvement due to limitations in the coding toetsmbled for
inter-view prediction in that design [8]-[10].

ment SEI message [12].
[I. MULTIVIEW SCENARIOS APPLICATIONS AND
REQUIREMENTS

The prediction structures and coding schemes piexgen
this paper have been developed and investigattéetinontext
of the MPEG, and later JVT, standardization profectMVC.
Therefore, most of the scenarios for multiview cagliappli-
cations and their requirements are specified byMNE pro-
ject [13] as presented in the next sections.

A. Multiview Scenarios and Applications

The primary usage scenario for multiview videoasstp-
port 3D video applications, where 3D depth percepf a
visual scene is provided by a 3D display systeneré@hare
fhany types of 3D display systems [14] includingssla stereo
systems that require special-purpose glasses te saphisti-
cated multiview auto-stereoscopic displays thahdbrequire
glasses [15]. The stereo systems only require fexsy where
a left-eye view is presented to the viewer's g, end a right-
eye view is presented to the viewer's right eye 3D display
technology and glasses ensure that the appromigals are
viewed by the correct eye. This is accomplished wither
passive polarization or active shutter techniqudse mul-
tiview displays have much greater data throughpuofuire-
ments relative to conventional stereo displaysriatento sup-
port a given picture resolution, since 3D is achikby essen-
tially emitting multiple complete video sample aisan order
to form view-dependent pictures. Such displays lmammple-
mented, for example, using conventional high-resmudis-
plays and parallax barriers; other technologietude lenticu-
lar overlay sheets and holographic screens. Eahv-vi
dependent video sample can be thought of as eqitismall
number of light rays in a set of discrete viewirigections —
typically between eight and a few dozen for an stet@o-
scopic display. Often these directions are distedun a hori-

This paper focuses on the MVC extension of th&ontal plane, such that parallax effects are lidhite the hori-
H.264/MPEG-4 AVC standard. Relevant supplemental e4Ontal motion of the observer. A more comprehensauew

hancement information (SEI) metadata and alteraatip-
proaches to enabling multiview services are alsrudised.
The paper is organized as follows. Section Il exgléhe vari-
ous multiview video applications of MVC as well heir im-

plications in terms of requirements. Section INeg the his-
tory of MVC, including prior standardization actiosec-
tion IV briefly reviews basic design concepts o264/ MPEG-
4 AVC. The MVC design is summarized in Section Rlid-

ing profile definitions and a summary of coding fpemance.
Alternative stereo representation formats and tiginaling in
the H.264/MPEG-4 AVC standard are described iniSedt!.

Concluding remarks are given in Section VII. Forrenale-
tailed information about MVC and stereo support tire

H.264/MPEG-4 AVC standard, the reader is referredhie
most recent edition of the standard itself [1], #mendment
completed in July 2008 that added the MVC extens@miit

[11], and the additional amendment completed orae ater
that added the Stereo High profile and frame parkimange-

of 3D display technologies is covered by othercts in this
special issue.

Another goal of multiview video is to enable freiewpoint
video [16][17]. In this scenario, the viewpoint avidw direc-
tion can be interactively changed. Each output \dGew either
be one of the input views or a virtual view thatsvggenerated
from a smaller set of multiview inputs and othetadthat as-
sists in the view generation process. With sucystem, view-
ers can freely navigate through the different vieints of the
scene — within a range covered by the acquisit@meras.
Such an application of multiview video could be lerpented
with conventional 2D displays. However, more adeahuer-
sions of the free-viewpoint system that work witb 8isplays
could also be considered. We have already seemsthef this
functionality in broadcast production environmengsg., to
change the viewpoint of a sports scene to showttarbengle
of a play. Such functionality may also be of ingtr@ surveil-
lance, education, gaming, and sightseeing appdicsati Fi-
nally, we may also imagine providing this interaeticapabil-
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ity directly to the home viewer, e.g., for spe@aknts such as out any use of prediction from other pictures). |&laitity is

concerts.

Another important application of multiview videotis sup-
port immersive teleconference applications. Beythredadvan-
tages provided by 3D displays, it has been repdhata tele-
conference systems could enable a more realistieremica-
tion experience when motion parallax is supporfédtion
parallax is caused by the change in the appeam@aescene
when the viewer shifts their viewing position, eghifting the
viewing position to reveal occluded scene contenan inter-
active system design, it can be possible for thasimission
system to adaptively shift its encoded viewing posi to
achieve a dynamic perspective change [18][19][B&tspec-
tive changes can be controlled explicitly by useervention
through a user interface control component or Bystem that
senses the observer's viewing position and adjimgtsdis-
played scene accordingly.

Other interesting applications of multiview videavie been
demonstrated by Wilburn, et al. [21]. In this woakhigh spa-
tial sampling of a scene through a large multivigdeo cam-
era array was used for advanced imaging. Amongdpabili-
ties shown was an effective increase of bit deptth frame
rate, as well as synthetic aperture photographgcedf Since
then, there have also been other exciting develatsria the
area of computational imaging that rely on the &itjon of
multiview video [22].

For all of the above applications and scenarios,stiorage
and transmission capacity requirements of the systee sig-
nificantly increased. Consequently, there is angtroeed for
efficient multiview video compression techniquege8ific
requirements are discussed in the next subsection.

B. Sandardization Requirements

The central requirement for most video coding desig
high compression efficiency. In the specific cafMyC this
means a significant gain compared to independemtpoes-
sion of each view. Compression efficiency measthedrade-
off between cost (in terms of bit rate) and beng@fitterms of
video quality) — i.e. the quality at a certain kite or the bit
rate at a certain quality. However, compressioitiefficy is
not the only factor under consideration for a videmding
standard. Some requirements may even be somewhgitto
ing, such as desiring both good compression effigieand
low delay. In such cases, a good trade-off needsetfound.
General requirements for video coding capabilitesch as
minimum resource consumption (memory, processingepR
low delay, error robustness, and support of a rarfg@cture
resolutions, color sampling structures, and bittlkigpecisions,
tend to be applicable to nearly any video codingjgte

Some requirements are specific to MVC — as highdighn
the following. Temporal random access is a requémnior
virtually any video coding design. For MVC, viewditehing
random access also becomes important. Both togetismre
that any image can be accessed, decoded, and yaidptsy
starting the decoder at a random access point aoddihg a
relatively small quantity of data on which that gpamay de-
pend. Random access can be provided by insertipictfres
that are intra-picture coded (i.e., pictures that @ded with-

also a desirable feature for video coding desigiexe, we
refer to the ability of a decoder to access onpyodion of a
bitstream while still being able to generate effecvideo out-
put — although reduced in quality to a degree consmeate
with the quantity of data in the subset used fer decoding
process. This reduction in quality may involve reell tempo-
ral or spatial resolution, or a reduced qualityegresentation
at the same temporal and spatial resolution. FoICM&ddi-

tionally, view scalability is desirable. In this case, a portion of

the bitstream can be accessed in order to outpubset of the
encoded views. Alsdyackward compatibility was required for
the MVC standard. This means that a subset of th€ Mit-

stream corresponding to one "base view" needs tdelsed-

able by an ordinary (non-MVC) H.264/MPEG-4 AVC de-

coder, and the other data representing other vahesild be
encoded in way that will not affect that base videcoding
capability. Achieving a desired degree quality dstescy
among views is also addressed — i.e., it shoulgdssible to
control the encoding quality of the various viewrinstance
to provide approximately constant quality overvédiws or to
select a preferential quality for encoding somewsieversus
others. The ability of an encoder or decoder to peeallel
processing was required to enable practical imphtaten
and to manage processing resources effectiveghduld also
be possible to convey camera parameters (extramgicintrin-
sic) along with the bitstream in order to suppoteimediate
view interpolation at the decoder and to enablemnttecod-
ing-side enhanced capabilities such as multi-vieature de-
tection and classification, e.g., determining tlseof a face
within a scene, which would typically require solgia corre-
spondence problem based on the scene geometry.

Moreover, for ease of implementation, it was higtésir-
able for the MVC design to have as many design ehtsnin
common with an ordinary H.264/MPEG-4 AVC system
possible. Such a commonality of design componeais en-
able an MVC system to be constructed rapidly frdements
of existing H.264/MPEG-4 AVC products and to betads
more easily.

One of the earliest studies on coding of multiviemages
was done by Lukacs [2]; in this work, the concefdisparity-
compensated inter-view prediction was introduced.ldter
work by Dinstein, et al. [3], the predictive codiagproach
was compared to 3D block transform coding for sténeage
compression. In [4], Perkins presented a transfdomain
technique for disparity-compensated predictionwadl as a
mixed-resolution coding scheme.

The first support for multiview video coding in @merna-
tional standard was in a 1996 amendment to
H.262/MPEG-2 video coding standard [6]. It suppdrtbe
coding of two views only. In that design, the lefew was
referred to as the "base view" and its encodingseaspatible
with that for ordinary single-view decoders. Thghti view

HISTORY OFMVC

as

the
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was encoded as amhancement view that used the pictures of ual quality than the H.264/MPEG-4 AVC coded anchdFbe

the left view as reference pictures for inter-vigngdiction.

The coding tool features that were used for thieeste were
actually the same as what had previously been wegidor
providing temporal scalability (i.e., frame ratehancement)
[7]-[10]. For the encoding of the enhancement vidve, same
basic coding tools were used as in ordinary H.26ZH3-2
video coding, but the selection of the picturesduas refer-
ences was altered, so that a reference picturel aithler be a
picture from within the enhancement view or a pietfrom
the base view. An example of a prediction structhe¢ can be
used in the H.262/MPEG-2 multiview profile is showm
Fig. 1. Arrows in the figure indicate the use akéerence pic-
ture for the predictive encoding of another pictukesignifi-
cant benefit of this approach, relative doulcast coding of
each view independently, was the ability to useriniew pre-
diction for the encoding of the first enhancemeetavpicture
in each random-accessible encoded video segmemtev¢o,
the ability to predict in the reverse-temporal diren, which
was enabled for the base view, was not enabledhtoren-
hancement view. This helped to minimize the mensboyage
capacity requirements for the scheme, but may hestaced
the compression capability of the design.

EnhancementView |

Lol [ol [0l | fe| |o]

Base View \/) I/ b

display time
-

L

Fig. 1. lllustration of inter-view prediction in B62/MPEG-2.

Considering recent advancements in video compnessio

technology and the anticipated needs for stat&@frt cod-
ing of multiview video, MPEG issued a Call for Pogals
(CfP) for efficient multiview video coding techn@yp in Oc-
tober of 2005. Although not an explicit requiremexttthe
time, all proposal responses were based on H.26E(BAR
AVC and included some form of inter-view predicti@3]. As
reported in [24], significant gains in visual gialivere ob-
served from the formal subjective tests that wemedacted in
comparison to independent simulcast coding of vieased on
H.264/MPEG-4 AVC. Specifically, when comparing \asu
quality at the same bit rate, MVC solutions achiewp to 3
MOS points (mean opinion score points on a 0-1Ge}deetter
visual quality than simulcast H.264/MPEG-4 AVC fow and
medium bit rate coding, and about 1 MOS point bejtelity
for high bit rate coding. When comparing bit rafesseveral
of the test sequences, some proposed MVC solutemsred
only about half the bit rate to achieve equivalenbetter vis-

proposal described in [25] was found to providelibst visual

quality over the wide range of test sequences atel points.

A key feature of that proposal was that it did imdtoduce any

change to the lower levels of the syntax and dexpgrocess

used by H.264/MPEG-4 AVC, without any apparent ifiaer
of compression capability. This intentional desfgature al-
lows for the implementation of MVC decoders to riegwnly

a rather simple and straightforward change to iexgjst

H.264/MPEG-4 AVC decoding chipsets. As a resulthafse

advantages, this proposal was selected as thengtadint of

the MVC project — forming what was called the jomtl-

tiview model (JMVM) version 1.0.

In the six-month period that followed the resportseGfP, a
thorough evaluation of the coding scheme describef25]
was made. This proposal made use of hierarchieadigtion
in both time and view dimensions to achieve higmgression
performance. However, views were encoded in anl@aeed
manner on a group-of-picture (GOP) basis, whichlted in a
significant delay and did not allow for simultaneadecoding
and output of views at a given time instant. A nembf con-
tributions were made to propose a different apgrdacrefer-
ence picture management and a time-first codingeraehto
reduce encoding/decoding delay and enable pampet and
output of views [26]-[29]. These proposals weredd into
the design at the stage referred to as joint meiltivmodel
(IMVM) version 2.0 [30], which was an early draft the
standard that established the basic principleshefeventual
MVC standard.

During the development of MVC, a number of macrckio
level coding tools were also explored, including tbllowing:

« lllumination compensation: The objective of thisltds
to compensate for illumination differences as pathe
inter-view prediction process [31][32].

« Adaptive reference filtering: It was observed by, led
al. [33][34] that there are other types of mismatch
present in multiview video in addition to illuminai
differences, which led to the development of anpada
tive reference filtering scheme to compensate dou$
mismatches between different views.

e Motion skip mode: Noting the correlation between-mo
tion vectors in different views, this method infersm-
tion vectors from inter-view reference pictures][36].

« View synthesis prediction: This coding technique-pr
dicts a picture in the current view from synthedizef-
erences generated from neighboring views [37]-[39].

It was shown that additional coding gains couldabkieved

by using these block-level coding tools. In an gsial of the

coding gains offered by both illumination compemsatand
motion skip mode that was reported in [40], an agerbit rate

2 In that comparison, the anchor bitstreams usethfosubjective evalua-
tion testing did not use a multi-level hierarchipatdiction referencing struc-
ture (as this type of referencing had not yet bexarall established in indus-
try practice). If such hierarchical referencing Hzekn used in the anchors,
the estimated bit rate gains would likely have beeme modest.
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reduction of 10% (relative to an MVC coding desigithout video sequence always starts withiastantaneous decoding
these tools) was reported over a significant setegiuences — refresh (IDR) access unit, which signals that the IDR asce
with a maximum sequence-specific reduction of apipnately  unit and all access units that follow it in theshiéam can be
18%. While the gains were notable, these tools west decoded without decoding any of the pictures thatgded it.
adopted into the MVC standard since they would iregsyn- B. Video Coding Layer (VCL)

tax and design changes affecting low levels of éheoding

and decoding process (within the macroblock levitlwas The VCL of H.264/MPEG-4 AVC follows the so-called

believed that these implementation concerns outvegigthe Plock-based hybrid video coding approach. Althougfbasic

coding gain benefits at the time. There was alspesconcern design is very similar to that of prior video coglistandards

that the benefits of the proposed techniques nbighteduced SUch @s H.261, MPEG-1, H.262/MPEG-2, H.263, or MPEG
4 Visual, H.264/MPEG-4 AVC includes new featureattan-

by higher quality video acquisition and pre-proaggrac- X ’ o _ i -
able it to achieve a significant improvement in poession

tices. However, as the 3D market matures, the kenef - - i i .

block-level coding tools may be revisited in thedafication  €fficiency relative to any prior video coding stand [41]-

of future 3D video formats. [43]. The main difference relative to previous skards is the
greatly increased flexibilty and adaptability ofhet

IV. H.264/MPEG-4AVC BASICS H.264/MPEG-4 AVC design.

. . The way pictures are partitioned into smaller cgdinits in
AVI\/(I:V(IZ Waj st?ncli(ardlztid as an ex};ensmtn_of dH%;(z'/MHEGH.ZM/MPEGA AVC, however, follows the rather ttazhal
bri f'dn ore¢ e:[r 0 ??—lp264ef/|&ipEeCr-:-s4e A(\:/Og gun;e "t q t\glng concept of subdivision intdices which in turn are subdivided
k”ef (iscrlptlrc])nto ) | tf § derst |sd_|m|‘; ;)sef into macroblocks. Each slice can be parsed independently of
eii/er?(;nugre: 5 66:1 /&rlsggezirllcoiol\];arzrss 2:“:3?;\/ \(/:iigx:do the other slices in the picture. Each picture idifi@ned into
. ' ; ' blocks that each tangular pichnea of
ing. For more detailed information about H.264/MREG MACTobIocks fhal each COvers a rectanguiar picaiea o

AVC, the reader is referred to the standard itgHIfand the 16><16.Iuma samples and, in the case of video in £Broma
. . . . sampling format, 88 sample areas of each of the two chroma
various overview papers that have discussed it.,(¢4d]-

[43]) components. The samples of a macroblock are esfettially

Conceptually, the design of H.264/MPEG-4 AVC covars (s)'r ;earr'zorflIgles;?](tjéztei"nantorlatrr]]s?‘orr?n&::lgg% preD(;r.mtrresI;dtl;]ael
Video Coding Layer (VCL) and aNetwork Abstraction Layer \ghat 1s rep using Ing. Leng

(NAL). While the VCL creates a coded representatibrthe aeg(riing;E (;rjei(\)/rg for getnetrhatlngbthg plredlctl(()ipnzﬂl,g
source content, the NAL formats these data andigesv  ° X supports fhree Hasic slice CoayRes

header information in a way that enables simple effettive that specify the types of coding supported forrttaeroblocks

customization of the use of VCL data for a broadets of within thg Sllcef . . .
e | slices, in which each macroblock usetra-picture

systems. . . . I ) L
coding using spatial prediction from neighboringioas,

A. Network Abstraction Layer (NAL) « P slices, which support both intra-picture codingl am-

A coded H.264/MPEG-4 AVC video data stream is ofgan ter-picturepredictive coding using one prediction signal
ized into NAL units, which are packets that eachtam an for each predicted region,
integer number of bytes. A NAL unit starts with aeebyte » B slices, which support intra-picture coding, intéctpre
indicator of the type of data in the NAL unit. Themaining predictive coding, and also inter-pictut®-predictive
bytes represent payload data. NAL units are classiinto coding using two prediction signals that are coratin
video coding layer (VCL) NAL units, which contain coded with a weighted average to form the region predicti

data for areas of the picture content (coded slicesice data For | slices, H.264/MPEG-4 AVC provides several direc-
partitions), and non-VCL NAL units, which contaissaciated tional spatial intra-picture prediction modes, ihigh the pre-
additional information. Two key types of non-VCL NAnits  diction signal is generated by using the decodedpges of
are theparameter sets and thesupplemental enhancement in-  neighboring blocks that precede the block to balipted (in
formation (SEI) messages. The sequence and picture paramneeding and decoding order). For the luma comportéet,n-
ter sets contain infrequently changing informationa coded tra-picture prediction can be applied to individda# or 8<8
video sequence. SEI messages do not affect thedesaling |uma blocks within the macroblock, or to the fulixIL6 luma
process of the samples of a coded video sequermeeVer, array for the macroblock; whereas for the chromamanents,
they provide additional information to assist thecading it is applied on a full-macroblock region basis.

process or affect subsequent processing suchsieehin ma-  For P andB slices, H.264/MPEG-4 AVC additionally per-
nipulation or display. The set of consecutive NAtitsl asso- mits variable block size motion-compensated préaatictvith
ciated with a single coded picture is referred soanaccess multiple reference pictures. The macroblock typgnais the
unit. A set of consecutive access units with certaoperties partitioning of a macroblock into blocks of 216, 16¢8,

is referred to as aoded video sequence. A coded video se- 8x16, or &8 luma samples. When a macroblock type specifies

quence (together with the associated parametgrregt®sents partitioning into four 88 blocks, each of these so-callad-
an independently decodable part of a video bitstréacoded
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macroblocks can be further split into>8!, 4x8, or 4x4 blocks,
as determined by a sub-macroblock type indicatiam P slic-

es, one motion vector is transmitted for each ipteture pre-
diction block. The reference picture to be usedriter-picture
prediction can be independently chosen for eacti8616<8,

or 8x16 macroblock motion partition or<8 sub-macroblock.
The selection of the reference picture is signddgcdh refer-
ence index parameter, which is an index into aleferred to
aslist 0) of previously coded reference pictures thatstoeed
by the decoder for such use after they have beeodee.

In B slices, two distinct reference picture lists asedj and
for each 16816, 16«8, or 816 macroblock partition or>8
sub-macroblock, the prediction method can be ssfette-
tweenlist 0, list 1, or bi-prediction. List 0 and list 1 prediction
refer to inter-picture prediction using the refererpicture at
the reference index position in reference pictised and 1,
respectively, in a manner similar to that suppoiteB slices.
However, in the bi-predictive mode the predictiagnal is
formed by a weighted sum of the prediction valuesmfboth a
list 0 and list 1 prediction signal. In additiorpegial modes
referred to aslirect modes in B slices andkip modes in P and
B slices are provided, which operate similarly te thther
modes, but in which such data as motion vectorsrefedence
indices are derived from properties of neighbopngviously-
coded regions rather than being indicated expfiditl syntax
for the direct or skip mode macroblock.

For transform coding of the spatial-domain residiifler-
ence signal remaining after the prediction
H.264/MPEG-4 AVC specifies a set bfteger transforms of
different block sizes. While for intra-picture cabenacro-
blocks the transform size is directly coupled te prediction
block size, the luma signal of motion-compensatextnob-
locks that do not contain blocks smaller thas® 8an be coded

H.264/MPEG-4 AVC supports two methods of entropgl-co
ing, which both use context-based adaptivity toromp per-
formance relative to prior standards. WhZAVLC (context-
based adaptive variable-length coding) uses varilnigth
codes and its adaptivity is restricted to the cgdiftransform
coefficient levels CABAC (context-based adaptive binary
arithmetic coding) uses arithmetic coding and aersmphisti-
cated mechanism for employing statistical dependsnc
which leads to typical bit rate savings of 10-158tative to
CAVLC.

In addition to increased flexibility at the macrotk level
and the lower levels within it, H.264/MPEG-4 AVCsalal-
lows much more flexibility on a picture and sequerevel
compared to prior video coding standards. Here rimaggily
refer to reference picture buffering and the asgedi buffer-
ing memory control. In H.264/MPEG-4 AVC, the codiagd
display order of pictures is completely decoupl&drther-
more, any picture can be used as reference pifduraotion-
compensated prediction of subsequent picturespemtent of
its slice coding types. The behavior of thecoded picture
buffer (DPB), which can hold up to 16 frames (depending o
the supported conformance point and the decodetlrpic
size), can be adaptively controlled emory management
control operation (MMCQO) commands, and the reference pic-
ture lists that are used for codingfbr B slices can be arbi-
trarily constructed from the pictures availablettie DPB via
reference picture list modification (RPLM) commands.

process, For efficient support of the coding of interlacezhs video,

in a manner similar to prior video coding standa@soded
picture may either comprise the set of slices represerding
complete video frame or of just one of the twodgebf alter-
nating lines in such a frame. Additionally, H.264HG-4
AVC supports a macroblock-adaptive switching betwee

ponents, a two-stage transform is employed, congistf 4x4
transforms and an additional Hadamard transforthefesult-
ing DC coefficients. A similar hierarchical transfo is also
used for the luma component of macroblocks codethén

region in a frame is treated as a single coding nefiérred to
as amacroblock pair, which can be either transmitted as two
macroblocks representing vertically-neighboringx1® rec-
tangular areas in the frame, or as macroblocksddrfrom the

transforms are specified by exact integer operati@o that
inverse-transform mismatches are avoided. H.264/GHAE
AVC usesuniform reconstruction quantizers. The reconstruc-
tion step size for the quantizer is controlled éacch macrob-
lock by a quantization paramet@P. For 8-bit-per-sample
video, 52 values of QP can be selected. The QRevalmulti-

plied by an entry in a scaling matrix to determingansform-
frequency-specific quantization reconstruction sg&ge The
scaling operations for the quantization step saesarranged
with logarithmic step size increments, such thairemement

region. This scheme is referred to as macroblociptde
frame-field coding (MBAFF). Together the singleMigicture
coding and MBAFF coding features are sometimegnedeto
asinterlace coding tools.

V. EXTENDING H.264/MPEG-4AVC FOR MULTIVIEW

The most recent major extension of the H.264/MPEG-4
AVC standard [1] is the Multiview Video Coding (MVJ@e-
sign [11]. Several key features of MVC are revieviedow;
some of which have also been covered in [10] add. [8ev-

of the QP by 6 corresponds to a doubling of quantizatiop steeral other aspects of the MVC design were furthebaated

size.

For reducing blocking artifacts, which are typigdte most
disturbing artifacts in block-based coding, H.268MHG-4
AVC specifies anadaptive deblocking filter that operates
within the motion-compensated inter-picture predicioop.

on in [44], including random access and view sviitgh ex-
traction ofoperation points (sets of coded views at particular
levels of a nested temporal referencing structafegn MVC
bitstream for adaptation to network and device tangs,
parallel processing, and a description of sevezallyradopted
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SEI messages that are relevant for multiview vibiggtreams.
An analysis of MVC decoded picture buffer requiremsewvas
also provided in that work.

A. Bitstream Structure

A key aspect of the MVC design is that it is maodator
the compressed multiview stream to include a base bit-
stream, which is coded independently from all othiews in a
manner compatible with decoders for single-viewfifgof the
standard, such as the High profile or the ConstchiBaseline
profile. This requirement enables a variety of usases that
need a 2D version of the content to be easily et¢thand
decoded. For instance, in television broadcastbdse view
could be extracted and decoded by legacy receivenge
newer 3D receivers could decode the complete 3&irbam
including non-base views.

As described in Section IV.A, coded data in H.26RBG-4
AVC is organized into NAL units. There exist varsotypes of
NAL units, some of which are designated for codelbe pic-
tures, while others for non-picture data such aarpater sets

these new NAL unit types would require a decodat tecog-
nizes the extension NAL unit type and conforms e of the
MVC profiles. The basic structure of the MVC biesgm in-
cluding some NAL units associated with a base \aed some
NAL units associated with a non-base view is showhig. 2.
Further discussion of the high-level syntax is givaelow.
MVC profiles and levels are also discussed latethia sec-
tion.

B. Enabling Inter-view Prediction

The basic concept of inter-view prediction, whichédm-
ployed in all of the described designs for efficienultiview
video coding, is to exploit both spatial and tengbaedun-
dancy for compression. Since the cameras (or reddéew-
point perspectives) of a multiview scenario typicalapture
the same scene from nearby viewpoints, substanteatview
redundancy is present. A sample prediction strecisishown
in Fig. 3. Pictures are not only predicted from pemnal refer-
ences, but also from inter-view references. Thaliptien is
adaptive, so the best predictor among temporalised-view

and SEI messages. MVC makes use of the NAL unié typeferences can be selected on a block basis irstefmate-

structure to provide backward compatibility for tiwibw vid-
€o.

Base View: NAL units that are decoded by legacy AVC decoders

. . Slice of non- Slice of non-
NS‘IF',E . Slice ofUI_Ii_)F:{ glcture IDR picture | ***** IDR picture | =****
NUT =1 NUT =1
« profile_idc
« level_idc

« constraint_setX_flags

Non-Base View: NAL units that are decoded by MVC decoders,
and discarded by legacy AVC decoders

Slice
extension
NUT = 20

Subset
SPS
NUT =15

Slice extension
NUT = 20

Subset SPS includes SPS syntax
and SPS MVC extension syntax

Slice extension
has same slice-level

« View identification syntax as base view

« View dependencies
* MVC profile/level

Fig. 2. Structure of an MVC bitstream including NAinits that are associ-
ated with a base view and NAL units that are asgedi with a non-base
view. NAL unit type (NUT) indicators are used to distinguish differégypies
of data that are carried in the bitstream.

To achieve this compatibility, the video data agsed with
a base view is encapsulated in NAL units that haresiously
been defined for the 2D video, while the video degsociated
with the additional views are encapsulated in ateresion
NAL unit type that is used for both scalable videmding
(SVC) [45] and multiview video. A flag is specifigd distin-
guish whether the NAL unit is associated with anCSwr
MVC bitstream. The base view bitstream conformexisting
H.264/MPEG-4 AVC profiles for single-view videoge.High
profile, and decoders conforming to an existingglnview
profile will ignore and discard the NAL units thebntain the
data for the non-base views since they would nobgeize
those NAL unit types. Decoding the additional viewgh

distortion cost.

Left
View

AN

by

Fig. 3. lllustration of inter-view prediction in MY.

Right

View

Inter-view prediction is a key feature of the MV@sign,
and it is enabled in a way that makes use of #wfle refer-
ence picture management capabilities that had dyréeen
designed into H.264/MPEG-4 AVC, by making the desbd
pictures from other views available in the refeeenmcture
lists for use by the inter-picture prediction presiag. Specifi-
cally, the reference picture lists are maintainmdefach picture
to be decoded in a given view. Each such listiigalized as
usual for single-view video, which would includesttemporal
reference pictures that may be used to predicttneent pic-
ture. Additionally, inter-view reference picturag @ncluded in
the list and are thereby also made available fediption of
the current picture.

According to the MVC specification, inter-view redémce
pictures must be contained within the same acceitsas the
current picture, where an access unit containghall NAL
units pertaining to a certain capture or displagetiinstant.
The MVC design does not allow the prediction ofiepe in
one view at a given time using a picture from aapthew at a
different time. This would involve inter-view pretiion across
different access units, which would incur additioo@amplex-
ity for limited coding benefits.

To keep the management of reference pictures densis
with that for single-view video, all the memory nagement
control operation commands that may be signalegutir an
H.264/MPEG-4 AVC bitstream apply to one particutaaw in
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which the associated syntax elements appear. The satrue

for the sliding window and adaptive memory conpidcesses
that can be used to mark pictures as not being fmsefer-

ence. The reference picture marking process of HMBEG-

4 AVC is applied independently for each view, satttine en-
coder can use the available decoder memory capacity

flexible manner. Moreover, just as it is possildedn encoder
to re-order the positions of the reference pictimesreference
picture list that includes temporal reference piesy it can

also place the inter-view reference pictures atadesjred posi-
tions in the lists. An extended set of re-ordetngimands are
provided in the MVC specification for this purpose.

It is important to emphasize that the core macrdlevel
and lower-level decoding modules of an MVC decaaterthe
same, regardless of whether a reference pictuaetésnporal
reference or an inter-view reference. This distorcis man-
aged at a higher level of the decoding process.

In terms of syntax, supporting MVC only involves am
changes to high-level syntax, e.g., an indicatibthe predic-
tion dependency as discussed in the next subseétiomjor
consequence of not requiring changes to lower $ewélthe
syntax (at the macroblock level and below it) iattMVC is
compatible with existing hardware for decoding &rgew
video with H.264/MPEG-4 AVC. In other words, supiiagy

do not use temporal prediction for the encodingrof view on
which a given view depends, although they do allwer-view
prediction from other views within the same accesst.
Moreover, it is prohibited for any picture thatléals the an-
chor picture in both bitstream order and displageorto use
any picture that precedes the anchor picture streiam order
as a reference for inter-picture prediction, anddiy picture
that precedes the anchor picture in decoding aaésllow it
in display order. This provides a clean random seg@®int for
access to a given view. The difference betweenarnuistures
and IDR pictures is similar to the difference bedwehe "open
GOP" and "closed GOP" concepts that previouslyiagph
the H.262/MPEG-2 contektwith closed GOPs being associ-
ated with IDR pictures and open GOPs being assatiatth
anchor pictures [44]. With an anchor picture, ipemissible
to use pictures that precede the anchor picturbitstiream
order as reference pictures for inter-picture préalh of pic-
tures that follow after the anchor picture in loégsim order, but
only if the pictures that use this type of refeiaggrecede the
anchor picture in display order. In MVC, both IDRdaanchor
pictures are efficiently coded, and they enableloam access
in the time and view dimensions.

C. High-level Syntax

MVC as part of an existing H.264/MPEG-4 AVC decoder 1he decoding process of MVC requires several aufetio

should not require substantial design changes.

the high-level syntax, which are primarily signalddough a

Since MVC introduces dependencies between views, rdnultiview extension of theequence parameter set (SPS) de-

dom access must also be considered in the viewndime.

Specifically, in addition to the views to be acasbécalled the
target views), any views on which they depend for purgasie
inter-view referencing also need to be accesseddarndded,
which typically requires some additional decodiniget or

delay. For applications in which random access @mwv
switching is important, the prediction structurenche de-
signed to minimize access delay, and the MVC depign

vides a way for an encoder to describe the predictructure
for this purpose.

To achieve access to a particular picture in argiwew, the
decoder should first determine an appropriate acpest. In
H.264/MPEG-4 AVC, eachnstantaneous decoding refresh
(IDR) picture provides a clean random access pdimtce
these pictures can be independently decoded arigeatioded
pictures that follow them in bitstream order casoabe de-
coded without temporal prediction from any pictalecoded
prior to the IDR picture. In the context of MVC, #DR pic-
ture in a given view prohibits the use of tempgreddiction
for any of the views on which a particular view degs at that
particular instant of time; however, inter-view gietion may
be used for encoding the non-base views of an |RRue.
This ability to use inter-view prediction for endéog an IDR
picture reduces the bit rate needed to encode dnebase
views, while still enabling random access at teatgoral lo-
cation in the bitstream. Additionally, MVC also riotluces an
additional picture type, referred to as archor picture for a
view. Anchor pictures are similar to IDR picturesthat they

fined by H.264/MPEG-4 AVC. Three important piecdsm
formation are carried in the SPS extension:

* View identification

« View dependency information

« Level index for operation points

The view identification part includes an indicatiohthe to-
tal number of views, as well as a listing of viesentifiers.
The view identifiers are important for associatmgarticular
view to a specific index, while the order of thewiidentifiers
signals the view order index. The view order indexritical
to the decoding process as it defines the ordarhich views
are decoded.

The view dependency information is composed oftaose
signals that indicate the number of inter-view refiee pic-
tures for each of the two reference picture listd are used in
the prediction process, as well as the views treyt be used
for predicting a particular view. Separate view @ggency
information is provided for anchor and non-anchiatyses to
provide some flexibility in the prediction while haver-
burdening decoders with dependency information tuatld
change for each unit of time. For non-anchor patuthe view
dependency only indicates that a given set of vievay be
used for inter-view prediction. There is additiosanaling in
the NAL unit header indicating whether a particulaaw at a
given time may be used for inter-view referencedoy other

3 For those familiar with the more modern versiorihi$ concept as found
in H.264/MPEG-4, an MVC anchor picture is also agals to the use of the
H.264/MPEG-4 AVC recovery point SEI message withreaovery frame
count equal to 0.
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picture in the same access unit. The view deperydaefarma-
tion in the SPS is used together with this syntarment in the
NAL unit header to create reference picture liggt include
inter-view references, as described in the previulsection.

The final portion of the SPS extension is the diggaof
level information and information about theperating points
to which it correspond. The level index is an irdar of the
resource requirements for a decoder that confoorasparticu-
lar level; it is mainly used to establish a boumdlme complex-
ity of a decoder and is discussed further belowthécontext
of MVC, an operating point corresponds to a spet¢édmporal
subset and a set of views including those interfdedutput
and the views that they depend on. For exampl@&/\4€ bit-
stream with 8 views may provide information for sl oper-
ating points, e.g., one corresponding to all 8 gig¢agether,
another corresponding to a stereo pair, and anatbee-
sponding to a set of three particular views. Acoaydo the
MVC standard, multiple level values could be sigdahs part
of the SPS extension, with each level being assatiaith a
particular operating point. The syntax indicates tlumber of
views that are targeted for output as well as thmber of
views that would be required for decoding particalperating
points.

Inter-view prediction

Multiview (more than 2 views)

High

High
CABAC

Constrained B slice
Baseline

land Pslice  Mc prediction

8x8 spatial

prediction peiohicd

prediction

CAVLC In-loop deblocking 8x8 transform

Intra prediction Scaling

Monochrome -
matrices

format

Inter-view
prediction
(2 views)

Inter-view Prediction
with Field and MBAFE,

Compatible with
both Multiview High
and Stereo High profiles

Fig. 4. lllustration of MVC profiles, consisting d¢he Multiview High and
Stereo High profiles, together with illustrationtbe features compatible with
both profiles and profiles that can be used foratheoding of the base view.

D. Profilesand Levels

As with prior video coding standard®;ofiles determine the
subset of coding tools that must be supported Imfocming
decoders. There are two profiles currently defibgdMVC
with support for more than one view: the Multiviéligh pro-
file and the Stereo High profile. Both are basedthmn High
profile of H.264/MPEG-4 AVC, with a few differences

e The Multiview High profile supports multiple vievend

does not support interlace coding tools.

e The Stereo High profile is limited to two views,tliloes

support interlace coding tools.

For either of these profiles, the base view careheoded
using either the High profile of H.264/MPEG-4 AVGr a
more constrained profile known as the Constrainedeine
profile which was added to the standard more récdhp].
When the High profile is used for the base viewtfoe Mul-

tiview High profile, the interlace coding tools €l picture
coding and MBAFF), which are ordinarily supported the
High profile, cannot be used in the base layeresithey are
not supported in the Multiview High profile. (Theostrained
Baseline profile does not support interlace codaais.)

An illustration of these profile specifications aélVe to the
High and Constrained Baseline profiles of H.264/NBRE
AVC is provided in Fig. 4. It is possible to havebistream
that conforms to both the Stereo High profile andltiiew
High profile, when there are only two views that anded and
the interlace coding tools are not used. In thigeca flag sig-
naling their compatibility is set.

Levels impose constraints on the bitstreams produced by

MVC encoders, to establish bounds on the necestgder
resources and complexity. The level limits incldaheits on
the amount of frame memory required for the deapdih a
bitstream, the maximum throughput in terms of mhlorcks
per second, maximum picture size, overall bit rate,

The general approach to defining level limits in &\Was
to enable the repurposing of the decoding resowtesgle-
view decoders for the creation of multiview decadén this
way, some level limits are unchanged, such as teeatl bit
rate; in this way, an input bitstream can be preed<dy a de-
coder regardless of whether it encodes a single giemulti-
ple views. However, other level limits are incressuch as
for the maximum decoded picture buffer capacity and
throughput; a fixed scale factor of two was appliedthese
decoder resource requirements. Assuming a fixedlutaen,
this scale factor enables the decoding of steréeovusing the
same level as is specified for single-view videahat same
resolution. For instance, the same Level 4.0 design is
used for single-view video at 1920080p at 24 Hz using the
High profile and for stereo-view video at 192A@80p at
24 Hz for each of the two views using the StereghHprofile.
To decode a higher number of views, one would eitise a
higher level and/or reduce the spatial or tempa@sblution of
the multiview video.

E. Coding Performance

It has been shown that coding multiview video wiiter-
view prediction does give significantly better rkswompared
to independent coding [47]. For some cases, gairsgh as
3 dB, roughly corresponding to a 50% savings irrdti¢, have
been reported. A comprehensive set of results faltiview
video coding over a broad range of test material prasented
in [40] according to a set of common test condii@amd test
material specified in [48]. For multiview video Witup to 8
views, an average of 20% reduction in bit rate vegmrted,
relative to the total simulcast bit rate, basedBjantegaard
delta measures [49]. In other studies [50], anayereduction
of 20-30% of the bit rate for the second (dependeietv of
typical stereo movie content was reported, witreakpreduc-
tion for an individual test sequence of 43% of Hierate of
the dependent view. Fig. 5 shows sample rate-distocurves
comparing the performance of simulcast coding i per-
formance of MVC reference software that employsdrichi-
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cal predictions in both the temporal and view digiens.
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Fig. 5. Sample coding results for several MVC w=guences, including
Ballroom, Racel, and Rena sequences, accordingrtomon test condi-
tions [48].

There are many possible variations on the predictiouc-
ture considering both temporal and inter-view dejgscies.
The structure not only affects coding performarnogt has
notable impact on delay, memory requirements amdiaian
access. It has been confirmed that the majoritgaihs are
obtained using inter-view prediction at anchor poss. An
average decrease in bit rate of approximately 5-a2b&guiva-
lent quality could be expected if the inter-vievegictions at

10

non-anchor positions are not used [51]. The upsidbat de-
lay and required memory would also be reduced.

Prior studies on asymmetrical coding of stereo wjdi&
which one of the views is encoded with lower quatitan the
other, suggest that a further substantial savindsitirate for
the non-base view could be achieved using thantgqab. In
this scheme, one of the views is significantly tédror more
coarsely quantized than the other [52], or is codéd a re-
duced spatial resolution [53][54], with an impaattbe stereo
quality that may be imperceptible. With mixed resigin cod-
ing, it has been reported that an additional viewla be sup-
ported with minimal rate overhead, e.g., on theeorof 25-
30% additional rate added to a base view encodingdding
the other view at quarter resolution. Further stisdyeeded to
understand how this phenomenon extends to multivieleo
with more than two views. The currently-standardi2dVC
design provides the encoder with a great deal eddom to
select the encoded fidelity for each view and tdgren pre-
processing such as blurring if desired; howevemsigs the
same sample array resolution for the encodinglafi@lvs.

F. SEI Messages for Multiview Video

Several new SEI messages for multiview video appbas
have also been specified as part of the MVC extensif
H.264/MPEG-4 AVC. However, it should be noted that,
general, SElI messages only supply supplementatniafiion
that is not used within the standardized processhi® decod-
ing of the sample values of the coded pictures, thadise of
any given SEIl message may not be necessary or @gtemin
some particular MVC application environment. A brieim-
mary of these messages and their primary intended are
included below.

Parallel decoding information SEI message: indicates that
the views of an access unit are encoded with cectaistraints
that enable parallel decoding. Specifically, itnsity a limita-
tion that has been imposed by the MVC encoder vidyeee
macroblock in a certain view is only allowed to deg on
reconstruction values of a subset of macroblockotimer
views. By constraining the reference area, it issfue to en-
able better parallelization in the decoding prodéds

MVC scalable nesting SEI message: enables the reuse of ex-
isting SEI messages in the multiview video contgxindicat-
ing the views or temporal levels to which the mgssaapply.

View scalability information SEI message: contains view
and scalability information for particular operatipoints (sets
of coded views at particular levels of a nestedpieral refer-
encing structure) in the coded video sequerfarmation
such as bit rate and frame rate, among others, are signaled
as part of the message for the subset of the operation
points. This information can be useful to guide a bitstream
extraction process [44].

Multiview scene information SEI message: indicates the
maximum disparity among multiple view componentsaim
access unit. This message can be used for progetbsinde-
coded view components prior to rendering on a 3pldy. It
may also be useful in the placement of graphiclaysy subti-
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tles, and captions in a 3D scene.
Multiview acquisition information SEI message: this SEI
message specifies various parameters of the atiqmiginvi-

to asframe sequential andfield sequential. The frame rate of
each view may be reduced so that the amount of idata
equivalent to that of a single view.

ronment, and specifically, the intrinsic and exdrtncamera
parameters. These parameters are useful for viepingaand
interpolation, as well as solving other correspomgeprob-
lems mentioned above in section 11.B.

Non-required view component SEI message: indicates that a
particular view component is not needed for deocgdibhis
may occur if a particular set of views have beanidied for
output and there are other views in the bitstrehat these
target output views do not depend on.

View dependency change SEI message: with this SEI mes-
sage, it is possible to signal changes in the \dependency
structure.

Operation point not present SEI message: indicates opera-

Top-Bottom

Side-by-Side

¥ E X EEMEEXEEXLEIEENX

XK K EHEKEKEXHKEHREEREIR

MK M OEHKYENHKHRKREEHNHN

K HEEHXEHKEHEHEEHRHEHEEHKEHEEEHREH

0C0O0DGCD0OO000C000 0

Q00 O0RC0OO00Q00000 0

Q00 O0RC0OO00Q00000 0

0O 000000 000000000

XXX XELEXLEOOOODOOOOO

XX XHREEELEXOOOODOOOO

XXX HKXEHEHXHKXOOOOOOOO

EXEHEHEHKEHKEOCODOOOOGCO

XXX XEXEXEOOOO0OOGCO

XXXHXEXKXOOQOOO0OOQOO

XXX XEXRXXOOQOO00O0OQO0OQ

XXX XELEXLEOOOODOOOOO

Row Interleaved

Column Interleaved

MK M OEHKYENHKHRKREEHNHN

0C0O0DCDOO0ODGC0O0OD0

X KX EXHKZEZAEXEHEEXEHKEHEEEHREK

Q00 O0RC0OO00Q00000 0

¥ E X EEMEEXEEXLEIEENX

0O 000000 000000000

MK M OEHKYENHKHRKREEHNHN

0C0O0DCDOO0ODGC0O0OD0

XO0OXO0OXOHXOXOHOEHEOED?O

XEOEOHXOHXOXOHROEOEKDO

XO0OXOXEOKOXOE0EXO0EKO

XO0OXOXOKOXOEXEO0EXOEKO

XO0XO0OXOXOXOXOXOEXO

XO0OXO0OXOKXOXOXOEROEKO

XO0OXO0OXOHXOXOHOEHEOED?O

XEOEOHXOHXOXOHROEOEKDO

tion points that are not present in the bitstredtis may be
useful in streaming and networking scenarios thatansider-
ing available operation points in the current biam that
could satisfy network or device constraints.

Base view temporal HRD SEI message: when present, this
SEIl message is associated with an IDR access nohisignals
information relevant to the hypothetical referemtecoder
(HRD) parameters associated with the base view.

Checkerboard

X OXOXOXOXO0OXO0OEXROEHC0

0OXO0OXEOXOXO0OKXOXKOEXOXR

X O0XOXOXOXOZXOXOEO

O KO ROXOKOKXOROEKOEXK

X OXOHXOXOHOHOEHOEHEDO

OXKOHEOHEODHXOHOEXO OEROEH

X OXOXOXO0XO0XOEXOE O

©OXOHXEOXOXOKOXOEXOEK

Fig. 6. Common frame-compatible formats where gpresents the samples

VI. FRAME-COMPATIBLE STEREOENCODING FORMATS from one view and ‘o’ represents the samples froendther view.

Frame compatible formats refer to a class of steideo for-

mats in which the two stereo views are essentialljtiplexed

into a single coded frame or sequence of frameseSoom-
mon such formats are shown in Fig. 6. Other commames
include stereo interleaving or spatial/temporal tipléxing

formats. In the following, a general overview oésle formats
along with the key benefits and drawbacks are dsed. The
signaling for these formats that has been standeddas part
of the H.264/MPEG-4 AVC standard is also described.

Frame-compatible formats have received consideratide-
tion from the broadcast industry since they faaiéitthe intro-
duction of stereoscopic services through existitigastructure
and equipment. The coded video can be processeddngers
and decoders that were not specifically designedhandle
stereo video — such that only the display subsysteatfol-
lows the decoding process needs to be alteredpyposu3D.
Representing the stereo video in a way that is matky com-
patible with existing encoding, decoding and delvanfra-
A. Basic Principles structure is the major advantage of this format Viteo can

With a frame-compatible format, the left and rigldws are be compressed with existing encoders, transmittedugh
packed together in the samples of a single videmér In such existing channels, and decoded by existing receiv@nly the
a format, half of the coded samples representetieview and final display stage requires some customizationrémogniz-
the other half represent the right view. Thus, ezmied view ing and properly rendering the video to enable avBiving
has half the resolution of the full coded frameefkhis a vari- experience. Although compression performance may da-
ety of options available for how the packing carpbeormed. pending on the content, the acquisition and pregssing
For example, each view may have half horizontadltg®mn or  technology, and the frame packing arrangementaratsed,
half vertical resolution. The two such half-res@ntviews can the bit rates for supporting stereo video in themer may not
be interleaved in alternating samples of each coloemrow, need to be substantially higher than for a compessngle
respectively, or can be placed next to each otheariange- view at an equivalent spatial resolution (althoagbomewnhat
ments known as thede-by-side andtop-bottom packings (see higher bit rate may be desirable, since the fraomapatible
Fig. 6). The top-bottom packing is also sometineferred to stereo video would tend to have higher spatialdesgy con-
as over-under packing [55]. Alternatively, a "checkerboard"tent characteristics). This format essentially elarthe stereo
(quincunx) sampling may be applied to each viewthwhe video through existing hardware and delivery chéraue to
two views interleaved in alternating samples inhbibte hori- these minimal changes, stereo video service canuiekly
zontal and vertical dimensions (as also shown gn &). deployed to 3D capable displays (which are alresagjlable

Temporal multiplexing is also possible. In this eggzh, the in the market — e.g., using the HDMI 1.4a speciftoa[56]).
left and right views would be interleaved as aking frames The drawback of representing the stereo signdlijway is
or fields of a coded video sequence. These foraratseferred that spatial or temporal resolution would be ondf fof that
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used for 2D video with the same (total) encodedltdi®n.

The key additional issue with frame-compatible fatsnis
distinguishing the left and right views. To perfotime de-
interleaving, it is necessary for receivers to bée ao parse
and interpret some signal that indicates that theé packing
is being used. Since this signaling may not be tstded by
legacy receivers, it may not even be possible dichglevices
to extract, decode and display a 2D version oBfhgrogram.
However, this may not necessarily be consideregreblem-
atic, as it is not always considered desirable nab&e 2D
video extraction from a 3D stream. The content potidn

practices for 2D and 3D programs may be differant 2D
and 3D versions of a program may be edited diffyge.g.,

using more frequent scene cuts and more globabmdbr 2D

programming than for 3D). Moreover, the firmware some
devices, such as cable set-top boxes, could beadedrto
understand the new signaling that describes theovidrmat
(although the same is not necessarily true fordrast receiv-
ers and all types of equipment).

B. Sgnaling

The signaling for a complete set of frame-compatituir-
mats has been standardized within the H.264/MPE&/E
standard as supplemental enhancement informatiél) (Ses-
sages. A decoder that understands the SEI mesaageter-
pret the format of the decoded video and display dtereo
content appropriately.

An earlier edition of the standard that was congulein
2004 specified atereo video information (SVI) SEI message
that could identify two types of frame-compatibleceding for
left and right views. More specifically, it was alio indicate
either a row-based interleaving of views that wolbddrepre-
sented as individual fields of a video frame oemporal mul-
tiplexing of views where the left and right viewsuld be in a
temporally alternating sequence of frames. The SKEI mes-
sage also had the capability of indicating whetherencoding
of a particular view is self-contained, i.e., wratlthe frames
or fields corresponding to the left view are onfgglicted from
other frames or fields of the left view. Inter-vignediction for
stereo is possible when the self-contained flatisabled.

Although the specification of the SVI SEI messagestill
included in the current version of the standard fhg func-
tionality of this SEI message has recently beeoripgrated,
along with additional signaling capabilities andpgart of
various other spatially multiplexed formats (as alieed
above), into a new SEI message. Thus the new editidhe
standard expresses a preference for the use afigiveSEl
message rather than the SVI SEI message. The nem&E
sage is referred to as tifiame packing arrangement (FPA)
SEl message. It was specified in an amendment ef
H.264/MPEG-4 AVC standard [12] and was incorporated
the latest edition [1]. This new SEI message isctiveent sug-
gested way to signal frame-compatible stereo vidéarma-
tion, and it is able to signal all of the variowarfe packing
arrangements shown in Fig. 6. With the side-by-sidd top-
bottom arrangements, it is also possible to sigredther one
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of the views has been flipped so as to create eoniinage in
the horizontal or vertical direction, respectivelgdependent
of the frame packing arrangement, the SEI messiageiradi-
cates whether the left and right views have bedsestito a
quincunx (checkerboard) sampling. For instances, ftossible
to apply a quincunx filter and sub-sampling procdssg then
rearrange the video samples into a side-by-sidedbr Such
schemes are also supported in the FPA SEI mesBagsly,
the SEI message indicates whether the upper-lefpleaof a
packed frame is for the left or right view and lsasupports
additional syntax to indicate the precise relagvid alignment
positions of the samples of the left and right \sewsing a
precision of one sixteenth of the sample grid spatietween
the rows and columns of the decoded video array.

C. Discussion

Industry is now preparing for the introduction afw 3D
services. With the exception of Blu-ray Discs, whitill offer
a stereo format with HD resolution for each vievgdxhon the
Stereo High profile of the MVC extensions, the niyoof
services will start based on frame-compatible fasnthat will
have a lower resolution for each coded view thanftitl reso-
lution of the coded frame [57]. Some benefits aralvdbacks
of the various formats are discussed below; furthiecussion
can also be found in [57].

In the production and distribution domains, theediy-side
and top-bottom formats currently appear to be tlustnfia-
vored (e.g., in [55] and [58]). Relative to rowamumn inter-
leaving and the checkerboard format, the qualitthefrecon-
structed stereo signal after compression can bierbetain-
tained. The interleaved formats introduce significhigh fre-
guency content into the frame-compatible signalhergby
requiring a higher bit rate for encoding with adaiguquality.
Also, the interleaving and compression process c@&ate
cross-talk artifacts and color bleeding across siew

From the pure sampling perspective, there have besre
studies that advocated benefits of quincunx samplim par-
ticular, quincunx sampling preserves more of thgioal sig-
nal and its frequency-domain representation islamio that
of the human visual system. The resolution losgjigally dis-
tributed in the vertical and horizontal directioi80, while it
may not be a distribution-friendly format, quincusampling
followed by a rearrangement to side-by-side or liottoem
format could potentially lead to higher quality quemned to
direct horizontal or vertical decimation of thetlaind right
views by a factor of two. On the other hand, qumcsam-
pling may introduce high frequencies into the vigamal that
are difficult to encode, since it creates frequecaytent that is
neither purely vertical nor purely horizontal. Thigy result in

th signal that requires a higher bit rate to enceitle adequate
quality [55].

Another issue to consider regarding frame-compatibt-
mats is whether the source material is interlaBatte the top-
bottom format incurs a resolution loss in the waltidimen-
sion and an interlaced field is already half theohetion of the
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decoded frame, the side-by-side format is genemakferred
over the top-bottom format for interlaced conté&s&][58].

Since there are displays in the market that supimbet-
leaved formats as their native display format, sastthecker-
board for DLP televisions and row or column intevieg for
some LCD-based displays, it is likely that the rifisttion for-
mats will be converted to these display formatsrpio reach-
ing the display. The newest High-Definition Multidha Inter-
face specification between set-top boxes and displdDMI
1.4a [56], adds support for the following 3D vidémrmat
structures: frame packing (for progressive andrliated scan
formats), side-by-side (half or full horizontal odgion), top-
bottom (half vertical resolution only), field alteating (for
interlaced formats), and line alternating (for pexgive for-
mats)? Therefore, the signaling of these formats overdise
play interface would be necessary along with tigaaling of
the various distribution formats.

The SEI message that has been specified in tha lagesion
of the H.264/MPEG-4 AVC standard supports a brogtdo$
possible frame-compatible formats. It is expectede¢ used
throughout the delivery chain from production tstdbution,
through the receiving devices, and possibly allwlg to the
display in some cases.

A natural question that arises in regard to thdajepent of
frame-compatible stereo video is how to then m@gtata ser-
vice that provides higher resolution for each viévarious
approaches to this question are currently undetysin the
MPEG standardization working group — enhancingrés®lu-
tion of each view with a coded resolution enhancentuit-
stream in a layered scalable fashion [59]. The hpgroach
for this may involve some combination of MVC withather
set of recent extensions of H.264/MPEG-4 AVC — nigirtiee

scalable video coding (SVC) extension [45] — perhaps along[4]

with additional new technology.

VII.

3D video has drawn significant attention recenthoag in-
dustry, standardization forums, and academic rekees. The
efficient representation and compression of stexed mul-
tiview video is a central component of any 3D orltiigw
system since it defines the format to be producsdred,
transmitted and displayed. This article reviewed thcent
extensions to the widely deployed H.264/MPEG-4 Ast@n-
dard that support 3D stereo and multiview videoe THVC
standard includes support for improved compressiostereo
and multiview video by enabling inter-view preddctias well
as temporal inter-picture prediction. Another intpat devel-
opment has been the efficient representation, godimd sig-
naling of frame-compatible stereo video formatssdtsated
standards for the transport and storage of stardaraltiview
video using H.222.0/MPEG-2 Systems, RTP and theh&se
media file format have also been specified, anddaseribed

CONCLUSIONS ANDFURTHERWORK

4 In addition to the HDMI formats relevant to thiager, also the formats
left plus depth (for progressive-scan formats qnisf} plus depth, and graph-
ics plus graphics-depth (for progressive-scan ftsroaly) are specified.
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in [60].

We are now witnessing the roll-out of new 3D segsiand
equipment based on these technologies and standesdbe
market evolves and new types of displays and seswice of-
fered, additional new technologies and standardisneed to
be introduced. For example, it is anticipated thatew 3D
video format to support the generation of the langmber of
views required by auto-stereoscopic displays waelcheeded.
Solutions that consider the inclusion of depth rimdiprmation
for this purpose are a significant area of focusfthure de-
signs, as discussed in [61].
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