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On the Spectrum Handoff for Cognitive Radio
Ad Hoc Networ ks without Common Control
Chann€l

Yi Song and Jiang Xie

Abstract Cognitive radio (CR) technology is a promising solution tdhance the
spectrum utilization by enabling unlicensed users to ekfhe spectrum in an op-
portunistic manner. Since unlicensed users are tempotiaitpns to the licensed
spectrum, they are required to vacate the spectrum whereaskd user reclaims
it. Due to the randomness of the appearance of licensed, usmsptions to both
licensed and unlicensed communications are often diffioytrevent. In this chap-
ter, a proactive spectrum handoff framework for CR ad hoevosts is proposed
to address these concerns. In the proposed framework, ehawiiching policies
and a proactive spectrum handoff protocol are proposedttorécensed users
vacate a channdleforea licensed user utilizes it to avoid unwanted interference.
Network coordination schemes for unlicensed users areiatsporated into the
spectrum handoff protocol design to realize channel revalez Moreover, a dis-
tributed channel selection scheme to eliminate collismm®ng unlicensed users is
proposed. In our proposed framework, unlicensed usergdawate with each other
without using a common control channel. We compare our pgeg@roactive spec-
trum handoff protocol with a reactive spectrum handoff poat, under which un-
licensed users switch channelier collisions with licensed transmissions occur.
Simulation results show that our proactive spectrum hamaldperforms the reac-
tive spectrum handoff approach in terms of higher througlama fewer collisions
to licensed users. In addition, we propose a novel three mbinaal discrete-time
Markov chain to characterize the process of reactive spetirandoffs and analyze
the performance of unlicensed users. We validate the ngalegsults obtained
from our proposed Markov model against simulation and itigage other parame-
ters of interest in the spectrum handoff scenario.
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1 Introduction

The rapid growth of wireless devices has led to a dramatiease in the need of
spectrum access from wireless services. However, acaptdiffederal Communi-
cations Commission (FCQ)[1], up to 85% of the assigned specis underutilized
due to the current fixed spectrum allocation policy. In otdesvercome the imbal-
ance between the increase in the spectrum access demanideainéfticiency in
the spectrum usage, FCC has suggested a new paradigm faonibafig accessing
the assigned spectrum where the spectrum is not lised [2hitd@gradio (CR) is
a key technology to realize dynamic spectrum access (DS#)ahables an unli-
censed user (or, secondary user) to adaptively adjust ésatipg parameters and
exploit the spectrum which is unused by licensed users (ongry users) in an
opportunistic manner[3].

The CR technology allows secondary users (SUs) to seek dim tispectrum
holes” in a time and location-varying radio environmentheitit causing harmful
interference to primary users (PUs). This opportunistie asthe spectrum leads
to new challenges to make the network protocols adaptivedwarying available
spectrum([4]. Specifically, one of the most important fuoitlities of CR networks
is spectrum mobilitywhich enables SUs to change the operating frequencies base
on the availability of the spectrum. Spectrum mobility givése to a new type of
handoff calledspectrum handoffwhich refers to the process that when the cur-
rent channel used by a SU is no longer available, the SU negusise its on-going
transmission, vacate that channel, and determine a nelableathannel to continue
the transmission. Compared with other functionalitigsectrum sensingpectrum
managemenandspectrum sharing[4] of CR networks, spectrum mobility is less
explored in the research community. However, due to theaamméss of the appear-
ance of PUs, it is extremely difficult to achieve fast and sth@pectrum transition
leading to minimum interference to legacy users and perdoee degradation of
secondary users during a spectrum handoff. This problemrbes even more chal-
lenging in ad hoc networks where there is no centralizedye(gig., a spectrum
broker [4]) to control the spectrum mobility.

1.1 Spectrum Handoff in Cognitive Radio Networks

Related work on spectrum handoffs in CR networks falls imto tategories based
on the moment when SUs carry out spectrum handoffs. One aplpris that SUs
perform spectrum switching and radio frequency (RF) frent reconfiguratioaf-
ter detecting a PU[[549], namely theactiveapproach. Although the concept of
this approach is intuitive, there is a non-negligible segsind reconfiguration de-
lay which causes unavoidable disruptions to both the PU dahdr&smissions.
Another approach is that SUs predict the future channelahidity status and per-
form spectrum switching and RF reconfiguratlmeforea PU occupies the channel
based on observed channel usage statistics [11,112]14d6Ely theproactiveap-
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proach. This approach can dramatically reduce the cafissiietween SUs and PUs
by letting SUs vacate channels before a PU reclaims the @hdnrihe existing pro-
posals of the proactive approach, a predictive model foladyin spectrum access
based on the past channel usage history is proposed in [Xyfclastationary detec-
tion and Hidden Markov Models for predicting the channetitimes are proposed
in [12]. In [14], a binary time series for the spectrum occupacharacterization and
prediction is proposed. In[15], a novel spectrum handdifesee called voluntary
spectrum handoff is proposed to minimize SU disruptiongusiduring spectrum
handoffs. In[[16], the error of prediction of the channelgesas considered in de-
signing an intelligent dynamic spectrum access mecharnisjfi7], an experimental
cognitive radio test bed is presented. It uses sensing athethusage prediction to
exploit temporal white space between primary WLAN transioiss.

1.2 Common Control Channel in Cognitive Radio Networks

A common control channel (CCC) is used for supporting thevogt coordination
and channel related information exchange among SUs. Inrthegroposals of the
above two spectrum handoff approaches, the network coatidimand rendezvous
issue (i.e., before transmitting a packet between two ndles first find a common
channel and establish a link) is either not considered [F]A8] [14] [16] [17] or
simplified by using a global common control channel (CCC) ][] [15]. A
SU utilizing a channel without coordinating with other SUayriead to the failure
of link establishment[19]. Therefore, network coordioatihas significant impact
on the performance of SUs. Although a global CCC simplifies rietwork coor-
dination among SU< [18], there are several limitations whsimg this approach
in CR networks. First of all, it is difficult to identify a gla CCC for all the sec-
ondary users throughout the network since the spectrurtadnility varies with time
and location. Secondly, the CCC is influenced by the primagr traffic because
a PU may suddenly appear on the current control channelhiésetreasons, IEEE
802.22[[20], the first standard based on the use of cognéidi®technology on the
TV band between 41 and 910 MHz, does not utilize a dedicatadra#l for con-
trol signaling, instead dynamically choosing a channelolh$ not used by legacy
users[[21].

In this chapter, we investigate the network scenario wher€@C exists and its
impact on the spectrum handoff design in CR ad hoc networkseSvhen no CCC
exists in the network, message exchange among SUs is nofsafeasible. Thus,
the spectrum handoff design becomes more challenging tlesdenario with a
CCC. Currently, several proposals have been proposed torgiish network coor-
dination without a CCC in ad hoc networks. Based on the nurobesers making
link agreements simultaneously, the proposed networkdionation schemes can be
categorized into (1) single rendezvous coordination ses22+-24] (i.e., only one
pair of SUs in a network can exchange control information esi@blish a link at
one time) and (2) multiple rendezvous coordination schd@&&27] (i.e., multiple
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pairs of SUs in a network can use different channels to exgpdaontrol informa-
tion and establish multiple links at the same time). Thusutileze these two types
of network coordination schemes and incorporate them imospectrum handoff
design for CR ad hoc networks.

1.3 Channel Selection in Cognitive Radio Networks

Even though the channel allocation issue has been wellestuditraditional wire-
less networks (e.g., cellular networks and wireless loozh ametworks (WLANS)),
channel allocation in CR networks, especially in a specthamdoff scenario, still
lacks sufficient research. When SUs perform spectrum hésdmfwell-designed
channel selection method is required to provide fairnesafioSUs as well as to
avoid multiple SUs to select the same channel at the same@@uareently, the chan-
nel selection issue in a multi-user CR network is investidanainly using game
theoretic approaches [28432], while properties of intedesing spectrum hand-
offs, such as SU handoff delay and SU service time, are ndtestuFurthermore,
most of the prior work on channel allocation in spectrum tadfsd[[7] [11] only
considers a two-secondary-user scenario, where a SU ¢yesediects the channel
which either results in the minimum service timeé [7] or has thighest probabil-
ity of being idle [11]. In [15%], only one pair of SUs is consige and the channel
selection issue is ignored. However, if multiple SUs parfapectrum handoffs at
the same time, these channel selection methods will catisgteeollisions among
SUs. Hence, the channel selection method aiming to prewdiigions among SUs
in a multi-secondary-user spectrum handoff scenario isrigehin the prior work.

1.4 Analytical Model for Spectrum Handoff in Cognitive Radio
Networks

An analytical model is of great importance for performangalgsis because it can
provide useful insights on the operation of spectrum hafisdbfowever, there have
been limited studies on the performance analysis of spectrandoffs in CR net-
works using analytical models. The performance analysidl giior works on spec-
trum handoffs is simulation-based with the exception o8 [9]. In [7] and[[9], a
preemptive resume priority queueing model is proposed abyae the total service
time of SU communications for proactive and reactive-deaispectrum handoffs.
However, in both([7] and 9], only one pair of SUs is considkirea network, while
the interference and interactions among SUs are ignoreidhwhay greatly affect
the performance of the network. In all the above proposatgiramon and severe
limitation is that the authors assume that the detectionusf B perfect (i.e., a SU
transmitting pair can immediately perform channel swibchif a PU is detected to
appear on the current channel, thus the overlapping of SUPahttansmissions is
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negligible). However, since the power of a transmitted aigs much higher than

the power of the received signal in wireless medium due th [mes, instantaneous
collision detection is not possible for wireless commutiaas [10]. Thus, even if

only a portion of a packet is collided with another transiaissthe whole packet
is wasted and need to be retransmitted. Without considéhnimgetransmission, the
performance conclusion may be inaccurate, especially ialggs communications.
Unfortunately, it is not easy to simply add retransmissiortie existing models. In

this chapter, we model the retransmissions of the collidezkets in our proposed
Markov model.

1.5 Contributions

This chapter studies the spectrum handoffissues in cogmédio networks without
the existence of a CCC. The contributions of our work are de\is:

B Due to the spectrum-varying nature of CR networks, we cansitbre practical
coordination schemes instead of using a CCC to realize elaamdezvous. We
incorporate two types of channel rendezvous and coordinathemes into the
spectrum handoff design and compare the performance ofropoped spectrum
handoff protocol with the reactive spectrum handoff apploander different
coordination schemes.

B Based on the observed channel usage statistics, we propoaetipe spec-
trum handoff criteria and policies for SUs using a prob#pibased prediction
method. SUs equipped with the prediction capability caraptively predict the
idleness probability of the spectrum band in the near fuflineis, harmful inter-
ference between SUs and PUs can be diminished and SU throtiglifcreased.
In addition, by considering channel rendezvous and coatitin schemes, we
propose a proactive spectrum handoff protocol for SUs basedur proposed
handoff criteria and policies.

W With the aim of eliminating collisions among SUs and achigwshort spectrum
handoff delay, we propose a novel distributed channel 8elfescheme espe-
cially designed for multi-user spectrum handoff scenaf@s proposed channel
selection scheme does not involve centralized controher @anly need SUs to
broadcast their sensed channel availability informatinney which drastically
reduces the message exchange overhead.

B We propose a novel three dimensional discrete-time Markodehto charac-
terize the process of reactive spectrum handoffs and amahe performance
of SUs. We implement one of the considered network coorilinagchemes in
our model. Since instantaneous collision detection is easible for wireless
communications, we consider the retransmissions of theaedl SU packets in
spectrum handoff scenarios. We also consider the specengirgy delay and its
impact on the network performance.
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1.6 Organization

The rest of this chapter is organized as follows. In Sedilong?work coordina-
tion schemes and assumptions considered in this chaptertayduced. In Section
[3, the details of the proposed proactive spectrum handaiffiéwork are given. In
Section[#, the algorithm of the proposed distributed chheakection scheme is
presented. Simulation results of our proposed spectrurddfafiamework are pre-
sented in Sectio] 5. In Sectibh 6, a three dimensional distime Markov model
is proposed, followed by the conclusions in Secfibn 7.

2 Network Coordination and Assumptions

2.1 Single Rendezvous Coordination Scheme

channel hopping cycle

RTS/ ..
CH4 TS SU transmission IDLE
CH3 IDLE : IDLE
CH2 IDLE : IDLE
CH1 RTS/ SU transmission RTS/ SU transmission
CTS CTS
time slot frame size

Fig. 1 An example of the single rendezvous coordination scheme.

We consider a network scenario wheéyeSUs form a CR ad hoc network and
opportunistically acceddl orthogonal licensed channels. For the single rendezvous
coordination scheme, we use Common Hopping as the chanmreination scheme
[22]. Fig.[d illustrates the operations of Common Hoppingder which the chan-
nels are time-slotted and SUs communicate with each otheesymchronous man-
ner. This is similar to the frequency hopping technique tusé&luetooth [39]. When
no packet needs to be transmitted, all the SU devices hopgdhrehannels us-
ing the same hopping sequence (e.g., the hopping pattelesdyrough channels
1,2,---,M). The length of a time slot (i.e., the dwelling time on eachrutel during
hopping) is denoted &5. If a pair of SUs wants to initiate a transmission, they first
exchange request-to-send (RTS) and clear-to-send (CTE&gfsaduring a time slot.
Then, after the SU transmitter successfully receives th8 gdcket, they pause the
channel hopping and remain on the same channel for datarissiens, while other
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non-transmitting SUs continue hopping. After the data gesinccessfully transmit-
ted, the SU pair rejoins the channel hopping.

2.2 Multiple Rendezvous Coordination Scheme

T T T T T T T
s |0 tAcl L L1 1 e
CH3 B : C D SU transmission C D : A
1 1
T T
cz |a 1BD} | 1 1 ic
: - :
CH 1 C : A B SU transmission A B : D
time slot B frame size §

Fig. 2 An example of the multiple rendezvous coordination scheme.

Unlike in the single rendezvous coordination scheme thit one pair of SUs
can make an agreement in one time slot, in the multiple rermezcoordination
scheme, multiple SU pairs can make agreements simultalysmuslifferent chan-
nels. A typical example of this type of coordination scheisddcMAC [25]. Fig.
depicts the operations of MCMAC. Instead of using the sahanel hopping
sequence for all the SUs, in MCMAC, each SU generates a digiseudo-random
hopping sequence (e.g., in Fig. 2, the channel hopping segufer useA is 2-4-
1-3, for userB is 3-2-1-4, etc.). When a SU is idle, it follows its defaultpping
sequence to hop through the channels. If a SU intends to seadala receiver, it
temporarily tunes to the current channel of the receiversamdis a RTS during the
time slot (i.e., in Figl R, SUAB andCD are two transmitting pairs that intend to ini-
tiate new transmissions at the same time). Then, if theveceéplies with a CTS,
both the transmitter and the receiver stop channel hoppidgtart a data transmis-
sion on the same channel. When they finish the data tranemjgbiey resume to
their default channel hopping sequences. In this chapticansider the scenario
where SU nodes are aware of each other’s channel hoppingisegs/[25].

In this chapter, we assume that stringent time synchrapnizamong SUs for
channel hopping can be achieved without the need to excltamgm| messages on
a CCC in both cases. We consider a synchronization schenilarsioithe one used
in [25] that every SU includes a time stamp in every packegitds. Then, a SU
transmitter obtains the clock information of the intendédl f&ceiver by listening
to the corresponding channel and estimates the rate of ddftkto realize time
synchronization. Various schemes have been proposeddolatd the rate of clock
drift for synchronization[[34].
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In both types of coordination schemes, we assume that anya8&Jpcket is
transmitted at the beginning of a time slot and ends at theoéadime slot. This
implies that the length of a SU data pack&t,is a multiple of the time slot. This
assumption is commonly used in time-slotted systemis [4T]] [We further define
that a SU data packet is segmented into frames and each frarta@resc time slots.
The length of a frame is denoted &ssoé = cf. As shown in Fig[ 1L, at the end of a
frame, the two SUs can either rejoin the channel hopping vehéata transmission
ends, or start another data transmission by exchanging@IISspackets.

2.3 Network Assumptions

In this chapter, we model each licensed channel as an ON-@i¢egs[[1B][14].
As shown in Fig[ B, each rectangle represents a PU data paeikef transmitted on

a channel (i.e., the ON period) and the other blank areagsept the idle periods
(i.e., the OFF period). The length of a rectangle indicakesgacket length of a
PU data packet. Therefore, a SU can only utilize a channehwioePU transmits
at the same time. In Fif] 3; represents the time a SU starts channel prediction.
Thus, for thei-th channel at any future time(t > to), the status of the channel is
denoted a8\;(t) which is a binary random variable with values 0 and 1 reprisgn
the idle and the busy state, respectively. We also assurhedhh PU is aM/G/1
system[[7][35], that is, the PU packet arrival process fefidhe Poisson process
with the average arrival rat® and the length of a data packet follows an arbitrary
probability density function (pdfj, ().

X2 L2

i i

off

CHi

T?

Fig. 3 The PU traffic activity on channel

Due to the fact that the power of a transmitted signal is mughér than the
power of the received signal in wireless medium, instartasecollision detection
is not possible for wireless nodes. Thus, we assume thatUf fieéBne collides with
a PU packet, the wasted frame can only be retransmitted arttieof the frame.
In addition, in our proposed spectrum handoff protocol, wsuane that each SU is
equipped with two radios. One is used for data and controbaggs transmission,
namely the transmitting radio. The other is applied to sdhtha channels in the
band and to obtain the channel occupancy information, nathelscanning radio.
The scanning radio has two major functions for the proposetbpol: (1) observe
the channel usage and store the channel statistics in th@médan future channel
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availability prediction and (2) confirm that the newly se&tchannel is idle for SU
transmissions.

3 Proactive Spectrum Handoff Protocol

3.1 Proposed Spectrum Handoff Criteria and Policies

By utilizing the observed channel usage statistics, a Sthtalke predictions of the
channel availability before the current transmission feaemds. Based on the pre-
diction, the SU decides whether to stay in the present cHaonswitch to a new
channel, or stop the on-going transmission. We propose titeria for determining
whether a spectrum handoff should occur: (1) the predictedability that the cur-
rent and a candidate channel (i.e., a channel that can heestfer continuing the
current data transmission) is busy or idle and (2) the exquHeingth of the channel
idle period. Based on these criteria, we design spectrurddfépolicies.

Fig.[3 shows the PU user traffic activity on cham'nearl/here)(ik and'l'ik represent
the inter-arrival time and arrival time of theth packet, respectively. Consistent
with the assumption that PU packets arrive in a Poissonratfaahion [[Z{B],)(ik is
exponentially distributed with the average arrival rag@packets per second and the
PU packet length follows the pdf, (I). According to Fig[B, for any future timg
the probability that thé-th channel is busy or idle can be written as follows:

Pr(Ni(t) =1) if TK<tandTK+Lk>t, k>1,
Pr(Ni(t) = 0) if Tk+|_k<tandi+12t k>1 (1)
'I'ik+th’ k:O’

whereLik denotes the length of tHeh PU data packet on channelTherefore, the
probability that channélis idle at any future timé can be obtained by2).

Pr(Ni (t)=0)= /0 ) lipr(rim_i <t[k) PrTE > t k) Pr(k)+Pr(Tit > t) Pr(k= 0)] fi, (1) dl
k=1

ef 2 [(-)"* 5 K N (MK - -
:/0 {k; [we)\i (tLi)‘| (()\ll(t!)ke)\it> (/\||('!:)ke)\it+62)\it} fLi (l ) d.
2)

Lettyts represent the duration of the OFF period. Foritlle channel, the cumula-
tive distribution function (CDF) of the duration of the OFErnmd is:

Pr(torf < X) = // Ae ML (1) el

_/ 1 e '+X)le(I)dI

3)
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Hence, based on the above prediction, the policy that a Suldlswitch to a
new channel is:
Pr(Ni(t) =0) <, 4)

wherert is the probability threshold below which a channel is coasid to be busy
and the SU needs to carry out a spectrum handoff, that is,uttrertt channel is no
longer considered to be idle at the end of the frame transomsn addition, the
policies that a channglbecomes a candidate channel at tinage:

PI'(N (t) = 0) > TH
{ Pr(tj,Joff >n)>0, (5)

whereTty is the probability threshold for a channel to be considedéel at the end
of the current framey is the length of a frame plus a time slot (i.p.= & + 3), and

6 is the probability threshold for a channel to be consideddel for the next frame
transmission. The second criterion i (5) means that, ieci@support at least one
SU frame, the probability that the duration of the idlenefsthe j-th channel to be
longer than a frame size must be higher than or equél to

3.2 Proposed Spectrum Handoff Protocol Details

The proposed spectrum handoff protocol is based on the girop®sed spectrum
handoff policies. It consists of two parts. The first partmedy Protocol 1 (the
pseudo code of Protocol 1 is presented in AIgori[Eﬂh tlescribes how a SU pair
initiates a new transmission. Regardless of the coordinathemes used during
channel hopping, if a data packet arrives at a SU, the SU girettie availability
of the next hopping channel (in the single rendezvous coatitin scheme case) or
the hopping channel of the receiver (in the multiple rende®.coordination scheme
case) at the beginning of the next slot. Based on the predintisults, if the channel
satisfies the policies ifi{5) for data transmissions, thestmadtter sends a RTS packet
to the receiver on the same hopping channel as the receittee &eginning of the
next time slot. Upon receiving the RTS packet, the intenddd&eiver replies a
CTS packet in the same time slot. Then, if the CTS packet isessfully received
by the SU transmitter, the two SUs pause the channel hoppidgstart the data
transmission on the same channel. Note that if more than am@pSUs contend
the same hopping channel for data transmission, an algotitiat eliminates SU
collisions is proposed in Sectigh 4.

1 DAT is the flag for data transmission requests, DSF is the-setaling flagt is the beginning of
the next slot, andk is the next hopping channel in the single rendezvous coatidim scheme or
the hopping channel for the receiver in the multiple rendesvcoordination scheme.
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Algorithm 1 Protocol 1: starting a new transmission
Register initiation: DAT:=0, DSF:=0;
predicting PtNg(t) = 0), Pritios > n);
if Pr(Nk(t) =0) > 1y AND Pr(tk_yoff >n)>06
DAT =1,
end if
if DAT=1
sending RTS;
end if
upon receiving CTS
DSF:=1;
if DSF=1
DSF :=0;
transmitting a data frame;
DAT := 0 when transmission ends;
end if

The second part, nameBrotocol 2(the pseudo code of Protocol 2 is presented
in Algorithm ), is on the proactive spectrum handoff during a SU transioriss
The goal of our proposed protocol is to determine whetheStHdransmitting pair
needs to carry out a spectrum handoff and then switch to a hewnel by the time
a frame transmission ends. Using the proposed protocolSthéransmitting pair
can avoid disruptions with PUs when PUs appear.

Based on the observed channel usage information, a SU titt@sahecks the
spectrum handoff policy in{4) for the current channel bydicéng the channel
availability at the end of the frame. If the policy is not séitid, this means that
the current channel is still available for the next framensmaission. Then, the SU
transmitting pair does not perform a spectrum handoff angpkestaying on the
same channel. However, if the policy is satisfied,¢thannel-switchingCSW) flag
is set, that is, the current channel is considered to be buspglthe next frame
time and the SUs need to perform a spectrum handoff by the etitedrame to
avoid harmful interference to a PU who may use the currenhicbia After the
CSW is set, the two SUs rejoin the channel hopping in the niee slot after the
previous frame. In the proposed distributed channel sele@lgorithm (which is
explained in detail in Sectidd 4), the SUs that need to perfegectrum handoffs at
the same time are required to update the predicted chanaidlaility information
to other SUs. Hence, the SUs need to hop to the same channfdtmineighboring
SUs. Note that in the single rendezvous coordination schath&Us that do not
transmit data follow the same hopping sequence. Therefdren the CSW flag is
set, all SUs that need to perform a spectrum handoff pauseutinent transmission
and resume the channel hopping with the same sequence,\yswithbop to the
same channel. However, in the multiple rendezvous cootidimacheme, each SU
follows a default hopping sequence which may not be the sana¢her's hopping

2 CSW is the channel switching flag, NUC and LSC are the numbetttaa list of the candidate
channels for data transmissions, respectively, and clharisghe current channel. As similar in
Protocol 1, DAT is the flag for data transmission requests28# is the data-sending flag.
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Algorithm 2 Protocol 2: spectrum handoff during a transmission
Register initiation: CSW:=0, DSF:=0, NUC:=0, LSC:=0;
for j:=0,j <Mdo

predicting PEN; (t) = 0), Pritjort > n);
end for
if Pr(N;(t) =0) < 7. AND DAT=1

CSW :=1;
end if
if CSW=1

for k:=0,k <M do

if Pr(Nk(t) =0) > 14 AND Pr(toss >n) > 60
NUC := NUC+1;
LSC(NUC) :=k;
end if

end for
end if
if LSC=0

transmission stops and launch Protocol 2;
elseif LSC#0

start scanning radio;

launch channel selection algorithm in LSC;

sending CSR;
end if
upon receiving CSAthen

switch to the selected channel and start scanning radio;
if channel is busy

transmission stops and launch Protocol 2;
else DSF := 1 CSW:=0;
end if
if DSF=1

DSF :=0;

transmitting a data frame;

DAT := 0 when transmission ends;
end if

sequence. In order to be able to exchange channel avayabiiormation among
SUs on the same channel, in our proposed protocol, SUs angeddo follow the
same hopping sequence only when performing spectrum hizndof

On the other hand, the SU transmitter checks the criteri@)nfdr available
handoff candidate channels in the band. If no channel isadlai then the on-going
transmission stops immediately at the end of the frame. WoeSUs hop to the
next channel for one more time slot and check the channdbitity based on the
criteria in [B) at the beginning of the next time slot for bdlie single rendezvous
and the multiple rendezvous coordination schemes. Howitke set of the hand-
off candidate channels is not empty, the SU transmittegénig a distributed channel
selection algorithm (which is explained in detail in Senti®’) and sends ahannel-
switching-requesfCSR) packet containing the newly selected channel infiona
in the next time slot. Upon receiving the CSR packet, the Sidiver replies with
achannel-switching-acknowledgemé@BA) packet. If the CSA packet is success-
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fully received by the SU transmitter, this means that thende&switching agree-
ment between the two SU nodes has been established. ThhssUatodes switch
to the selected channel and start the data transmissiondarext frame. The hand-
off delay of a spectrum handoff is defined as the duration fiteertime a SU vacates
the current channel to the time it resumes the transmisbiote that there is a pos-
sibility that the prediction is not correct and there is a PtJtbe channel which
the SUs switch to. Hence, at the beginning of the frame, thar&usmitting pair
restarts the scanning radio to confirm that the selectedneiidle. If the channel
is sensed busy, the two SUs immediately resume the chanppidmand launch
Protocol 2.

4 Distributed Channel Selection Algorithm

4.1 Procedure of the Proposed Channel Selection Algorithm

The channel selection issue should be handled with cauticewoid collisions

among SUs. On one hand, preventing SU collisions is more iitapbin the spec-
trum handoff scenario than in general channel allocati@mados([311] due to the
fact that collisions among SUs lead to data transmissidarés, thus they may re-
sultin long spectrum handoff delay, which has deteriopgifiect on delay-sensitive
network applications. Additionally, the channel selestadgorithm also should be
executed fast in order to achieve short handoff delay. Orother hand, since no
centralized network entity exists in CR ad hoc networks toage the spectrum al-
location, the channel selection algorithm should be agptiea distributed manner
to prevent SU collisions.

Our goal is to design a channel selection scheme for the rspedtandoff sce-
nario in CR ad hoc networks that can eliminate collisions ag®Us in a distributed
fashion. Based on the protocols described in Se€fidn 3Pe thre two cases in pre-
venting collisions among SUs. The first case is that durirggdhannel hopping
phase, if more than one SU transmitters want to initiate nat& ttansmissions, a
collision occurs when they send RTS packets on the same ehainine same time,
namely the type 1 collision. The second case is that when thareone SU pairs
perform spectrum handoffs at the same time, a collision moetien they select the
same channel to switch to, namely the type 2 collision. Oncellgsion happens,
all packets involved are wasted and need to be retransmiiede the spectrum
handoff delay of an on-going transmission is more crititart the packet waiting
time of a new transmission (i.e., the duration from the timeea packet arrives
until it is successfully transmitted), the type 2 collisishould be prevented with
higher priority than the type 1 collision.

Fig.[4 describes an example of the proposed channel selestiteme, where
three SUsA, B, andC, perform spectrum handoffs at the same time. In the paren-
thesis, the candidate channels are ordered based on theoerifor channel selec-
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SU-A SU-B SU-C
(CH2,CH3)  (CH2,CH3) (CH3,CH1)
The channel l l l
selecting order is
B-A-C CH3 CH2 CH1

Fig. 4 An example of the proposed channel selection scheme.

tion (e.g., the probability that a channel is idle). The megd channel selection
procedure is summarized as follows:

Step 1 Pseudo-random Sequence Generafibeach time slot, a pseudo-random
channel selecting sequence is generated locally that att&@igmitters involved in
spectrum handoffs should follow to choose channels. InZithe channel selecting
sequence for all SUs B-A-C. Since the sequence is generated with the same seed
(e.g., the time stamp), every SU generates the same chaglaelisg sequence at
the same time slot. However, the selecting sequences &eeetif at different time
slots.

Step 2 Channel Information Updateor both the single rendezvous coordination
scheme and the multiple rendezvous coordination scheihf@Ualfollow the same
sequence to hop through the channels during spectrum HanHehce, when a SU
needs to perform a spectrum handoff at the beginning of a slwte it broadcasts
the sensed channel availability information to neighbg&t nodes on the current
hopping channel if it is idle. To avoid collisions of the bduast messages, a time
slot is further divided intdVV mini slots,W is an integer defined by the system. A
SU broadcasts the channel availability information onlyhia corresponding mini
slot based on the selecting sequence generated in Stephe é&xample shown in
Fig.[4, SU-B broadcasts the channel availability inforratin the first mini slot,
SU-A broadcasts in the second mini slot, and SU-C broaddadtse third mini
slot. If the broadcasting process cannot finish within ongetislot due to many
SUs performing spectrum handoffs at the same time, it shoatdinue in the next
time slot until all SUs broadcast the channel informatiorssages. Hence, a SU
can obtain the channel availability information predidbgchll the neighboring SUs
who need to perform spectrum handoffs.

Step 3 Channel SelectipkBvery SU who needs to perform a spectrum handoff
computes the target handoff channel for its spectrum hdihdsed on the selecting
sequence and the criterion for channel selection. The pseade of the algorithm
for computing the target channel is presented in AlgoritinwBereC; denotes
the target handoff channel f@U. In the example shown in Figl 4, based on the
selecting sequence, SU-B selects the first channel (i.anref 2) in its available
channel list. Thus, the remaining SUs delete channel 2 im #wailable channel
lists. Then, SU-A selects channel 3 so on and so forth. Thezefor each SU,
the proposed channel selection algorithm terminates antidvailable channel is
selected or all available channels are depleted. If theetarigannel exists, then the
SU selects it to resume its data transmission; otherwigeSth waits for the next
time slot to perform the spectrum handoff. Since the salgcsiequence and the
channel availability information are known to every SU wierfprm the spectrum



On the Spectrum Handoff for CR Ad Hoc Networks without Comn@amtrol Channel 15

handoff at the same time, the target channel for each SUGjg € [1,N]) is also
known. Thus, the collision among SUs can be avoided.

Algorithm 3 Computing the Target Channel for U

Input: selecting sequencs; the list of candidate channdign € [1,N]
Output: target channeCy

fori:=1,i<Ndo /I starting from the first SU irs
if s(i) #k
iflgj)y =0 /l'if the list of candidate channels of () is empty
Cs(|) :=NULL
elsaif lgj) # 0 /l'if the list of candidate channels of S{l) is not empty
Cyj) ‘= argmaxel, (Pr(N;(t) =0))
end if
for m:=i+1,m<Ndo
if Cyiy € lgmy I1if Cy) is in the list of candidate channels of ${m),i <m<N
lS('.“) =lgm —Csi) // remove the channel from the list
end if
end for
elseif s(i) =k
iflyk=0 /l'if the list of candidate channels of SUs empty
return Cy := NULL break /I no available channel for SK
esef Iy #£0 /I'if the list of candidate channels of SUs not empty

return Gy := argmaye, (Pr(N; (t) = 0)) break
/I SUk selects the channel that has the highest probability ofgaielie
end if
end if
end for

4.2 Fairness and Scalability of the Proposed Channel Selection
Scheme

The above procedure shows that our proposed channel selectheme can avoid
collisions among SUs and it is a fully distributed algorithim addition, from the
above discussion, we observe that an important featureegbtbposed distributed
channel selection scheme is fairness. Unlike the previetisition of fairness as
equal channel capacity for every userl[31], in this paperdefine fairness as equal
average handoff delay for every SU. This is because that ftte network per-
formance point of view, handoff delay is the most significargtric to evaluate a
spectrum handoff protocol. Thus, letting every SU have kauerage handoff delay
is fair. We define the spectrum handoff delay as the duratimm the moment a SU
starts to perform a spectrum handoff to the moment it resuh@edata transmission.
Fig.[4.2 shows the simulation result of the average handafydof the SUs when
they use the proposed channel selection scheme under tiie eémdezvous coor-
dination scheme. We deploy 20 SU nodes in the network wiflerift arrival rate
which is a uniform random variable in the range[6f500 (unit: packet/second).
It is shown in the figure that SUs achieve approximately theesaverage spec-
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trum handoff delay in the same scenario, which indicatetsathaproposed channel
selection scheme is fair to all SUs.

On the other hand, for CR ad hoc networks where nodes menipensly change
over time, an important issue is the scalability of the psgmbchannel selection al-
gorithm when the network size increases. Even though thebruof SUs in a net-
work may vary, as illustrated in Algorithid 3, only those SUsanare involved in the
spectrum handoff process at the same time will activate igperighm, which may
not be a large number. In addition, from the number of broatkthmessages dur-
ing the second step of the proposed channel selection sc¢loemaoposed channel
selection algorithm will not result in excessive overhedtew the network size in-
creases. Because the number of channel information mesgatgdes affects the
spectrum handoff delay (i.e., more channel informationsagss updated results
in longer spectrum handoff delay), FIg. 4.2 shows the sitmaresult of the av-
erage spectrum handoff delay under different network sités shown that when
the network size changes from 10 SUs to 40 SUs (i.e., the mktsipe increases
300%), the spectrum handoff delay only increase$%#} 16%, and 105% for the
cases when the number of channels is 10, 5, and 2, respgctivel
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Fig. 5 Fairness and scalability of the proposed channel selestibame.

5 Performance Evaluation of the Proposed Proactive Spectrum
Handoff Framewor k

5.1 Simulation Setup

In this section, we adjust the spectrum handoff criteria palicies proposed in
Sectior 3.1l to a time-slotted system and evaluate the pedioce of the proposed
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proactive spectrum handoff framework. In order for the systto be stable, we
assume that the inter-arrival time of SU packets follow ab&thgeometric distribu-
tion, where the probability mass function (pmf) of the bihgeometric distributed
inter-arrival time is given by[[37]:

0
P(N=n) = {X(l—X)(na) :; Z’ (6)

wheren is the number of time slots between packet arrivalg, O represents the
minimum number of time slots between two adjacent packatbxés the probabil-
ity that a packet arrives during one time slot (ixeis the normalized arrival rate of
data packets, that ig,= A B, whereA is the arrival rate in terms of packet/second).
Based on this model, if we satas the packet length, then a new packet will not be
generated until the previous packet finishes its transomssi

Accordingly, we modify the prediction criteria proposedSection 8 based on
the biased geometric distributed inter-arrival time mo@anote the starting slot of
the prediction as slot 0 and the slot for prediction as slois shown in Fig[ 6(a),
the probability that no PU arrival occurs between slot 1 arehd channek is idle
at slotn (n> 1) is given by

Po=1- _ix(l—x)(il), (7)

wherex is the normalized arrival rate. As shown in Hig. 6(b), thehability that
only one PU packet arrives between slot 1 arid > L) and channek is idle at slot
nis

n—L n—m-—L+1
1—
m=1

P=3 ; x(1—x)<i1>] x(1—x)(M=1), (8)

wheremis the time slot at which a PU transmission starts kigithe length of a PU
packet. Similarly, in Figl_ 6(¢)m denotes the time slot at which tih PU trans-
mission starts. Thus, the probability tHaPU packets arrivesh(e [1,U]), where
U is the maximum number of PU packets that could arrives betvgbat 1 and
n(n> hL) and channek s idle at slotn is

n—hL n—mp—hL+1
1—

A= Z X(1— x)“”] X(L—x) (M, ©)
my=h i=
Therefore, the total probability that chantkes idle at slotn is obtained as follows:
U
Pr(N(n) =0) = Z}P.. (10)
i=l

Secondly, due to the memoryless property of geometricildigton, the proba-
bility that the duration of the idleness is longer tharslots on channet is given
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Fig. 6 The PU activity on channéd.

by
n

Pltcots > 1) =1~ .Zx(l—x><i’l)- (11)

In this chapter, we exclude the effect of the channel swiigldelay (i.e., RF con-
figuration delay), but it can be easily taken into accountnvhecessary.

5.2 The Proposed Proactive Spectrum Handoff Scheme

We first compare the proposed proactive spectrum handodimetwith the reactive
spectrum handoff approach. In the reactive spectrum h&agpfoach, a SU trans-
mits a packet without predicting the availability of the @nt channel at the moment
when a frame ends (i.e., using the policy[ih (4)). That is, ad®8¥s not change the
current channel by the end of a frame if the previous frameadssssfully received.
A spectrum handoff occurs only if the on-going transmissictually collides with
a PU transmission and the collided SU frame needs to be sehitted.

In order to conduct a fair comparison, we assume that thengiqmediction is a
capability of SUs (i.e., SUs select candidate channelsthasehe policy in[(b) in
both schemes). Therefore, the only difference betweenrbgoged proactive spec-
trum handoff scheme and the reactive spectrum handoff sehiethe mechanism
to trigger the spectrum handoffs. In addition, in order ttegoinvestigate the per-
formance of the two spectrum handoff schemes, we adopt agleaadom channel
selection scheme (i.e., a SU randomly selects a channelifsaandidate channels)
in both schemes.

Fig.[@ to Fig.[9 illustrate the performance results of the spectrum handoff
schemes under different SU and PU traffic load, when the n&teoordination
scheme is the single rendezvous coordination scheme, \lineneeare 10 SUs and
10 channels in the network. A SU using our proposed proastetrum handoff
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scheme will stop the data transmission on a channel whidkefylto have a PU
and switch to a channel which has less probability a PU agp&de choose the
throughput of SUs, collision rate (i.e., the number of @itins between SUs and
PUs per SU packet transmitted), and the number of collisgi@tseen SUs and PUs
per second as the performance metrics.

Fig. [@ shows the SU throughput when SUs use different spmctiandoff
schemes under varying SU and PU traffic load. It is shown thegnaboth SU traf-
fic and PU traffic are light (e.gAs=5 packets/second amg=0.5 packets/second),
the SU throughput is similar in both schemes. This is becadsa the traffic is
light, collisions between SUs and PUs are much fewer thandke when the traffic
is heavy. SUs have less probability of retransmitting a paétr both cases, thus
the performance differences between the proactive spadiandoff scheme and
the reactive spectrum handoff scheme are not very obviooweMer, when the SU
and PU traffic are heavy (e.gs=500 packets/second ang=10 packets/second),
the proactive spectrum handoff scheme outperforms thdiveascheme in terms of
30% higher throughput. Fif] 8 and Fid. 9 show the colliside end the number of
collisions per second, respectively. From Hiy. 8, it is shdhat collision rate in-
creases as PU traffic load increases. In addition, proaspigetrum handoff always
outperforms reactive spectrum handoff in terms of lowetisioln rate and fewer
number of collisions per second.

SU Throughput (pki's)

SU Throughput (pki's)

SU Throughput (pku's)
e3

2 4 6 8 10 12 14 16 18 2 12 2 4 6 8 10 12 14 16 18 2
PU Traffic Load (pkt's) PU Traffic Lo s) PU Traffic Load (pkt's)

(&) The SU packet arrival rafg) The SU packet arrival ratg) The SU packet arrival rate
As=5 packets/s. As=100 packets/s. As=500 packets/s.

Fig. 7 Simulation results of SU throughput.

5.2.1 The Effect of the Number of SUsand PU channels

Fig.[10 andIh show the SU throughput and collision rate unegring number
of SUs and PU channels, respectively. The results are gedeira the scenario
where the arrival rate of SU packets is saturated (A&500 packets/second) and
the arrival rate of PU packet is equal to 10 packets/secandhoth figures, our
proposed proactive spectrum handoff scheme outperformsehactive spectrum
handoff scheme in terms of higher SU throughput and lowelistoh rate. From
Fig.[I0(@) and Figl_I0(p), it is shown that both the throughgmd the collision
rate of SU transmissions decreases as the number of SU sesr€Bhis is because
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Fig. 9 Simulation results of number of collisions per second.

that more SUs results in less opportunity of accessing thamél for each SU and
causes higher probability of collisions among SUs when 3lilate new transmis-
sions or select channels when they perform spectrum handoff the other hand,
when the number of PU channels increases, the throughputsffist increases
because more channels can be used for data transmissi@ms.tiié SU throughput
becomes stable because increasing the number of chanmsisadohelp increas-
ing the chance of data transmissions of SU packets aftertaimehreshold. The
collision rate (i.e., the number of collisions between Sdd 8Us per SU packet
transmitted) remains relative stable to the change of thebau of PU channels.
Since in the multiple rendezvous coordination scheme, iplelpairs of SUs can
use different channels to establish multiple links at th@esgime while only one
pair is allowed to initiate a data transmission in the sirrgledezvous coordination
scheme, the multiple rendezvous coordination schemeahiégher SU through-
put and lower collision rate than the single rendezvous dioation scheme, as
shown in Fig[ID and11.

5.2.2 The Effect of the Length of SU and PU Packets

Fig.[12 andIB show the SU throughput and collision rate udifarent lengths of
SU and PU packets using the single rendezvous coordinatfense, respectively.
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Fig. 11 Performance comparison under different number of PU cHanne

Itis shown in Fig[ IZ(3) that when the length of SU packetesiases, the throughput
of SUs decreases because longer SU packet results in higtietplity of collisions
with PUs and leads to fewer SU packets transmitted duringri@ioeamount of
time. Therefore, it is illustrated in Fi§. 12{b) that the lebn rate increases when
the length of SU packets increases. On the other hand, tlgghlerd PU packets
does not significantly affect the SU performance becausesagnae that once a SU
frame collides with a PU packet, the whole frame needs to tranmemitted. Thus,
the effect of the length of PU packets on SU performance isigaificant.

5.2.3 The Effect of Spectrum Sensing Errors

Fig.[14 shows the effect of spectrum sensing errors on thfemmeance of different
spectrum handoff schemes using the single rendezvousioatioh scheme. We
use a coefficieng to indicate the level of imperfect spectrum sensing, where

[0,1] represents the probability that the result of spectrumisgris wrong (the
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Fig. 12 Performance comparison under varying SU packet length.
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Fig. 13 Performance comparison under varying PU packet length.

spectrum sensing errors include both miss detection aisé falarm[[42]). When
x = 0, it means that the spectrum sensing is perfect and theeésrar. Whereas
wheny = 1, it means that the spectrum sensing is completely incbiitds shown
in Fig.[1I4 that the SU performance becomes worsg ascreases. However, the
proposed proactive spectrum handoff scheme still outpeigahe reactive spectrum
handoff scheme in terms of higher throughput and lower siolfi rate.

5.3 The Proposed Distributed Channel Selection Scheme

To investigate the performance of the proposed channedtsmlescheme, we com-
pare it with the following three different channel seleatimethods under the pro-
posed proactive spectrum handoff scenario using the siagtezvous coordination
scheme:
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Fig. 14 Performance comparison under imperfect spectrum sensing.

B Random channel selectipA SU randomly chooses a channel from its predicted
available channels.

B Greedy channel selectioin this method, only one pair of SUs is considered in
the network. The SUs can obtain all the channel usage infiiomand predict
the service time on each channel. Thus, when a spectrum fiadors, a SU
selects a pre-determined channel that leads to the mininewvits time [7].

B Local bargaining In this method, SUs form a local group to achieve a collision
free channel assignment. To make an agreement among SUs-adg hand-
shake is needed between neighbors (i.e., request, ackigmémnt, action, ac-
knowledgment). Since one of the SUs is the initiating nodéclviserves as a
group header, the total number of control messages exchaad® g, where
N_g is the number of SUs need to perform spectrum handofis [31].

Since for channel selection schemes, reducing the numhallifions among SUs
is the primary goal, we consider the SU throughput, averagjse3vice time, colli-
sions among SUs, and average spectrum handoff delay asrfbenpgnce metrics.

5.3.1 One-pair-SU Scenario

Fig.[I5(a) and Fid. I5(pb) show the SU throughput and the geesarvice time of

different channel selection schemes in a one-pair-SU sicemespectively. Because
only one pair of SUs exists in the network, there is no calisamong SUs. Thus,
in this scenario, the greedy channel selection scheme mpesfthe best among all
the schemes. This is because that the handoff target cha®tbtransmitter selects
is pre-determined based on channel observation histonycé{eno signaling mes-
sage is needed between the SU transmitting pair. While iaratbhemes, the SU
transmitter needs to inform the receiver about the newlgcietl channel. Thus, the
throughput is lower and the average service time is longan the greedy scheme.
However, among the three schemes other than the greedy scloeimproposed
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channel selection scheme has the best performance in térimgher throughput
and shorter total service time.
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Fig. 15 Performance of the channel selection schemes in a oneSphseenario.

5.3.2 Multiple-pair-SU Scenario

Fig.[16(a) and Figl_16(p) show the SU throughput and the geeszrvice time
of different channel selection schemes in a 10-pair-SU agenrespectively. In
the greedy channel selection method, all pairs of SUs alwalexct the same pre-
determined channel for spectrum handoffs. Therefore, teedy method always
leads to collisions among SUs. The throughput of SUs usieggtieedy method
is almost zero. Because the proposed channel selectiomsctan totally elimi-
nate collisions among SUs, the throughput is higher andibeage service time is
shorter than the other channel selection schemes.

Fig.[I7(a) and Fid. I7(p) show the performance under diffenember of SUs,
when there are 10 channels and the SU and PU traffic load is &Kefisecond
and 10 packet/second, respectively. In Eid. 17, we only sth@nocal bargaining
method, random channel selection, and the proposed chseleetion. We exclude
the greedy method because the greedy method constantivastzero throughput.
Thus, its average service time is meaningless. As showreifighres, the proposed
channel selection scheme constantly achieves the highrestghput. This is be-
cause that the random channel selection scheme cannot&i@dollisions among
SUs during spectrum handoffs. Additionally, in the localdaning method, all SUs
involved need to broadcast signaling messages twice irr ¢odebtain a collision-
free channel assignment, which leads to longer spectrurddifdelay and lower
throughput.

Fig.[I8 shows the number of collisions among SUs per secoddrenaverage
spectrum handoff delay of different channel selection s@seunder varying num-
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Fig. 17 Performance of the channel selection schemes in a mufigileSU scenario under vary-
ing number of SUs.

ber of SUs. Itis shown in Fifl. I8{a) that the greedy methodthedandom channel
selection method cause more collisions among SUs than ta¢ tbargaining and

the proposed channel selection method. While on the othet,lihe local bargain-

ing method cause much longer average spectrum handoff tredaythe proposed
channel selection scheme, as shown in [Fig. 18(b). Thergfoegroposed channel
selection scheme is the most suitable one for spectrum lifesstdmarios.

6 The Proposed Three Dimensional Discrete-time Markov Model

In this section, we develop a Markov model to analyze thequarnce of the reac-
tive spectrum handoff process based on the single rendeoamrdination scheme.
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Fig. 18 Performance of the channel selection schemes in a mufiigileSU scenario under vary-
ing number of SUs.

For simplicity, we assume that there are only two SUs in theoek. We also ignore
the propagation delay or any processing time in our analysis

6.1 The Proposed Markov Model

Based on the time slotted channels, any action of a SU canklmnbaken at the
beginning of a time slot. In addition, the status of a SU indheent time slot only
relies on its immediate past time slot. Such discrete-tiharacteristics allow us to
model the status of a SU using Markov chain analysis. Thaestata SU in a time
slot can only be one of the following:

M Idle: no packet arrives at a SU.

B Transmitting the transmission of a SU does not collide with PU packetgima
slot, i.e., successful transmission.

B Collided the transmission of a SU collides with PU packets in a tinog, sle.,
unsuccessful transmission.

W Backloggeda SU has a packet to transmit in the buffer but fails to aceess
channel.

Note that there are two cases that a SU can be iBdekloggedstatus. In the first
case, when a SU pair initiates a new transmission, if melt®U pairs select the
same channel for transmissions, a collision among SUs e@na no SU pair can
access the channel. Thus, the packet is backlogged. Simitathe second case,
when a SU pair performs a spectrum handoff, if multiple SUsgaelect the same
channel, a collision among SUs occurs and the frame in eadh &l5o backlogged.
As mentioned in Sectio] 1, we consider the scenario that veheullision be-
tween a SU and PU happens, the overlapping of a SU frame and pakét is
not negligible. Thus, the number of time slots that a SU framlédes with a PU
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packet is an important parameter to the performance of Sdse® on the above
analysis, the state of the proposed Markov model at time &atefined by a vector
(Nt (t),Ne(t),N¢ (1)), whereN: (t),Nc(t),andNs (t) denote the number of time slots
including the current slot that are successfully transdith the current frame, the
number of time slots including the current slot that areidetil with a PU packet in
the current frame, and the number of frames that have beeessifully transmitted
plus the current frame that is in the middle of a transmissibtime slott, respec-
tively. ThereforeN: (t)+Nc(t) <c. Fig.[I9 shows the state transition diagram of our
proposed three dimensional Markov chain. There are totalyl) tiers in the state
transition diagram. For each tier, it is a two dimensionalkéa chain with a fixed
Nt (t). Tabled summarizes the notations used in our Markov model.

Table1 Notations Used in the Markov Analysis

Symbol Definition

Probability that a PU packet arrives in a time slot
Probability that a SU packet arrives in a time slot
Number of frames in a SU packet

Number of time slots in a frame

Probability of a collision among SUs

Probability that at least one channel is idle

CO 0O SwnwDo

From Fig.[19, it is observed that the proposed Markov modeliately cap-
ture the status of a SU in a time slot. The stétl(t)=0,N:(t)=0,N¢ (t)=0) in
Fig. [I9 represents that a SU is in thale status. Similarly, the state@\(t) €
[1,¢],Nc(t) =0,N¢ (t) € [1,h]) represent th& ransmittingstatus, i.e., no collision.
The stategN; (t) € [0,c— 1], N¢(t) € [1,¢],N¢ (t) € [1,h]) represent th€ollided sta-
tus. At last, the state@\; (t)=0,N¢(t)=0,N¢ (t) € [1,h]) represent thd&acklogged
status, wheréN; (t)=0,N:(t)=0,N¢(t)=1) is the Backloggedstatus during a new
transmission. As shown in Fif. 119, the feature of the commeguency-hopping
sequence scheme is captured in our model that a SU can ortha stew transmis-
sion when there is a channel availale.

6.2 Derivation of Steady-State Probabilities

To obtain the steady-state probabilities of the statesdnhtee dimensional Markov
chain shown in Fig_19, we first get the one-step state trianq:ilrobabilityﬂ Thus,

3 In the following discussion, we use the terms “states” in praposed Markov model and the
“status” of a SU in a time slot interchangeably. We also usenttationgN; (t+1)=i, Nc(t+1)=
j,N¢ (t+1)=k) and(i, j,Kk) to represent a state interchangeably.

4 We denote the one-step state transition probability frometislott to time slott + 1 as
P(i1, j1.Kalio, jo, ko)=P (Nt (t-+1)=i1, Nc(t+1)=j1, N (t+1)=ka [N; (t)=io, Nc(t)=]o, Nt (t)=ko).
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Nf(t)=h

Fig. 19 The transition diagram of the proposed Markov model.

the non-zero one-step state transition probabilities foy @< ig<c¢,0< jo <
c,and O< kg < h are given as follows:
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P(0,0,ko|0,0, ko) = qu+ (1—u)
P(1,0,ko[0,0,ko) = u(1—p)(1-0q)
P(0,1,ko[0,0,ko) = up(1—q)
P(io, Jo+ 1, kolio, jo, ko) = 1
P(io,1,kolio,0,ko) = p
P(|o+1 0,kolio,0,kp) =1—p (12)
P(1,0,ko+1|c,0,kp) =1—p

P(0,1,ko+ 1]c,0, ko)_p

P(0,0,0/c,0,h) =

P(0,0,1/c,0,h) =

P(0,0,00,0,0) =

P(0,0,1|0,0,0) =

Let Py j i =limte P(Ne(t) =i, Nc(t)=]J,N¢ (t)=k),i €[0,c], j €[0,c|, ke [0, h] be
the steady-state probability of the Markov chain. We firstigta simple case where
no PU exists in the CR network. Then, we consider the scemdr@e SUs coexist
with PUs.

6.2.1 Case One: No PU Existsin a Network

In this case, since the probability that a PU packet arrives time slot is equal
to zero (i.e.,p=0), all channels are always available for SUs (ike=]1) and a SU
does not need to perform spectrum handoffs during a datarti@sion. Thus, a SU
cannot be in theCollided state. In addition, a SU can only be in tBacklogged
state when it initiates a new transmission (i.e., Baekloggedstates are reduced to
(Nt (t)=0,Nc(t)=0,Ns (t)=1). Thus, the steady-state probabilities of fransmit-
ting andldle state can be represented in terms of the steady-state pligbafthe
BackloggedbstateP o g 1). Hence, from Fid. 19,

P(IOk (1—-q)P (0,0,1)> forl1<i<c1<k<h, (13)
1-9s)(1—
Poo0) = wp(o,o,n- (14)

Sincey; 3 Yk Pi.jk=1, we can calculate the steady-state probability of evertest
in the Markov chain. Note that the probability of a collisiamong SUsg, depends
on the channel selection scheme. The derivationisfgiven in Sectiofil4.

6.2.2 Case Two: SUs Coexist with PUsin a Network

If the probability that a PU packet arrives in a time slot ig aqual to zero (i.e.,
p#0), collisions between SUs and PUs may occur when a SU transnifame.
Thus, the steady-state probabilities of @@llidedstates are not zero. Similar to the
no-PU case, we represent the steady-state probabilitiesrirts ofPqq 1). First of
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all, for the first tier in Fig[IDB, we can obtain the steadytesfarobabilities of all the
Transmittingstates in terms df g g 1), that is,

Pioy =U(1—a)(1-p)'Pogy), forL<i<c. (15)
Then, for theCollided states with = 0,
Po.j1) =up(l—a)Roo1), forl<j<c. (16)
For theCollided states with > 0,
Pijy=u(1-a)p(1-p)'Poo1y. fori<i<c-1,1<j<c. (17)
For thek-th (k > 1) tier, we first deriveP 1 o) andPg 1 k)
Piok = (1= P)Pcok-1)+U(L—p)(1—a)Pook: (18)

Plo,1k) = PRcok-1) +Up(1—a)Pook)- (19)

Then, the steady-state probabilities of firansmittingstates when > 1 can be
represented as _
Piok = (1—p)' oy, fori<i<c. (20)

Similar to the derivation method for the first tier, for t@®llided states with = 0,
Po,jx =Powk, forl<j<c. (22)
For theCollided states with > 0,
Piix=P(1—p) "Rk, fori<i<c—11<j<c (22)
Then, for theBackloggedstate in thek-th tier,

c-1
20 Plic ik = U(1—a)Pook)- (23)
i=

Combining [I8) througH(23), we obtain the following eqoas using basic math-
ematical manipulations:

1
Paok = WP(C,O,kfl)a (24)
Po.1k = (1_7pp)c Peok-1); (25)

1-(1-pF
P(O,O,k) = u(l o q) (1 . p)c P(C,O,k*l) . (26)
Then, from[[20),

Peok-1= (1= P)° Prox 1) (27)
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Combining [24) and{27), we find the following relationship:

Pecok = Pcok-1)- (28)

Thus,

Peok =Uu(1—a)(1—-p)Pooy)- (29)
(29) indicates the steady-state probabilities of the stat¢hek-th tier are indepen-
dent ofk. Now, we have all the steady-state probabilities of theestat all tiers
except the staté), 0,0). At last, for theldle state,

1-s
Pooo) = —5~ u(1-ag)(1-p)°Poo.)- (30)

Similarly, sincey; ¥ ; Yk Pi,jx = 1, we can get the steady-state probability of ev-
ery state in the Markov chain. If we deno& as the normalized throughput of

SU transmissions? is the summation of the steady-state probabilities of al th
Transmittingstates in our proposed Markov model. That is,

h c
o= Piok- (31)

6.3 The Probability that at Least One Channel isldle

In the above derivations) and q are unknown. In this subsection, we calculate
the probability that at least one channel is idle Without loss of generality, we
associate a PU with one channel and model the activity of afP&ahannel as an
ON/OFF process$[33[[40]. SUs can only exploit the channdlsmthe channels are
idle (i.e., in the OFF period). We assume that the buffer theRlU can store at most
one packet at a time. Once a packet is stored at a buffer, girenthere until it is
successfully transmitted. Thus, we assume that the OFBgefia channel follows
the geometric distribution, where the probability massction (pmf) is given by

Pr(Norr =n) = p(1—p)", (32)

whereNorr is the number of time slots of an OFF period.

Let Q(t) be the number of channels used by PUs at time tsldthe process
{Q(t),t=0,1,2,---} forms a Markov chain whose state transition diagram is given
in Fig.[20, in which the self loops are omitted. To charaetethe behavior of the
PU channels, we defing, as the event thdtPUs finish their transmissions given
that there ar@ PUs in the network in a time slot. We also defing" as the event
thatm PUs start new transmissions given that thereaigle PUs in a time slot.
Thus, the probabilities of eventg), and.7," are:
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Pr(Z) = (‘l’)v'(l_v)“', (33)

Pr(e,") = (:]) p"(1-pr ™, (34)

wherev is the probability that a PU finishes its transmission in & $fdhe average
length of a PU packet is denoted lasthenv=1/L. Therefore, the state transition
probability from statg/ Q(t) =a} to state{ Q(t+1)=b} can be written as
3R PHZY)Pr(ed 2, forb>a a5
Pab = { Y2 o bPI(ZY) P 311), forb< a. (35)
Therefore, we can obtain the steady-state probabilitiskeohumber of busy chan-
nels in the band in a time slot, denotedyas [go g1 92 --- 9w]', whereg; denotes
the steady-state probability that there areusy channels in a time slot. Hence,

Fig. 20 The transition diagram of the number of channels used by Rdsé time slot.

6.4 Results Validation

In this subsection, we validate the numerical results oletifrom our proposed
Markov model using simulation. Note that we only considey 8Us in the network,
the probability of collision among SUs is always zero (icg=0). Thus, we validate
our numerical results in a two-SU scenario, where the nurabBl channelgyl =
10. The number of frames in a SU packet; 1, and the number of slots in a frame,
c=10. We assume that the SU packets are of fixed length. Thad,/(ch). Fig.[21
depicts the analytical and simulation results of the noiredl SU throughput using
the random channel selection scheme and the greedy chaieetien scheme. It
can be seen that the simulation results match extremely withl the numerical
results in both schemes with the maximum difference on8A% for the random
selection and 9% for the greedy selection. It is also shown that, undestme
SuU traffic load, the greedy channel selection scheme alwatgeedorms the random
channel selection scheme in terms of higher SU throughput.
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Fig. 21 Analytical and simulation results of the normalized SU thgbput in a two-SU scenario.

6.5 The Impact of Spectrum Sensing Delay

In this section, we investigate the impact of the spectrunsiseg delay on the per-
formance of a spectrum handoff process. The spectrum gedsiay considered in
this chapter is defined as the duration from the moment thatlision between a
SU and PU happens to the moment that the SU detects the @ol{ise., the over-
lapping time between a SU and PU transmission). Tsdie the spectrum sensing
delay. Therefore, a SU does not need to wait till the last shoeof a frame to re-
alize the collision. It only needs to wait fdg to realize that a collision with a PU
packet occurs and stops the current transmission immégdilte recent work[[9],
the spectrum sensing time is considered as a part of therapettandoff delay.
However, the definition of the spectrum sensing timelin [9fliferent from the
definition considered in this chapter. [ [9], the spectr@mssng time only refers to
the duration that a SU finds an available channel for trarsionisafter a collision
occurs. Thus, the spectrum sensing time can be as low asrz¢@h in addition,
the overlapping time of a SU and PU collision is neglected9h However, the
spectrum sensing delay considered in this chapter is ndigitdg.

The spectrum sensing deldy, can be easily implemented in our proposed three
dimensional Markov model with minor modifications. Hig] 2®ws the first tier of
the modified three dimensional discrete-time Markov chalremTs equals 3 time
slots. It is shown that, for a fixel (t), the maximum number d@ollided states is
Ts. The modified model of other tiers is similar to the first tisrshown in Figl_2R2.

Compared with the original Markov model shown in Higl 19, tiegivation of
the steady-state probabilities of the Markov model impletad with the spectrum
sensing delay is exactly the same. The only difference igligetotal number of the
Collided states in the modified Markov model is reduced fr@ft+1)/2Jhin the
original Markov model tdTs(c—Ts+1)+Ts(Ts—1) /2] h.
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Fig. 22 The modified Markov model based on the spectrum sensing aéian Ts equals 3 time

slots.

Fig.[23 shows the impact of the spectrum sensing delay on théh®ughput
performance. We consider a two-SU scenario with differeetsrum sensing delay
using the random channel selection scheme. It is showntbatumerical results
and analytical results match well with the maximum differel.83% forTs=1 and
4.56% forTs=6. It reveals that our proposed model can accurately préaécSU

throughput.
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Fig. 23 Analytical and simulation results of the normalized SU tigbput under different spec-

trum sensing delay.
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7 Conclusion

In this chapter, a proactive spectrum handoff framework @Rrad hoc network
scenario without the existence of a CCC is proposed. Cordpaith the sensing-
based reactive spectrum handoff approach, the proposatedvark can achieve
fewer disruptions to primary transmissions by letting Stusagtively predict the fu-
ture spectrum availability and perform spectrum handoffflele a PU occupies the
current spectrum. We incorporated a single rendezvous andlple rendezvous
network coordination scheme into the spectrum handoffqmaitdesign, thus our
proposed spectrum handoff framework is suitable for thevogt scenarios that
do not need a CCC. Furthermore, most of the prior work on cbbselection in
spectrum handoffs only considers a two-SU scenario, whidechannel selection
issue for a multi-SU scenario is ignored. We also proposeahvalrfully distributed
channel selection scheme which leads to zero collision gn®iss in a multi-SU
scenario. Simulation results show that our proposed cHatection scheme out-
performs the existing methods in terms of higher througltgmd shorter handoff
delay in multi-SU scenarios.

Furthermore, a novel three dimensional discrete-time Madhain is proposed
to analyze the performance of SUs in the reactive spectrumddfascenario in a
two-SU CR ad hoc network is proposed. We performed extersivelations in
different network scenarios to validate our proposed mod& analysis shows that
our proposed Markov model is very flexible and can be appbeditious practical
network scenarios.
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