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Abstract: This paper presents an efficient way to search for 
the photovoltaic array’s (PA’s) maximum power point (MPP). 
The incremental conductance is used as the basis for the search 
process. The algorithm consists of two stages. First, it tries to 
reach the nearby MPP determined by the operating voltage 
based on the empirical formula. A modified incremental 
conductance algorithm is then utilized to reach the real MPP. 
Finally, a digitized high-performance solar photovoltaic power 
conversion system is developed and verified. The design method 
based on the adaptive MPPT algorithm is proposed to generate 
the optimal power output. A DSP-based control system for 
synchronization of plural AC power sources has also been 
implemented. 
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I. Introduction 
In the study of photovoltaic arrays (PAs), most of the 

literature focused on the analysis of the PA’s characteristics, 
illustrated as in Fig. 1. This figure clearly shows the 
maximum power point (MPP) and the nonlinear current-
voltage relationship. Since the array efficiency is highly 
affected by the irradiance and temperature, it has been a 
popular research issue on how to determine the current and 
voltage which makes the PA operate at the MPP to maximize 
the power output. In practice, the PA’s MPP tracking 
(MPPT) control methods usually adopt a power converter 
which can vary the load voltage or load current to attain this 
aim.  

In [1], the authors presented an extensive discussion of 
various methods for determining the MPP. The hill-climbing 
and the incremental conductance (IncCond) methods are two 
of the major approaches. The hill-climbing method applies a 
small perturbation to systems to vary the operating voltage of 
the PA and hence achieves the MPP. It is simple enough to 
achieve the goal, but only applicable to environment that 
doesn’t vary quickly. Moreover, its tracking speed is 
relatively slow. The IncCond method uses the measured 
changes of the PA’s voltage and current to track the MPP 
[2]. The MPP is effectively tracked by comparing the 
instantaneous conductance to the incremental conductance. 
This has been shown to be a more effective approach than 
the hill-climbing method.  
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In this paper, a simple but efficient algorithm for 
adaptively identifying the MPP is proposed, which consists 
of two stages of operations. Firstly, it quickly accesses to the 
nearby region of the MPP utilizing an empirical formula. 
Then, modification of the IncCond method follows where the 
updating steps for the operating voltage vary. 

A numerical verification has been conducted to 
demonstrate the proposed approach. The results show that its 
search efficiency is faster than that of the IncCond method 
up to 5-20 times while remaining search accuracy. 

Develop a digitized high-performance solar photovoltaic 
power conversion system, solar cells here capture sunlight 
and convert it into the DC power in an efficient and adaptive 
way. The novel design method based on the adaptive 
maximum power point tracking (AMPPT) algorithm is 
realized to generate the optimal power output. The sinusoidal 
pulse width modulation strategy is adopted to control the full 
bridge inverter advancing grid-connected system. Since 
plural AC power sources to be jointed in a parallel manner 
should be with consistent voltage amplitude and phase, an 
AC voltage synchronizer is implemented for controlling the 
current phase of the inverted voltage generated by the PAs 
and hence to track the commercial power supply.  
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Fig. 1 P-V and I-V curves of the typical PAs 

II. Battery dominated MPPT bus topology 
PAs usually work with a power converter. The simplest 

configuration is illustrated as in Fig. 2. The PA supplies 
energy to the system bus through a DC-DC converter. A 
battery is in parallel with the system bus. It either acts as a 
power absorber or as a power supply depending on the 
supplying status of the PA. The DC-DC converter is 
controlled by the MPP tracker. It is usually a variable voltage 
gain to force the PA to work at the MPP.  
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Fig. 2 Battery dominated MPPT bus topology 

III. PA model 
Figure 3 illustrates the equivalent circuit of a typical PA 

which consists of current source phI , parallel diode D , shunt 

resistance shR , series resistance sR . The current source is 
proportional to the irradiance and temperature. The 
relationship can be written as 

100
)]([ i

risph
STTKII                            (1) 

where sI  is the PA operating current under the reference 

irradiance and temperature, T  is the environmental 
temperature (K), rT  is the reference temperature, iK  is the 

temperature coefficient of short-circuit current and iS is the 
solar radiation in mW/cm2. The parallel diode determines the 
I-V characteristics of the PA. Neglecting the shunt 
resistance, it can be written as [3]: 















  1)(exp ssatph IRV

AKT
qIII                (2) 

where I and V are, respectively, the output current and 
voltage, satI  is the reverse saturation current, q  is the 

charge of an electron, K  is the Boltzmann’s constant, and 
A  is the diode quality factor. satI  can be described as 
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where rrI  is the saturation current at rT , gapE  is the band-
gap energy of the semiconductor. The physical property of 
the PA has been shown in Fig. 1. 
 

  
Fig. 3 Equivalent circuit of PAs 

 
 
 

IV. Improved MPPT Method 
IncCond Method 

The general idea of the IncCond method comes from the 
observation of slope changes of /dP dV , or equivalently, 
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According to the above condition, the following equation is 
applied to reach the MPP: 

  steprefref VkVkV  )()1(                           (5) 

where (0)refV  is the PA’s initial voltage, stepV  is a 
constant. In [2], a modified IncCond algorithm was 
proposed, in which stepV  became a variable that was related 
to the incremental conductance to accelerate the search 
efficiency. The modified voltage adjustment is expressed as 

          )()()1( GGVkVkV steprefref                   (6) 

where VIG / , VIG  /  and   is a positive 
constant; GG  serves as a voltage adjustment term, it 
changes with the twinkling current and voltage of the PA. 
When the PA works far away from the MPP, the magnitude 
of the voltage adjustment grows resulting an explicit update 
on 

refV . On the other hand, 
refV  changes slightly and 

reaches to a constant when the correction ultimately 
decreases to zero. The major advantage of this modification 
is that it is able to respond to weather changes easily.  

Approximate Power Search 
The principles stated in [4,5,6] presented some quick 

ways to access an approximate MPP. In general, the voltage 
and current of the PA’s MPP is roughly 70-90% to its open-
circuit voltage ocV  and short-circuit current scI , i.e.  

ocMPP VkV 1                                                     (7) 

scMPP IkI 2                                                      (8) 
where

1,20.7 0.9k  . On the basis of the relationship, one 
may simply allocate the approximate MPP. In [6], the author 
searched and collected the long-term optimum operating 
voltage, whose power loss was the smallest, to determine the 
near MPP operation (nMPPO). The above-mentioned 
methods could find the MPP very fast, but they all suffered 
from a disadvantage. That is, they weren’t robust enough to 
against environmental changes and might cause prediction 
errors when weather is changeful.  
 
 
 

Proposed Method 

Figure 4 shows the P-V curves of a typical PA that works 
under the worst and best operating environments. The PA 
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has a MPP ( minmppP ) and an open-circuit voltage minoV  
under the worst operating environment. Also, it has a MPP 
( maxmppP ) and an open-circuit voltage maxoV  under the best 
operating environment. These values could be determined by 
experiments. Based on the information, one can conjecture 
that the MPP shall lie within the area between the two dotted 
lines in Fig. 4.  

For the operation, we first determine the practically 
available operating voltage rang  min max,o oV V  of PAs. A 
factor around 0.7-0.9 dependent on the PA is then multiplied 
to the open-circuit voltage as the near MPP.  

Figure 5 illustrates the process of the proposed approach 
for adaptively identifying the MPP. Firstly, it checks if 

( )V k  of PA is already within the near MPP region. If not, it 
will be directed to the following process:  

           ( 1) ( ) ( ( ))ref ref MPPV k V k V V k                       (9) 

where the update gain   is a positive constant. If the 
operating voltage of PA is already within the near MPP 
region then go through the second process described by Fig. 
6.  
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Fig. 4 P-V curves of the PA under the worst and best environments 
 

 
 

Fig. 5 Flowchart for searching the MPP 

  

Fig. 6 Flowchart of the modified IncCond method 
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V. Grid-connected system 

AC voltage power supplies should possess consistent 
voltage amplitude and phase in all available power inputs. 
To this aim, a synchronizer realized in a digital signal 
processing unit accompanied with related peripherals is 
developed. In which, the utility voltage (from the 
commercial power supply), after reduction, enters the signal 
processing unit or processing. Control commands are then 
calculated and output to the full-bridge inverter, see Fig. 7. 
Sinusoidal pulse modulation (Fig. 8) is adopted to control the 
full-bridge inverter. The modulated commands drive the 
inverter output voltage to track the utility voltage. In addition, 
the current control strategy realized as in Fig. 9 is 
implemented to achieve the utility power factor. Furthermore, 
a zero crossing detecting circuit is designed, which is built 
for detecting the zero crossing point of the utility network. 
The detected point is used as the phase reference for the 
digital signal processing unit when the system works under 
the on-grid mode.  

 

 
Fig. 7 Full-bridge inverter 

 

 
Fig. 8 Sinusoidal pulse modulation (SPWM) 

 
The working pattern changes with the load power 

consumed. The DSP-based control system keeps monitoring 
the power consumption of the load to activate an appropriate 
power supply source. If the consumed load power is less than 
the instantaneous power that PAs can offer then the inverter 
simply works in the off-grid mode. On the contrary, the 
inverter works with the on-grid mode which AC voltage 
inverted from the DC voltage generated by the PA’s are 
combined with the utility voltage. Fig. 11 illustrates 
configuration of the whole system. 
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Fig 9 Current control circuit 

 
VI. Simulated results  

The proposed PA’s MPPT system was first verified in 
Matlab-Simulink. The PA module was modeled by (1)-(2). 
We performed numerical simulations with the IncCond, the 
modified IncCond and the proposed methods. The 
characteristics of the PA under consideration are listed in 
Table 1. 

The update gain   in (9) was set to be 1. Tracking rang 
of the operating voltages illustrated in Figs. 10-11 are from 
zero to MPPV . From these figures, it can be observed that, 
among three methods, the proposed method is able to reach 
the MPP with the shortest time.  

The PV-based power supply system was designed to 
jointly supply AC power with the commercial power supply. 
An AC voltage synchronizer has been implemented for 
controlling the current phase of the inverted voltage 
generated by the PA’s to track the commercial power supply. 
A digital signal processing unit is designed to fulfill the 
function. An electromagnetic interference (EMI) filter and an 
isolation transformer were adopted to filter the noise. 
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Fig. 10 Tracking power curve for comparison of the proposed 
method with the IncCond and modified IncCond methods 
 

Figure 15 illustrates the result of zero crossing detection. 
When the power supply inverted from the PAs is higher than 
the instantaneous power consumption of the load power, the 
system works in off-grid mode. 
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Fig. 11 Tracking voltage curve for comparison of the proposed 

method with the IncCond and modified IncCond method. 
 

 
Fig. 12 Result of zero crossing detection 

 
 

 
Fig. 13 Off-grid mode 

 
 

Fig. 14 On-grid mode (CH2 is inverter output and CH3 is utility 
voltage) 

 

 
 

Fig. 15 Consistency of voltage and current 

VII. Conclusions 

This paper proposes an efficient and easily 
implementable approach for tracking the MPP of PV power 
systems. The approach simultaneously combines the 
advantage of the IncCond method and the approximate 
power searching principle for fast reaching the MPP. The 
approximate power searching principle provides the fastest 
way to reach the near MPP. The IncCond method proceeds 
next to access the real MPP. An AC voltage synchronizer has 
been implemented for controlling the current phase of the 
inverted voltage generated by the PAs and hence to track the 
commercial power supply. 
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.Table 1 Characteristics of the PA 
Irradiance 100 mW/cm2 

Peak power 175W 

Current at peak power 34.6A 

Voltage at peak power 50.5V 

Short-circuit current 3.75A 

Open-circuit voltage 59.5V 

Temperature coefficient of open-circuit 

voltage 

-164mV/0C 

Temperature coefficient of short-circuit 

current 

0.86mA/0C 

Nominal operating temperature 250C 
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Classification Using Hilbert Transform 
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Abstract: This paper addresses the development of new signal 
processing approach based on Hilbert transform to extract the 
fault features in number of induction motor conditions. The 
motor conditions considered are normal condition and motors 
with bearing defects like inner race, outer race, stator interturn 
faults and rotor bar crack. Present approach is based on 
extraction of envelopes of the stator currents by Hilbert 
Transform. Representative features like maximum and 
minimum value, mean, standard deviation and norm are 
obtained from current envelopes. These features are then used 
as input to Artificial Neural Network. Experimental results 
obtained show that diagnostic system using MLP neural 
network along with Hilbert Transform is capable of classifying 
multiple faults in induction motor with high accuracy 
recognition rate 

Keywords: : Hilbert Transform, Induction motor, current 
envelope, artificial neural network, Multilayer perceptron.  

I. INTRODUCTION 

Induction motors are widely used in industry due to their 
reliability, low cost and robustness and hence treated as 
workhouses of industry. But the possibility of faults is 
unavoidable .Fault identification and diagnosis schemes are 
intended to provide advanced warnings of incipient faults so 
that appropriate maintenance actions can be taken at an early 
stage. [1][2].This helps to reduce the maintenance cost and 
prevent unscheduled maintenance of these machines. Failures 
surveys [3] reported that forty percent of motor failures are 
caused by bearing related failures, thirty eight percent by 
stator interturn, ten percent by rotor related failures and 
twelve percent by mixed failures which affect other parts of 
the machine. Condition monitoring of the induction motor 
received considerable attention in recent year’s .Many 
condition monitoring methods has been proposed for different 
types of induction motor fault detection and localization. 
Martelo [4] and Schoen et al [5] study bearing failures based 
on FFT analysis. Using same tool Benbouzid et al [6] and 
Cameron [7] analyze other types of failures such as rotor slot 
effect, saturation and static and dynamic eccentricities.  
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Stator interturn fault estimation using particle swarm 
optimization method is discussed in [8] and by current 
Concordia pattern based fuzzy decision system is given in [9]. 
An induction motor fault diagnosis using stator current 
envelopes for broken rotor bars and inter turn short circuit in 
stator winding have been proposed in [10].Time frequency 
domain techniques  have been also used for fault diagnosis of 
induction motors which includes STFT,FFT ,bispectrum, 
high resolution spectral analysis and wavelet 
analysis.[11]-[14]. Another technique used for induction 
motor fault detection uses AI techniques such   as expert 
systems ,fuzzy inference system ,neural network , SVM, 
genetic algorithm and adoptive neural fuzzy inference 
system[15]-[17].  

Present work proposes a method that is capable to detect 
multiple faults in induction motor such as bearing faults like 
inner race and outer race defects, stator interturn short circuit 
and rotor bar crack by analyzing stator currents. The 
approach is based on extraction of the envelope of the signal 
to be analyzed using Hilbert Transform. Fault features are 
extracted from current envelopes which are further used as 
input to ANN which acts as a fault classifier and classifies 
multiple faults in induction motor with 100 percent accuracy. 

II. HILBERT TRANSFORM: 

Hilbert transform is a signal analysis method that is 
frequently used in different scientific fields. Mathematically 
Hilbert transform of a real signal ( )x t  is defined as time 
domain convolution of ( )x t with 1/t and is defined for all t by 
equation 1. 

1 1 ( )( ) ( ( )) ( ) xy t H x t x t d
t t




  


    


       (1) 

Following are the properties of Hilbert Transform  

A real signal ( )x t  and its Hilbert Transform ( )y t  are 
mutually orthogonal  

Mathematically ( ) ( ) 0x t y t dt



                        (2) 
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If   ( )y t  is Hilbert Transform of ( )x t  then Hilbert 

Transform of ( )y t  is ( )x t                                      (3)  

2
   Phase shift is another basic property of Hilbert 

transform. Phase of positive frequency components is shifted 

by 
2
  and phase of negative frequency components is 

shifted by 
2
  

( )
2
                     For   0               

( )
2
                    For   0                           (4)       

A real function ( )x t and its Hilbert Transform ( )y t     
are such that they together create an analytic signal  ( )z t   . 

( ) ( ) ( )z t x t jy t                                                   (5) 

Signal ( )z t  has the property that all negative frequencies 
of   ( )x t has been filtered.  

Envelope E(t) of a signal is defined as 

( ) ( ) ( ) ( )E t z t x t jy t                                        (6) 

And instantaneous phase is defined as  

( )( ) arctan( )
( )

y tt
x t

                                                 (7)  

III. ARTIFICIAL NEURAL NETWORK  

The application of artificial neural network to various 
decision making, forecasting and classification problems has 
gained a lot of attention recently. ANN s are able to learn 
the relationship among past, present and future variables. 
An ANN is an information processing paradigm, inspired by 
biological nervous systems. The basic processing element of 
neural network is called artificial neuron or simply neuron. 
The key element of it is the novel structure of the 
information processing system. It is composed of large 
number of highly interconnected processing elements 
working in union to solve specific problem.  

Artificial neural system functions as distributed 
computing networks .Their most basic characteristics is their 
architecture. Only some networks provide instantaneous 
responses, other networks need time to respond and are 

characterized by their time domain behaviour, which often 
referred to as dynamics. Neural networks also differ from 
each other in their learning modes. There are varieties of 
learning rules that establish when and how the connecting 
weights changes. Networks exhibit different speeds and 
efficiency of learning. An ANN is configured for a specific 
application, such as pattern recognition or data 
classification, through a learning process. Learning in 
biological system involves adjustments to the synaptic 
connections that exist between the neurons.  

 Neural networks are typically organized in layers. 
Layers are made up of number of interconnected nodes 
which contain an ‘Activation Function’. Patterns are 
presented to the network via a system of ‘Weighted 
Connections’. The hidden layer then links to an output layer 
where the answer is output as shown in Figure 1 

 

 

 

 

 

 

 

Figure 1.Architecture of Artificial Neural Network 

Common type of artificial neural network consists of three 
layers of units; a layer of ‘input’ unit is connected to a layer 
of ‘hidden’ unit, which is then connected to a layer of 
‘output’ units. The activity of input unit represents the raw 
information that is fed into the network. The activity of each 
hidden unit is determined by the activities of the input units 
and the weights on the connection between the input and 
hidden units. The behavior of the output unit depends on the 
activity of hidden units and the weights between the hidden 
and output units. Feed forward ANN allow signal to travel 
from input to output only. There is no feedback i.e. the 
output of any layer does not affect the same layer. Feed 
forward ANN tends to be straight forward networks that 
associate inputs with outputs.  

Prediction with NNs involves two steps: training and 
learning. Training of FFNNs is normally performed in a 
supervised manner. The success of training is greatly affected 
by proper selection of inputs. In the learning process, a neural 
network constructs an input–output mapping, adjusting the 
weights and biases at each iteration based on the 
minimization or optimization of some error measure between 
the output produced and the desired output. This process is 
repeated until an acceptable criterion for convergence is 
reached. The most common learning algorithm is the back 
propagation (BP) algorithm, in which the input is passed 
layer through layer until the final output is calculated, and it 
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is compared to the real output to find the error. The error is 
then propagated back to the input adjusting the weights and 
biases in each layer. The standard BP learning algorithm is a 
steepest descent algorithm that minimizes the sum of square 
errors. In order to accelerate the learning process, two 
parameters of the BP algorithm can be adjusted: the learning 
rate and the momentum. The learning rate is the proportion of 
error gradient by which the weights should be adjusted. 
Larger values can give a faster convergence to the minimum. 
The momentum determines the proportion of the change of 
past weights that should be used in the calculation of the new 
weights.                         

IV. Experimental Setup: 

Experimental studies have been performed on 2 H.P. three 
phase, four pole, 415 volts; 50 Hz squirrel cage induction 
motor .Experimental setup for the same is shown in figure 2. 
Motor used for experiment has 24 coils, 36 slots in all. Each 
phase comprising of 8 coils carries 300 turns. A phase has 
been tapped where each tapping is made after 10 turns, near 
to star point (neutral). Tapings are drawn from coils where 
each group comprises of approximately 70 to 80 turns. Spring 
and belt arrangement is used for mechanical loading of 
motor. Motor was loaded at 75 % of full load to full load 
conditions. To acquire the data the Tektronix DSO, TPS 2014 
B, with 100 MHz bandwidth and adjustable sampling rate of 
1GHz is used to capture the current and voltage signal. The 
Tektronix current probes of rating 100 mV/A, input range of 
0 to 70 Amps AC RMS, 100A peak and frequency range DC 
to 100KHz are used to acquire the stator current signals. 
Approximately, 500 sets of signals were captured on different 
load conditions and at different mains supply conditions for 
following case of studies. 

1. Healthy: 2 H.P motor is fed by three phase balanced 
supply Load on the motor is varied from 75 % of full load to 
full load with spring and belt arrangement .Stator current 
signals and phase voltages  are captured for no load ,75 % of 
full load and at full load conditions. 

2: Bearing Defects (Inner and Outer Race): Motor under 
test comprises of two bearings number 6204 and 6205. 
Bearings having natural defects caused by regular operation 
of motor are used in experimental study. Motor is fitted with 
different combinations of bearings having inner race or outer 
race defects. Stator currents and voltages for each 
combination of bearings are captured to compare it with 
healthy bearing condition. Different experiments were 
conducted with different combinations of rear side and load 
side bearings to access the performance of bearings and to 
study its effect on performance of motor. 

3: Stator Interturn Short Circuit: For this case of study, 
stator windings of induction motor were modified to have 
several accessible tapings that can be used to introduce short 
circuits. For this experimentation phase A is tapped, where 
each tapping is made after 10 turns. Different 
experimentations were conducted with 10 turns, 20 turns and 

30 turns short circuited respectively in phase A of motor and 
for different loading conditions phase voltage and stator 
current signals are captured. 

4: Broken Rotor bars 

Induction motor under test has 32 rotor bars, to carry out 
rotor broken bar test, two rotor bars are broken at both sides of 
end rings and stator current signals are captured at different 
loading conditions. 

Figure2: Experimental Setup 

Stator current signals recorded for normal and various 
abnormal conditions are shown in figure 3 

 

Figure 3.a Healthy  condition 
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Figure 3.b Defective Bearing 

 

Figure  3 c Interturn short circuit 

 

                                                     

Figure 3 d.  Rotor bar crack 

V .FEATURE EXTRACTION 

From time waveforms as shown in figure 3, no conspicuous 
differences exists among different conditions, so there is a 
need to come up with feature extraction method for fault 
classification. Present approach is based on extraction of 
envelopes from the stator current signals by Hilbert 

Transform using equation 1. Envelopes obtained for different 
conditions of motor are as shown in figure 4.  

 

 

4a: Envelopes of the stator current for Normal condition 

 

Figure 4b: Envelopes of the stator current for Bearing Fault 

 

 

Figure 4c: Envelopes of the stator current for Interturn Fault 
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Figure 4d: Envelopes of the stator current for Rotor bar crack 

The main problem facing the use of ANN are the selection 
of best inputs and how to choose the ANN parameters making 
the structure compact and creating highly accurate networks.  
For the proposed system to create training pattern statistical 
parameters like maximum, minimum, standard deviation, 
mean and norm are obtained from the current envelopes 
extracted from stator currents for different fault conditions. 

VI. Results and Discussion: 

Application of ANN to various decision making, 
forecasting and classification problem has gained lot of 
attention. An ANN with its excellent pattern recognition 
capabilities can be effectively employed for fault classification 
of three phase induction motor. In present study three layer 
fully connected feedforward artificial neural network is used 
and trained with supervised learning algorithm back 
propagation. FFANN consists of one input layer, one hidden 
layer and one output layer. Input layer consists of fifteen 
neurons, the inputs to these neurons are the statistical 
parameters computed from envelopes of stator currents. 
Output layer consists of four neurons representing healthy, 
bearing fault, interturn fault and rotor bar crack condition 
respectively. 

Selected parameters for FFANN are as follows 

Number of epochs=1000,     Training data=60%      , 
Testing data= 40%,  

Number of hidden layers=01, Transfer function = 
TanhAxon, Learning Rule= Momentum 

Step size =0.1, Momentum=0.7 

With these assumptions variation of percentage accuracy of 
classification for induction motor under healthy and different 
fault conditions with respect to number of processing 
elements in hidden layer is obtained. Figure 5 shows the 
graph for the same.  

 

Figure 5 Variation of Average Classification Accuracy 

VII .Conclusion 

This work proposes Hilbert Transform based approach for 
fault classification of induction motor validating its 
effectiveness through different cases of study that considered 
the motor under diverse fault conditions like bearing fault, 
stator interturn fault and rotor bar crack. Line current signals 
recorded under healthy and different fault conditions are 
passed through signal processing procedures involving 
Hilbert transform. This methodology based on envelope 
concept derives rich information about the fault from stator 
current signals. Statistical parameters computed from fault 
features are further used as training and testing data for 
FFANN.  

Envelope analysis with Hilbert Transform approach and 
FFANN with momentum learning rule and TanhAxon 
transfer function and with four processing elements in hidden 
layer produced best results for classifying multiple faults in 
induction motor. 
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Abstract-Power system congestion is a main problem that the 
independent system operator (ISO) would face in the post-
deregulated era. One of the most practiced and an obvious 
technique of congestion management is rescheduling the 
generators output power in the system. However, all 
generators in the system will not participate in congestion. 
Development of sound formulation and appropriate solution 
technique for this problem is aimed in this paper. 
Contributions made in the present paper are twofold. Firstly a 
technique for optimum selection of participating generators 
has been introduced using generator sensitivities to the power 
flow on congested lines. Secondly this paper proposes an 
algorithm based on arbitrary method which minimizes the 
deviations of rescheduled values of generator power outputs 
from scheduled levels.The suggested methodology is tested on 
few test cases like 6-bus system, IEEE 14-bus system, and also 
on IEEE 30-bus system which gives the best results in all the 
cases. 
 
Index Terms—Independent System Operator (ISO), 
Deregulation, Generator Sensitivity, Power world Simulator, 
Rescheduling. 
 

 
I. INTRODUCTION 

Deregulated power system means Transmission 
companies (TRANSCO’s), Generation companies 
(GENCO’s) and Distribution Companies (DISCO’s) are 
under different organizations. Organizations can fix their 
own prices. To maintain coordination between them there 
will be independent  system operator(ISO) in all types of 
deregulated power system models [1-4]. In this market 
GENCO’s and DISCO’s submit the sell and purchase 
decisions in the form of bids to the market operator in 
hourly price manner. Finally 24 hour energy prices to be 
paid by consumers  and to be charged by producers. 
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NEED FOR AN INDEPENDENT SYSTEM 
OPERATOR (ISO) 

With unbundling of generation from transmission sector 
in a competitive market, generation sector will be become 
fully competitive with many market participants whereas 
the transmission system remains regulated monopoly and it 
will be necessary to provide non-discriminatory and open 
access to all the market participants through planning and 
operation of power transmission system. It is also important 
to ensure reliability of the network in its region of 
operation. This function can be implemented by entity 
called Independent System Operator (ISO). 

In deregulated power systems, ISO dispatches the 
generators so that to meet the demand of loads at the 
minimum cost while maintaining security and service 
quality of power system.ISO compute LMPs by running 
optimal power flow.  

Bidding process for a specified period, e.g. next two 
hours, is as below. 

• Every producer submits the following values to ISO: 

Minimum and maximum power which can deliver to the 
network 

Bid price for selling 1 MW electric power 

• Every consumer submits the following values to ISO: 

Minimum and maximum load demand 

Load bid for load curtailment in emergency condition (if 
LMP of a load exceeds its bid then the load is curtailed till 
its LMP reduces to its bid) 

• ISO run the optimal power flow and computes the 
following values: 

MW dispatch of each generator 

MW dispatch of each load 

LMP of each bus 

 
Figure1: ISO importance 
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With increasing demand for electric power all around the 
globe, electric utilities have been forced to meet the 
increasing demand by increasing their generation.  
However, the electric power that can be transmitted 
between two locations on a transmission network is limited 
by several transfer limits such as thermal limits, voltage 
limits and stability limits with the most restrictive applying 
at a given time.  If the transmission line overcomes these 
limits, then the line is said to be “congested”. Transmission 
networks are the main source of difficulty in deregulation 
[5,8]. We ensure that the power system operates within its 
limits is vital to maintain power system security, failing 
which can result in widespread blackouts with potentially 
severe social and economic consequences. Congestion 
management controlling the transmission system power 
transfer capability is the fundamental transmission 
management problem. 

Congestion or overload in one or more transmission lines 
of the system may occur as a result of unexpected outages 
of generation, sudden increase of demand, tripping of 
transmission lines, or failures of other equipment 
[12,13,16]. In deregulated power Systems, congestion, 
which can also occur due to commercial reasons, has 
become a major concern. Fast, transparent, and effective 
tools are necessary for congestion management. Power 
system congestion management is a major problem in 
deregulated markets because of all the above reasons. 

 

II. CONGESTION MANAGEMENT METHODS 

There are two broad paradigms that may be employed for 
congestion management. These are the cost-free means and 
the not-cost-free means. The previous include actions like 
out aging of congested lines or operation of transformer 
taps, phase shifters, or FACTS devices. These means are 
termed as cost-free only because the marginal costs (and not 
the capital costs) involved in their usage are nominal [14].  

 

The not-cost-free means include: 

(1) Rescheduling generation. This leads to generation 
operation at an equilibrium point away from the one 
determined by equal incremental costs. Mathematical 
models of pricing tools may be incorporated in the 
dispatch framework and the corresponding cost signals 
obtained. These cost signals may be used for congestion 
pricing and as indicators to the market participants to 
rearrange their power injections/extractions such that 
congestion is avoided. 

 
(2) Prioritization and curtailment of loads/transactions. A 

parameter termed as willingness-to-pay-to-avoid-
curtailment was introduced in. This can be an effective 
instrument insetting the transaction restriction strategies 
which may then be incorporated in the optimal power 
flow framework. 

In a congested power line, the incremental or 
decremented change in power outputs of all the generators 
do not affect the power transmitted on the congested line to 

the same extent. Due to this, there is no need to reschedule 
the outputs of generators whose generations do not affect 
the congested line flow. We should select the generators 
whose generation affects the congested line flow. To 
optimally select the generators participating in congestion 
management, the sensitivities of the generators to the 
congested line are used [6, 7]. The generators actually 
participating in congestion alleviation are chosen based on a 
criterion which reduces the number of participating 
generators. 

III. PROBLEM FORMULATION 

Based on the bids received from the participant 
generators, the amount of rescheduling required is 
computed by solving the following optimization problem: 

 

 

Where  is the real power adjustment at bus-g and 

are the incremental and decremented price bids 
submitted by generators? These are the prices at which the 
generators are willing to adjust their real power outputs. 

is the power flow caused by all contracts requesting the 

transmission service. is the line flow limit of the 
line connecting bus-i and bus-j. 

is the number of participating generators, n1 is the 

number of transmission lines in the system,  

and  denote respectively the minimum and 
maximum limits of generator outputs. It can be seen that the 
power flow solutions are not required during the process of 
optimization. . 

 

IV. CALCULATION OF GENERATOR 
SENSITIVITY 

The generators in the system have different sensitivities 
to the power flow on the congested line.    
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GENERATOR SENSITIVITY: 

A change in real power flow in a transmission line k 
connected between bus i and bus j due to change in power 
generation by generator g can be termed as generator 
sensitivity to congested 

line (GS). 

 
Where Pij is the real power flow on congested line-k;PGg 

is the real power generated by the gth generator. Basic 
power flow equation on congested line can be written as 

 

Where Vi and i are the voltage magnitude and phase 
angle respectively at the ith bus; Gij and Bij represent, 
respectively, the conductance and susceptance of the line 
connected between buses i and j. 

 

 
The active power injected at a bus-s can be represented as 

 
Where PDs is the active load at bus-s .Ps can be expressed 

as 

 
Where n is the number of buses in the system. 

Differentiating above equation w.r.t. t and , s the following 
relations can be obtained 

 
Neglecting P-V coupling, the relation between 

incremental change in active power at system buses and the 
phase angles of voltages can be written in matrix form as  

 

 

 

 
To find the values of 

and in (5), needs to be 
found out. However,  is a singular matrix of rank one 
deficiency? So it is not directly invertible. The slack bus in 
the present work has been considered as the reference node 
and assigned as bus number 1. The elements of first row and 

first column of  can be eliminated to obtain a 

matrix  which can be inverted to obtain matrix  

, where represents a matrix with its first row and 
column deleted or a vector with the first element deleted. 
Using these relations the following equation can be 
obtained. 

 

The actual vector  can be found by simply adding 

the element  to the above equation as shown by the 
following relation. 
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The second term of the above equation vanishes as 
change in phase angle of slack bus is zero. Accordingly it 
reduces to 

 

Thus required elements of and 

are found out from above equation. 

It is to be noted that the generator sensitivity values thus 
obtained are with respect to the slack bus as the reference. 
So the sensitivity of the slack bus generator to any 
congested line in the system is always zero. 

GSg denotes how much active power flow over a 
transmission line connecting bus-i and bus-j would change 
due to active power injection by generator g. The system 
operator selects the generators having non uniform and 
large magnitudes of sensitivity values as the ones most 
sensitive to the power flow on the congested line and to 
participate in congestion management by rescheduling their 
power outputs [9-11]. 

Based on the bids received from the participant 
generators, the amount of rescheduling required is 
computed by solving the following optimization problem. 

V. TEST CASES & RESULTS 

The proposed method is done by using power world 
simulator 8.0 [17] for the best results as follows. 

6- BUS SYSTEM 

Case 1: WHEN CONGESTION IN LINE (4-6) 

Line 4-6 is congested by 101% as shown in figure 2 and 
it is relieved by rescheduling the generation of participating 
generators in congestion as follows.  

SENSITIVITIES OF GENERATORS FOR 
CONGESTED LINE (4-6): 

Table1: Sensitivities of generators to congested line (4-6) 

Gen. No. 1 2 3 4 

Sensitivity 0 0.0647 -0.342 0.13 

Based on sensitivities of generators, the generators G1, 
G2, G3, and G4 are the participating generators for 
congestion in line 4-6 as shown in table1. 

 
Figure 2: single line diagram of 6-Bus system (congestion case) 

 

RESCHEDULE OF GENERATION 6-BUS 
SYSTEM: 

Table 2: Reschedule of Generation in 6-Bus system 

S 
N
O 

GEN
1(M
W) 

GEN2
(MW) 

GEN
3(M
W) 

GEN4
(MW) 

TOTAL 
COST($/
MW) 

% 

LOADI
NG IN 
4-6 
LINE  

1 88.9 201.2 81 238 7801.43 101 

2 88.9 202 89 230 7801.34 99 

3 92 204 84 230 7798.93 99 

4 96 205 88 220 7804 96 

5 101 205 84 220 7806.03 98 

6 106 200 84 220 7807.70 97 

7 106 200 94 210 7815.53 93 

8 87 203 89 230 7801.5 97 

9 77 204 89 239 7803.02 99 

      

Based on sensitivity of generators four generators are 
rescheduled their generation which should satisfy the 
objective function as minimization of cost and minimization 
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of congestion. The optimal rescheduling for this case is G1 
92MW, G2 204MW, G3 84MW, G4 230MW and then the 
cost is 7798.93 $/MW and P4-6 is 99% as shown in table 2. 
The congestion in line 4-6 is relieved from 101% to 99% as 
shown in figure 3. 

Case 2: WHEN CONGESTION RELIEVED IN LINE 
(4-6):  

 
Figure 3: single line diagram of 6-Bus system (congestion relief 

case) 

 

14- BUS SYSTEM 

Case 1: When Congested line is 7-9: 

Line 7-9 is congested by 104% as shown in figure 4 and 
it is relieved by rescheduling the generation of participating 
generators in congestion as follows.  

SENSITIVITIES OF GENERATORs TO CONGESTED 
LINE (7-9): 

Table 3: Sensitivities of generators to congested line (7-
9) 

Gen. No. 1 2 3 6 8 

Sensitivity  0 -0.0018 0.0036 -0.21 0.3281 

Based on sensitivities of generators, the generators G1, 
G2, G3, G6 and G8 are the participating generators for 
congestion in line 7-9 as shown in table 3. 

 

 

 
Figure 4:  single line diagram of 14-Bus system (congested 

case) 

 

RESCHEDULING OF GENERATORS TO 
CONGESTED LINE (7-9): 

Table 4: Rescheduling of generators for congested line 7-
9 

S 
N
O 

GE
N1 

(M
W) 

GE
N2 

(M
W) 

GE
N3 

(M
W) 

GEN6 

(MW) 

GE
N8 

(M
W) 

TOTAL 

COST 

%LOA
DING 

ON 7-9 
LINE 

1 171 50 75 31 40 5264.54 104 

2 171 50 75 51 20 5263.20 87 

3 161 50 75 61 20 5257.18 84 

4 151 60 75 61 20 5370.07 85 

5 161 60 65 61 20 5256.93 86 

6 151 50 75 61 30 5232.41 90 

7 151 40 75 71 30 5146.41 90 

8 151 30 75 81 30 5111.10 85 

9 141 40 75 81 30 5189.36 90 

10 145 51 83 45 40 5347.55 100 

 

Based on sensitivity of generators four generators are 
rescheduled their generation which should satisfy the 
objective function as minimization of cost and minimization 
of congestion. The optimal rescheduling for this case is G1 
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151MW, G2 30MW, G3 75MW, G6 81MW, G8 30MW 
and then the cost is 5111.10 $/MW and P7-9 is 85% as 
shown in table 2.4. The congestion in line 7-9 is relieved 
from 104% to 85% as shown in figure 5. 

 

 
Figure 5: Single line diagram of 14- bus system (congestion 

relief case) 

30-BUS SYSTEM 

Case 1: When congested line is 12-13 

Figure 6: Single line diagram of 30-Bus system 

Line 12-13 is congested by 110% as shown in figure 6 
and it is relieved by rescheduling the generation of 
participating generators in congestion as follows.  

SENSITIVITY OF GENERATORS TO 
CONGESTED LINE 12-13: 

Table 5: Sensitivities of generators to congested line 12-
13 

Gen. No. 1 2 5 8 11 13 

Sensitivity 0 0 0 0 1.01 -1.09 

Based on sensitivities of generators, the generators G1, 
G2, G5, G8 and G13 are the participating generators for 
congestion in line 12-13 as shown in table 5. 

 

RESCHEDULING OF GENERATORS: 

Table 6: Rescheduling of 30- Bus system for line 12-13 

S 
N
O 

GE
N 1 

GE
N 2 

GE
N 
5 

GE
N 8 

GE
N 11 

GE
N 
13 

TOTAL 

COST($/
MW) 

1 101 80 50 20 20 20 4779.28 

2 110 80 50 20 20 11 4749.58 

3 120 70 50 20 20 11 4801.97 

4 120 80 40 20 20 11 4208.97 

5 120 90 30 20 20 21 3937.79 

6 120 90 30 24 20 17 3923.59 

7 120 90 30 26 20 15 3924.7 

8 122 90 20 26 30 15 3740.07 

9 111 81 20 35 30 15 3764.83 

10 112 80 20 35 30 15 3769.48 

11 82 80 50 15 35 30 4782.52 

Based on sensitivity of generators four generators are 
rescheduled their generation which should satisfy the 
objective function as minimization of cost and minimization 
of congestion. The optimal rescheduling for this case is G1 
122MW, G2 90MW, G5 20MW, G8 26MW, G11 30MW, 
G13 15MW and then the cost is 3740.07 $/MW and P7-9 is 
96% as shown in table 6. The congestion in line 12-13 is 
relieved from 110% to 96%. 

 

VI. CONCLUSION 

This paper gives a method for congestion management in 
transmission grids using cost-efficient generation 
rescheduling to minimize the congestion. A realistic 



T. Nireekshana , Dr.G.Kesava Rao  and Dr.S.Siva Naga Raju                                                                                                                                                     19 
 

International Journal of Emerging Trends in Electrical and Electronics (IJETEE)                                               Vol. 1, Issue. 1, March-2013. 

frequency and voltage dependent modified fast decoupled 
load flow method is used with multi objective as 
minimization of cost and minimization of congestion to 
solve this complex problem. This method also provides a set 
of Pareto optimal solutions for any congestion problem, 
giving the system operator options for judicious decision in 
solving the congestion. 

This paper focuses on demonstrating a technique for 
optimum selection of generators for congestion 
management and additionally the application of 
rescheduling in the solution of the congestion management 
problem. Generators from the system are selected for 
congestion management based on their sensitivities to the 
power flow of the congested line followed by corrective 
rescheduling. The problem of congestion is modelled as an 
optimization problem. 
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Power Factor Improvement Using PQ Theory 
Based Hybrid Controller for Three Phase Con-

verter 
 

M.Abitha Thangam and Dr.V.Gopalakrishnan 
 

 
Abstract—Three-phase controlled rectifiers have a wide range 
of applications, from small rectifiers to large High Voltage Di-
rect Current (HVDC) transmission systems. It can handle rea-
sonably high power and has acceptable input and output har-
monic distortion. Harmonics present in the three phase con-
verter is the major issue while it is been connected to the elec-
tric power distribution system. As the conventional model uses 
real time switching control, this paper deals with discrete event 
switching control based on hybrid system theory considering 
Lyapunov stability. Use of hybrid Controller is new to power 
electronic applications and hence the converters can provide 
input currents without distortion and with the unity power 
factor. 

 
Keywords— Harmonics, Discrete Event Switching Control, 
Hybrid controller, Lyapunov Stability 

I. INTRODUCTION 

Diode rectifiers are widely employed in industrial fields 
and consumer products thanks to advantages of low cost, 
simple structure, robustness and absence of control. How-
ever, this type of converters results in only unidirectional 
power flow, low input power factor, high level of harmonic 
input currents, malfunction of sensitive electronic equip-
ment, increased losses and also contributing to inefficient 
use of electric energy. Recently, many promising power fac-
tor correction (PFC) techniques have been proposed for rec-
tifiers. Apart from application of active and passive filters, 
the best solution is in using pulse width modulated (PWM) 
rectifiers. Research interest in three-phase PWM rectifiers 
has grown rapidly over the last few years due to some of 
their important advantages, such as power regeneration ca-
pabilities, control of dc-bus voltage over a wide range, and 
low harmonic distortion of input currents. 

Since the converter has abilities to control the input cur-
rents in sinusoidal waveforms, unity power factor 
[1]operation can be easily performed by regulating the cur-
rents in phase with the power-source voltages. From the con-
trol point of view, power electronic circuits and system con-
stitute excellent examples of hybrid systems, since the dis-
crete switch positions are associated with different modes of 
continuous time dynamics 

Lyapunov theory has for long time been an important tool 
in linear as well as nonlinear control. However, its use 
within the nonlinear control has been changed by the diffi-
culties to find the Lyapunov function for a given system. If 
one can be found, the system is known to be stable, but the 
task of finding such function has often been left to the 
imagination and experience of the designer [6].  
M.Abitha Thangam and Dr.V.Gopalakrishnan are working in Department of 
ECE, Coimbatore Institute of Technology, Coimbatore, Email: abithathan-
gam@yahoo.co.in 

 

A. Aims and Objectives 
The aims of this paper includes the design of the control 

law of the boost rectifier to determine the occurrence of con-
trol input function in both ac current and dc voltage control 
of the converter, to achieve the control of power and grid 
current in steady state and transient operating conditions and 
to implement Discrete event based switching control strategy 
with respect to lyapunov stability theorem for the switching 
action of three phase converter 

The objectives are to limit the Total Harmonic Distortion 
(THD) of the input ac voltage and current and to control and 
to improve the Power Factor   

II. ANALYSIS OF THREE PHASE CONVERTER 

 
Fig. 1 Three Phase Converter 

The circuit diagram of three phase converter is shown in 
Fig 1.The main circuit consists of a bridge rectifier made up 
of six power transistors with antiparallel diodes, which is 
connected to the three-phase supply, through an inductor L. 
A load and a capacitor C are connected to the dc side of the 
converter. The inductor L performs the voltage boost opera-
tion in combination with the capacitor C and at the same 
time acts as a low pass filter for the ac line current. 

The dynamics of a three-phase boost rectifier in the three-
phase reference frame for ac current control system is de-
scribed as: 

                         sjsjj
j ueRi

dt
di

L   

...3,2,1,
3

)( 321 














 

 ju
ddd

du cjsj    (1) 

and for output voltage control system as: 

L

c
Ldc

c

R
udididiii

dt
duC  332211          (2) 
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where dj is the duty ratio 

From the point of view of the commutation process, con-
verters can be classified in two important categories:  

 Line Commutated Controlled Rectifiers 
(Thyristor Rectifiers) 

 Force Commutated PWM Rectifiers.   

Force-commutated rectifiers are built with semiconduc-
tors with gate-turn-off capability and it allows the commuta-
tion of the valves hundreds of times in one period, which is 
not possible with line commutated rectifiers, where thyris-
tors are switched ON and OFF only once a cycle. This fea-
ture has the following advantages: a) the current or voltage 
can be modulated (Pulse Width Modulation or PWM), gene-
rating less harmonic contamination;b) power factor can be 
controlled, and even it can be made leading. 

There are two ways to implement force-commutated 
three-phase rectifiers: a) as a current source rectifier, where 
power reversal is by dc voltage reversal; and b) as a voltage 
source rectifier, where power reversal is by current reversal 
at the  dc link. The PWM pattern controls the rectifier in two 
different ways: 1) as a voltage source current controlled 
PWM rectifier, or 2) as a voltage source voltage controlled 
PWM rectifier. The first method controls the input current, 
and the second controls the magnitude and phase of the vol-
tage. The current controlled method[2] is simpler and more 
stable than the voltage-controlled method. The current con-
trol is achieved by measuring the instantaneous phase cur-
rents and forcing them to follow a sinusoidal current refer-
ence. Input voltages and currents should be sinusoidal 
shaped without a phase delay between the voltage and the 
current and output dc voltage should be a constant value by 
change of voltage dependent current and parameters of the 
converter [4] 

III. SVPWM BASED SWITCHING CONTROL 

Space-vector pulse width modulation (SVPWM) tech-
nique has become a popular PWM technique for three-phase 
voltage-source converters. The structure of a typical three-
phase converter is shown in Fig 1. The  us1, us2, us3  are the 
output voltages of the converter.  

 
Fig. 2 The Basic Space Vectors (Normalized w.r.t. es) and Switching 

States 

The six power transistors that shape the output are con-
trolled by S1, ~S1, S2 , ~S2, S3 and ~S3. [5]When an upper 
transistor is switched on (i.e., when S1, S2 or S3 is 1), the 
corresponding lower transistor is switched off (i.e., the cor-
responding ~S1, ~S2 or ~S3 is 0). The on and off states of the 
upper transistors, or equivalently, the state of S1, S2 and S3 , 

are sufficient to evaluate the output voltage for the purpose 
of this discussion. As shown in Fig 2, there are eight possi-
ble combinations of on and off states for the three upper 
power transistors 

 
TABLE I. SIGN ES VS SIGN DJ 
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1 
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The proposed logical event-driven grid current control[3] 
can be realized in the form described in Table I, where states 
of grid current control error are presented by sign(Dj) (Dj 
=S1, S2.S3) and currently active voltage sector is presented 
by sign Es (eS1, eS2, eS3). The transition between converter 
switch states is performed by switching only one converter 
leg, converter switching frequency grid current chattering 
are reduced. 

 

IV. PROPOSED CONTROL SCHEME 

  
Fig. 3 Block Diagram of Proposed method 

Fig. 3 shows the block diagram of proposed method. The 
description about the control method is discussed in the fol-
lowing sections.  
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A. Output Voltage Control 
The unity power factor of ac/dc boost rectifier will be 

achieved for  uC = ud,  uq = 0 in d-q output reference frame.  

The output voltage control error 

                                   c
d
cu uu                             (3) 

determines the input dc current  idc which also plays the 
role of the rectifier output current.  

       With  uuu d
dt
d  )(  we get a robust PI-control 

algorithm [8]:  

 )1()()1(*)1()( 





 kkTd

T
CG

kiki uuu
u

dcdc     (4)      

In the proposed algorithm the  output load resistance  RL 
does not appear, therefore the control is independent of its 
value. The resistive load can change its value in transient 
states, i.e. which includes step change of its value. The rec-
tifier dc current  idc ,which forms an input for dc boost rec-
tifier part is influenced by a dc output voltage error  σ u (k) , 
dc bus capacitor  C, used sampling time  T and feedback 
gain  Gu. The asymptotical stability of algorithm is guaran-
teed with the proper choice of parameter du. 

B. Reference Input Power 
The reference input active power would be determined 

with dc current idc and bus voltage udc:     

                              dcdc
d iup                                 (5) 

C. Unity Power Factor Control 
The calculation of active and reactive components of 

modulating currents is produced by the method of instanta-
neous power, known as the “Akagi-Nabae theory” [8]. This 
theory, also known as pq-theory, is based on Clark transfor-
mation. Thus, the reference current signals  isd

ref ,  isq
ref

  can 
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                 (6) 

where  pd  and  qd  are reference active and reactive power 
signals. 

Reference current signals in three-phase system are calcu-
lated by reverse Clark transformation.  For unity power fac-
tor  qd = 0 and the reference grid current will  

                        
d

sqsd

sdref
sd p

ee
ei *22 
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
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


                      (8)    

     One of the main advantages of pq-theory is that there 
is no need for phase synchronization with system voltages. 
Also, average components p and q can be easily detected 
(filtered) by means of low-order low-pass filters. The latter 
makes positive impact on system dynamic and stability. 

D. Lyapunov Theorem Based Control Method 

1) Lyapunov's second method for stability 

Lyapunov, proposed two methods for demonstrating sta-
bility. The first method developed the solution in a series 
which was then proved convergent within limits. The second 
method, which is almost universally used nowadays, makes 
use of a Lyapunov function V(x) which has an analogy to the 
potential function of classical dynamics. It is introduced as 
follows. Consider a function  V(x) : Rn → R such that 

 V(x) ≥ 0 with equality if and only if x = 0 
(positive definite) 

 
dt
d

V(x) ≤ 0 with equality if and only if x 

= 0 (negative definite). 

Then V(x) is called a Lyapunov Function candidate and 
the system is asymptotically stable in the sense of Lyapunov 
. 

2) Design of Control Law For Three Phase Converter 

The aim of this project is the design of a control law for a 
boost rectifier in order to  achieve a output voltage and grid 
current control in a steady state and transient operation con-
ditions. The feedback system is globally asymptotically sta-
ble in the sense of Lyapunov stability theory. Therefore, we 
are interested in the aim extension of the Lyapunov function 
concepts.  

On the basis of Lyapunov stability theory, a positive defi-
nite scalar function  V, as a candidate for the Lyapunov 
function, is to be found, such that the total energy of the sys-
tem is continuously dissipated. In such a case, any nonlinear 
system must eventually settle down to an equilibrium point. 
For the Lyapunov function candidate   

                 d
ss

Td
sss

T
s iiiiiiV 

2
1

2
1

        (9) 

the stability requirement will be fulfilled if control can be 
selected as such, that the derivative of the Lyapunov func-
tion candidate is negative. 

Derivatives of the current control error (9) may be ex-
pressed with the voltage equation 

          d
sisss

d
ss i

dt
dVuRie

L
ii

dt
d


1

      (10) 

where   is
d ,  is  are desired and actual grid current,  

         us(Vi)   is voltage control input, 

          Ris is resistive voltage drop and  

          es is ac input voltage.  

For d(Δis)/dt = 0 the equivalent control voltage [7] can  be 
expressed as: 

d
sssequ i

dt
dLRieu                            (11) 

and derivative of Lyapunov function is 
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The conditions for the sequential switching of the power 
converter are selected as:  
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2
1

(1-sign(A)) 

S2 = 
2
1

 (1-sign(B)) 

S3 = 
2
1

(1-sign(C)) 

where  

 ref
sdsd iiA   

   ref
sqsq

ref
sdsd iiiiB 

2
3

2
1

 

   ref
sqsq

ref
sdsd iiiiC 

2
3

2
1

                (13) 

which is evolved from the Lyapunov function derivative. 
When  Udc  has enough magnitude that  V<=0 , than V → 0 
and  is→is

d .  

V. IMPLEMENTATION 

A. Steps To Implement Discrete Event Model 

 Obtaining feedback signals such as input 
ac current, input ac voltage, output dc current, out-
put dc voltage to generate current error signals 
 Generating input voltage sector states 
 Implementing the table obtained for cur-

rent error signals and voltage sector states using 
Hybrid controller 

 
Fig .4 Simulink model of proposed method 

The simulink model shown in Fig 4 has three voltage 
sources  phase shifted by 120˚ in order to obtain the three 
phase voltage input to the converter. The resistance and in-
ductance are connected serially to the three phases of the 
voltage source.Three phase voltage and current in abc axis is 
transformed to dqo axis using abc to dqo transformation 

block in simulink. The o axis signal is blocked using the 
terminator. The available voltage and current signals in dq 
axis is given as the feedback signals to generate current er-
ror. 

Three phase converter is composed of six thyristor 
switches, where three switches are connected to the top of 
the three phase leg and other three to the bottom of the leg. 
The gate pulses to the switches are given from the output of 
the hybrid controller. As no two switches in the same leg  
can be switched on at the same instant, the switching pulses 
to the upper and lower switches in a leg are inverted. The 
resistive load is connected at the output side of the three 
phase converter. The filter capacitor is connected in parallel 
to the resistive load to remove the noise in the circuit. The 
harmonics is analysed for three phase input current and vol-
tage after developing the discrete event model using FFT 
analysis. 

 
 

Figure 5(a) Input ac voltage and current in Phase a Vs Time 

 

 
 

Figure 5(b) Input ac voltage and current in Phase b Vs Time 

 

 
 

Figure (c) Input ac voltage and current in Phase c Vs Time 

The ac current in the three phases of the converter after 
implementing the discrete event model is analyzed  and 
shown in Fig 5(a),(b),(c).The input ac voltage and current 
are in phase in all the three phases a,b,c. Thus the unity 
power factor is achieved in the three phase converter using 
discrete event model. The FFT analysis for harmonics is 
shown in Fig 6. 
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Fig 6 FFT Analysis for three phase input current using Discrete event 

model 

VI. CONCLUSION 

The hybrid based discrete event model is designed for 
auxiliary steering and protection functions for a three phase 
rectifier. The proposed discrete event model generates 
switching signals and controls the switches of the three 
phase converter. The power factor is improved by neglecting 
the reactive power and controlling only the active power. 
The stability is taken into account for analyzing the voltage 
and current using Lyapunov method. The feedback system is 
globally asymptotically stable in the sense of Lyapunov. 
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Artificial Neural Network Based Control of 
Doubly Fed Induction Generator 

 
G. Venu Madhav and Y. P. Obulesu 

 
 

Abstract : In this paper, Artificial Neural Network (ANN) 
control technique has been developed for Doubly Fed Induction 
Generator (DFIG) based wind energy generation system. With 
the increasing use of wind power generation, it is required to 
instigate the dynamic performance analysis of Doubly Fed 
Induction Generator under various operating conditions. In this 
paper, two control techniques have been proposed, the first one 
is using PI controller and the second one is based on ANN. The 
performance of the proposed control techniques is demonstrated 
through the results. From the results it is observed that the 
dynamic performance of the DFIG is improved with the ANN 
control technique. 
 
Index Terms — Wind power generation, Simulation, 
Control, Neural networks, Doubly fed induction 
generator. 
 

I. INTRODUCTION 

The impact of wind farms on the power systems has 
mainly been on the voltage of the local feeder and the local 
substation. As the size of the wind farms increases on as well 
as the level of penetration into power system, the impact on 
the power system is not only local but has influence on a 
much larger part of the system including the unit commitment 
and dispatch. 

Present growth and related installed power level make 
necessary to develop wind farm control capabilities and 
strategies that had features equivalent to conventional power 
plants. These features include capabilities to control the 
output power of the total wind farm, control of the reactive 
power and robustness to faults in the grid. This will enable 
wind power plants to be included as active components of the 
power supply system, [2]-[3]. 

The purpose of the control system is to manage the safe, 
automatic operation of the turbine, within a framework of 
optimizing generated power. This reduces operating costs, 
provides consistent dynamic response and improved product 
quality, and helps to ensure safety by maximizing the capture 
of the wind energy due to minimization of turbine loads. 
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Many wind power turbines with related control strategies 
were developed by so many authors. These strategies include 
fixed and variable wind turbines with the same purpose of 
extracting the maximum wind power with the best quality 
service. 

This paper describes wind generation models for operation 
within power system in order to perform stability analysis and 
turbine control to maximize the power generated with the 
lowest impact on the grid voltage and frequency during 
normal operation and under several disturbances, such as a 
transmission line earth fault. The discussed methods 
considers wind turbines based on induction generator and a 
grid-connected converter with constant or variable blade 
angle applied to variable speed wind turbines. The study is 
performed within the multiple technologies design tool 
MATLab/Simulink, [4]. 

In this paper, two power control techniques are 
investigated and they are: PI controller based technique and 
ANN based technique for better dynamic control of DFIG. To 
ensure better stability and power regulation generated by the 
wind turbine the ANN technique will allow the increase of 
robustness, performance, and flexibility.  

 

II. MODELING OF DFIG 

The overall structure of the model that is being used in this 
work includes aerodynamic, mechanical and electric system 
components, with an overall control system model. The 
electric model interfaces with the grid model, whereas the 
aerodynamic model interfaces to the wind model, [2]-[3]. 

 

A. Doubly Fed Induction Generator 

The induction generator model adopted in this work is the 
qd0 stationary rotating reference frame model because it is 
more appropriate to simulate induction machine transients. 
The mathematical transformation abc to qd0 facilitates the 
computation of the transient solution of the induction 
generator model by transforming the differential equations 
with time-varying inductances to differential equations with 
constant inductances, [5]-[8].  

௤௦ݒ = ܴ௦݅௤௦ +߱Ψௗ௦ + ௗΨ೜ೞ
ௗ௧

                                            (1) 

ௗ௦ݒ = ܴ௦݅ௗ௦ −߱Ψ௤௦ + ௗΨ೏ೞ
ௗ௧

                                           (2) 

′௤௥ݒ = ܴ′௥݅௤௥′ + (߱ − ௥߱)Ψௗ௥
′ + ௗΨ೜ೝ′

ௗ௧
                             (3) 

′ௗ௥ݒ = ܴ′௥݅ௗ௥′ − (߱ − ௥߱)Ψ௤௥
′ + ௗΨ೏ೝ

′

ௗ௧
                             (4) 
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௘ܶ௠ ≈ ଷ
ଶ
௣
ଶ
′௠(݅ௗ௥ܮ ݅௤௦ − ݅௤௥′ ݅ௗ௦)                                        (5) 

The study of the induction generator reveals the stability 
and performance in transient condition of the induction 
generator to mechanical input torque when connecting the 
doubly fed induction generator to the power system. 

B. Power Electronics Converters 

Using a PWM back-to-back converter the voltage 
fluctuations, frequency, and output power from the wind 
turbine can be controlled. The converter takes control on the 
fluctuating non-grid frequency output power of the induction 
generator to a DC voltage level that will be injected through a 
PWM-converter into a three-phase grid frequency power, [9]-
[10]. 

The electronic power converter used was a back-to-back 
converter which allows to inject and get current from the 
rotor with current flowing both sides, [5], [7].  

III. PI CONTROLLER BASED DFIG 

It is intended to control the power delivered by each 
generator in a way to optimize the operation of the wind park 
with propose to deliver the maximum active power to the grid 
in conditions of quality of service an d safety. Also it intends 
to control the reactive power flow according to specified 
needs and dispatch. Thus, an adequate control strategy cans 
[9]: 

1) Control the active power supplied by the turbine in order 
to optimize the operating point;  

2) Limit the active power in the case of high wind speed;  

3) Control the interchange of the reactive power between the 
generator and the grid, especially in the case of weak 
grids, where voltage fluctuations can occur;  

4) Guarantee the quality of service of the wind park, namely 
the grid voltage;  

5) Minimize the exploration and maintenance costs of the 
wind park. 

A typical configuration of PI control based DFIG is 
illustrated in Figure 1. 

 
Fig. 1.  General DFIG PI control structure. 

 

The aim of the rotor- side converter is the independent 

control of the active power and reactive power which are 
controlled, not directly, but by the control of the rotor current. 
The aim of the grid-side converter is to keep constant the DC 
voltage in the intermediate capacitor in order to guarantee an 
operation of the converter with power factor equal to one 
guaranteeing only the exchange of reactive power through the 
stator, [10]. 

In Figure 1, Pref is the optimal value for the active power 
and is gotten from the characteristic of the turbine for the 
speed of rotation of the rotor and the pitch angle. The value of 
Qref is defined in a way to keep the voltage stable at the grid 
connection point. 

Several strategies of control have been vastly argued in 
literature. The use of vector control allows the decoupling of 
rotor current components q and d in order to control the flow 
of the active and reactive energies, [5], [10]. 

 

A. Grid-Side Converter Control 

The main objective of the grid-side converter is to keep a 
constant DC link voltage independent of the value and 
direction of the rotor power flow. For this, a vector control 
strategy is used considering a referential oriented with the 
position of the voltages of the stator or grid. This allows 
independent control of the active and the reactive power 
between the converter and the grid. 

For the internal control loop it is necessary to design the PI 
controllers’ functions, which are obtained by application of 
the Laplace transform of (5) that represents the grid-side 
converter voltages in its dq components, [9].  

௤ݒ = ܴ ݅௤ + ܮ ௗ௜೜
ௗ௧

+ ௘߱݅ܮௗ +  ௤ଵ                               (6)ݒ

ௗݒ = ܴ ݅ௗ + ܮ ௗ௜೏
ௗ௧
− ௘߱݅ܮ௤ +  ௗଵ                               (7)ݒ

Using the Laplace transformation 

௤ݒ = (ܴ + ௤݅(ܮݏ + ௘߱݅ܮௗ +  ௤ଵ                                  (8)ݒ

ௗݒ = (ܴ + ௗ݅(ܮݏ − ௘߱݅ܮ௤ +  ௗଵ                                  (9)ݒ

Assigning in the previous equations: 

′௤ݒ = (ܴ + ௤݅(ܮݏ                                                           (10) 

′ௗݒ = (ܴ + ௗ݅(ܮݏ                                                           (11) 

the following equations can be used to design  the current 
control loops, [9]: 

(ݏ)ܨ = ௜೜
௩೜′

= ௜೏
௩೏
′ = ଵ

ோା௦௅
                                                 (12) 

Replacing (7) in (6), respectively, and being vq(s) = 0 the 
reference for the voltages values vq_ref and vd_ref can be 
obtained by: 

௤_௥௘௙ݒ = ′௤ݒ− − ௘߱݅ܮௗ +  ௤                                         (13)ݒ

ௗ_௥௘௙ݒ = ′ௗݒ− − ௘߱݅ܮ௤ +  ௗ                                        (14)ݒ

These reference values are the inputs used in the PWM 
converter in order to guarantee the DC voltage level and 
required power factor. 
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The grid-side converter control diagram is shown in    
Figure 2, for which normalized design techniques can be 
applied. 

 

B. Rotor-Side Converter Control 

The control of the induction generator rotor is carried 
through in a synchronous rotating dq referential, with the d-
axis aligned with the stator flux position. In this way 
decoupling between the electromagnetic torque and rotor the 
magnetizing current can be obtained. The PWM converter 
acts on the generator rotor and the control is done by means 
of the signals of the rotor and the stator currents, the stator 
voltage and the rotor position. 

Figure 3 presents the controller of the rotor-side converter 
control diagram. The control design of the rotor-side 
converter can be made in a similar way as the one considered 
for the grid-side converter. The rotor voltage in the dq 
referential can be obtained from (10). 

 
Fig. 2.  Grid-side converter controller diagram. 

 

 
Fig. 3.  Rotor-side converter controller diagram. 

ௗ′௥ݒ = ܴ௥݅ௗ௥ + ௥ܮߪ
ௗ௜೏
′ೝ

ௗ௧
                                                    (15) 

ௗ′௥ݒ = ܴ௥݅௤௥ + ௥ܮߪ
ௗ௜೜′ೝ

ௗ௧
                                                    (16) 

The error signals ir
d and ir

q are applied to the PI controller 
to obtain the voltages vr

d and vr
q respectively. To compensate 

the control are added the decoupling terms to the previous 
equations in order to get the reference voltages vr

d_ref and 
vr

q_ref, [10], in accordance with: 

ௗ_௥௘௙ݒ
௥ = ′ௗݒ −  ௥݅௤௥߱௦௟௜௣                                            (17)ܮߪ

௤_௥௘௙ݒ
௥ = ௤′௥ݒ + ௠݅௠௦ܮ) +  ௥݅ௗ௥)߱௦௟௜௣                         (18)ܮߪ

 

IV. ANN CONTROLLER BASED DFIG 

The new control system will use a NN to substitute some 
blocks of the traditional system of vector control, [11] - [12]. 

Thus, it is intended to present a control system based on 
neural networks to be used in the control system alternatively 
to the one based on PI controllers, with the intention of 
efficiently extract the wind energy, i.e. to be able to extract 
the maximum power of the turbine during some situations of 
functioning through the estimation of the control parameters 
for the grid-side and rotor-side converters. The proposed 
control configuration of ANN control based DFIG is shown 
in Figure 4. 

 

A. NN Controllers Architecture 

The learning algorithm updates the values of the weights 
and bias values according to the descendent gradient with 
momentum factor and adaptive learning ratio, also indicated 
in Table I, as well as the activation functions used in each 
layer and respective parameter. 

The sampling frequency is 20 kHz. The numbers of time 
delays used in each layer of the neural network had been 
adjusted as resulted of several simulations. 

The used learning input-output pairs were generated by 
several system simulations and contemplate operation points 
with the machine operating in a zone below the synchronism 
speed, where active power is supplied to the rotor of the 
machine; in a zone near the synchronism speed, where the 
active power flow in the rotor of the machine is practically 
null; and a zone above the synchronism speed, where the 
machine supplies active power to the grid through the stator 
and the rotor. 

 
Fig. 4.  Proposed DFIG ANN control structure. 
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TABLE I. - NN layers parameters. 

 1st Hidden 

Layer 

2nd Hidden 

Layer 

Output 

Layer 

Activation 
function - φ 

Symmetric 

sigmoidal 

Symmetric 

sigmoidal 

Linear 

Parameter – 
γ 

2,0 2,0 - 

Parameter - 
a 

2,0 2,0 - 

Parameter - 
c 

-1,0 -1,0 - 

Learning 
coefficient 
– η 

0,05 

Momentum 
- α 

0,9 

 

For the rotor-side controller was used a 7-15-10-2 neural 
network configuration as is shown in Table II, where the 
inputs are the stator and rotor currents, the rotor-side 
reference currents and the rotor angular speed, and the 
outputs are the reference voltages to control the rotor-side 
converter. 

For the grid-side controller was used a 7-18-8-2 neural 
network configuration as is shown in Table III, where the 
inputs are the stator voltages and currents, the grid-side 
reference currents, and the angular frequency ωs, and the 
outputs are the reference voltages to control the rotor-side 
converter. 

 

TABLE II. - NN architecture and training parameters of 
the rotor-side controller. 

 1st Hidden 

Layer 

2nd Hidden 

Layer 

Output 

Layer 

No of inputs 7 inputs 

No of 
neurons 

15 10 2 

No input-
output 
training 

pair 

80.000 

No of 
iterations 

1633 

Error <9,98E-6 

  

TABLE III. - NN architecture and training parameters of 
the grid-side controller. 

 1st Hidden 

Layer 

2nd Hidden 

Layer 

Output 

Layer 

No of inputs 7 inputs 

No of 
neurons 

18 8 2 

No input-
output 
training 

pair 

80.000 

No of 
iterations 

1313 

Error <9,99E-6 

 

V. RESULTS AND DISCUSSION 

A. Reactive Power Control 

The proposed control strategies have been implemented 
using MATLab/Simulink and results are presented. It is 
intended to vary the reference value of the reactive power in 
two steps, a first positive of 0.2 p.u., and the other equal to -
0,4 p.u. Figures 5 and 6 show the signals of the reference 
voltages generated by the current regulators for the 
controllers of the grid-side and the rotor-side converters with 
NN (in the blue colour) and PIs (in the green colour). 

 
Fig. 5. Reference grid-side voltage vdq, due to reactive power 

control. 

It can be verified that the behavior of the system with the 
NN is identical to the system with PI controllers. The 
response of the NN, face to the PI controllers’ response 
presents, generally, lesser transient amplitudes and faster 
response. 

As expected, the quadrature component of the reference 
voltage has a significant level to the control of the reactive 
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power. The following figure represents the active power and 
reactive power delivered to the grid. 

 
Fig. 6. Reference rotor-side voltage vdq, due to reactive power 

control. 

 
Fig. 7. Active power and reactive power, due to reactive power 

control. 

It can be verified that the NN response is more desirable; it 
has a faster response to reach the stationary regimen, namely 
the value of the active power after 190 seconds. Power flows 
is shown in Figure 7 due to reactive power control. 

 

B. Active Power Control 

In a second simulation it is intended to verify the system 
response due to a variation of the active power flow, obtained 
through a variation in the quadrature component of the rotor 
current. This variation consisted in applying a negative pulse 
of amplitude equal to 0,2 p.u. The reference voltage signals 
for the controllers of the grid- side and rotor-side converters 
have been registered in Figures 8 and 9, and the power flows 
in Figure 10. 

Also in this situation, the maximum difference verified 
between the two control types is less than 0.5%, as in the 
previous case. The NNs present, generally, transients of lesser 
amplitude and greater speed to reach the steady- state 
condition. This behavior is also verified in the main electric 
and mechanical variables. 

 
Fig. 8. Reference grid-side voltage vdq due active power control. 

 
Fig. 9. Reference rotor-side voltage vdq, due to active power 

control. 

 
Fig. 10. Active power and reactive power, due to active power 

 

C. Phase-to-Earth Fault 

A phase-to-earth fault in a line of the electrical network 
located near the wind park occurred at t =180 s with a 
duration of 180 ms. The fault impedance was 1 m. 

Figures 11 and 12 show again the signals of the reference 
voltages used to control the stator-side and rotor-side 
converters, respectively, with NNs (in the blue color) and PIs 
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(in the green color). 

 
Fig. 11. Reference grid-side voltage vdq, due to a phase-to-earth 

fault. 

 
Fig. 12. Reference rotor-side voltage vdq, due to a phase-to-earth 

fault. 

 
Fig. 13. Active power and reactive power, due to a phase-to- earth 

fault. 

During the fault period, it was verified that the NNs 
response presents better results than the system using PI 
controllers; beside the peak s already related previously in the 
transitions, they present a lesser ripple. It is important to 
relate that in the direct component of the stator voltage with 

PI controllers the peaks can reach about 1,7 p.u. and that can 
cause some unwanted effects in the electronic devices used in 
the converters. 

In Figure 13 it can be verified that the disturbances caused 
in the active power and reactive power delivered to the grid 
are smoother with the use of the NNs. 

 

VI. CONCLUSION 

There are certain advantages of using artificial neural 
network control when comparing with PI control of DFIG. 
There are smaller overshoots, or absence of them in some 
cases, which gives a faster response, i.e. the system retakes 
the permanent regimen in lesser time; and smaller oscillatory 
behavior. The ANN-based system that estimates the control 
parameters of the generator  shown satisfactory 
characteristics as was verified in the presented results. It was 
demonstrated that the reference signals for the grid-side and 
rotor-side converters of the DFIG can be obtained using 
control systems based on ANNs. These can show the 
superiority of the proposed ANN control of DFIG with the 
referred advantages. 
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A Review Paper of Automatic Canal Gate 
Control of 3-ø Induction Motor with PLC and 

VFD, Powered by Solar System and Monitoring 
by SCADA 

 
Mahesh Nandaniya 

 
 

Abstract: This paper intended as an overview of canal 
automation. The purpose is to introduce in a concise manner 
the fundamental theory, main results, and practical 
applications of canal automation. The paper is focused on the 
gate control of canal. The paper is purposefully written without 
“state-of-the-art” terminology for the benefit of practicing 
engineers in facilities today who may not be familiar with 
automation and its application in canal gate control. Water is 
basic need of human and animal. In day to day life many 
requirement of water and government has most problem 
distribution of water in all places. Government has also got 
more priority funding and to distributed water in all places. So 
that save water is main purpose of project. With respect to 
irrigation canal modelling, a detailed procedure to obtain data-
driven linear Irrigation canal models is successfully developed 
Control the level of water is the main aim of project. In 
Gujarat, Narmada is one of the biggest river and Sardar 
Sarovar dam one of the biggest dam. So we would control gate 
of Narmada Canal in Sardar Sarovar Dam. These system of 
canal automation and water transport systems are difficult to 
manage and present low efficiencies in practice. As a result, an 
important percentage of water is lost; maintenance costs 
increase and water users follow a rigid irrigation schedule. All 
problems can be reduced by automating the operation of 
irrigation canals. In my project I am develop a system of 
automatic control gate of Narmada Canal or any canal. Various 
types of devices are use in my project to control of canal gate. 
When command given to PLC to open gate of canal at that time 
motor will rotate forward direction and when command given 
to PLC to close the gate of canal at that time motor will rotate 
reverse direction, in these procedure automation is not much 
required, But Canal gate open or close to percentagewise 
achieved by motor control is must required in these project. 
This Motor speed (rpm) is controlled by Variable Frequency 
Drive. Gate will open or close as per command and after that 
procedure completed then system will automatically stop. This 
project automatically operated by Programmable Logic 
Controller. After completed this wiring and programming of 
VFD and PLC then we connect Solar panel with this project to 
operate this project by solar system.  
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Technically Abstract: One of the difficulties with the 
application of canal automation is that individual components 
are available from different sources and frequently are not 
compatible. All check structures on the main canals are fitted 
with motorized gates and are controlled, using SCADA, from a 
computer. Because of the incompatibility of components, this 
system was not functional properly. 

The district modified the hardware and developed a 
supervisory control system, but only for canal.  However, 
motorized gates on canals, while not actively used by the 
district, provide an excellent site for studying both the 
hardware and software aspects of canal automation.  The U.S. 
Water Conservation Laboratory (USWCL) and Automata, Inc., 
entered into an agreement to develop a canal automation 
system.  This system includes sensors, gate control hardware, 
remote terminal units (RTUs), radio communication, a base 
station, a commercial supervisory control and data acquisition 
(SCADA) package, and newly developed USWCL canal control 
logic. This system has been implemented for testing and 
demonstration on the WM lateral canal of MSIDD. This paper 
describes the system and its application to the WM canal. 

 
Index Terms: Automatic Canal Gate Control, Variable 

Frequency Drive, PLC and SCADA programming, Solar 
System 

 
1. Introduction 

While beginning from concepts by discussing introductory 
details of various types of devices of automation from 
industrial point of view, slowly this paper converges to its 
focused area. This paper mainly covers of various device of 
automation to gate control of canal like PLC, Variable 
Frequency Drive, Relay, Rectifier, Power supply, MCB, 
Contactor and also Gear Box(Constant and Variable rpm) , 
Induction Motor, Electromagnetic Clutch and etc. devices 
are study deeply with its future. After complete this system 
we connect inverter to give 3 phase power supply with the 
use of Solar panel. 

2. History of Canal Automation 

Early canal automation (pre-1950's) was characterized by 
the use of hydraulic gates. Flap gates were investigated in 
The Netherlands by Vlugter (1940). Cal Poly ITRC has 
recently reported the history of these gates and a new design 
procedure for them (Burt, 2001). Danaidean gates have been 
used in California since the 1930's and are still used in many 
irrigation districts for both automatic upstream control and 
downstream control. The Nerytec Company from France 



Mahesh Nandaniya                                                                                                                                                                                                                        33 
 

International Journal of Emerging Trends in Electrical and Electronics (IJETEE)                                               Vol. 1, Issue. 1, March-2013. 

became famous in the 1950's and 1960's for its hydraulic 
gates, such as the AVIS, A VIO, and AMIL models. These 
robust gates have been used around the world for upstream 
control and level top downstream control (Goussard, 1987). 
[3] [4]. 

In the 1960's and 1970's, canal automation in the U.S.A. 
proceeded in 4 aspects: 

 

1. Electro-mechanical controllers (commonly called 
"Littlemen") were developed and installed on projects 
throughout the western U.S. The legacy of these controllers 
continues, as many new automated sites with PLCs retain the 
old Littlemen logic - with its inherent simplicity and 
limitations. 

2. A few large water conveyance canals were installed 
with remote monitoring and remote manual control. Most 
notable is the California Aqueduct, which has been 
mistakenly identified as an automated facility for decades. 

3. With the advent of computers, a few researchers were 
able to develop unsteady open channel flow simulation 
models - which began to open up possibilities for studying 
new methods of canal automation. 

4. A few engineers and researchers began to try to apply 
control theory to the actual automation of canals. Perhaps 
most notable are the early attempts by staff from the US 
Bureau of Reclamation to install HY-FLO and ELFLO on 
several canals for downstream control. 

The California Polytechnic State University Irrigation 
Training and Research Centre (ITRC) have been involved in 
canal automation training, technical assistance, and research 
since the 1980's. ITRC believes in the "Keep It Simple" rule, 
and continues to recommend simple solutions such as 
hydraulic gates, long crested weirs, regulating reservoirs, and 
remote monitoring where appropriate. But there is an 
increased need for tighter and more flexible control that 
often cannot be accomplished with those simple techniques. 
Therefore, ITRC has actively participated in PLC-based 
irrigation district automation implementation since the mid-
1990 [5]. 

There are so many challenges to successful 
implementation of PLC-based control that it would be fool-
hardy for ITRC to work with anything but the best in co-
operators, hardware, and software. In general, ITRC's role is 
to: 

 

1. Select the control logic to be used for a particular 
project. 

2. Select, develop and tune the control algorithm that 
dictates the gate movement. 

3. Assist the irrigation district in specifying the SCADA 
system characteristics. 

4. Work with the district in locating a good SCADA 
integrator. 

Our ultimate objective is to make the technology much 
more user-friendly, easily operates, simple to implement and 
robust, so that commercial companies can implement it 
rapidly and effectively in canal automation and irrigation of 
distribution water. 

In the remainder of this paper, we will share some of what 
we have recently learned for each of these PLC-based 
components: 

I. Simulation models 

2. Simulation procedures 

4. Tuning of algorithms 

5. PLC and sensor constraints 

6. PLC programming by integrators 

 

Introduction of this project is very complex to other types 
of project, Because of various types of automation devices 
are used in this project. The main purpose of this project is to 
control gate of Canal to use of irrigation canals, is to 
optimize the water supply in order to match the expected 
water demands at the off takes level,  because they are 
rugged, reliable. 

In past of years for reliable closure during a rain event 
canal operators would like to be able to operate the gate 
controls remotely via telephone or Internet and other sources. 
The operators should receive messages by the same 
communication method that the gate closed successfully, or a 
warning message of failure to close due to a jammed gate, or 
something else that requires their attention. A power backup 
system or manual operation of the gates is required in case of 
a power outage. 

 

There are mainly five methods which control Canal Gate 

1. Local Manually Control to use of push button by any 
person 

2. Local Automatic control by the use of level sensor 
3. SCADA based Monitoring by use of computer and 

SCADA software 
4. Automatic control by use of PLC and VFD 
5. GSM based control by use of sending message 

Local manual control has been the conventional method of 
canal operation by the use of SCADA. Local automatic 
control allows for control of each check structure without 
human intervention. Local automatic systems consist of 
sensors connected to control devices; the sensors detect 
changes in the canal water level, and then through the logic 
programmed into the PLC the check position of gate and 
adjust it. Weighted gates are a strictly mechanical application 
of local automatic control. 

The components of automation system include 

 Sensors for sensing the input parameters 
 Transmitters for transmitting the raw signal in electrical 

form 
 Control system which includes PLC, DCS & PID 

controllers 
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 Output devices such as actuators, drives, control valves, 
solenoid valves, coils, indicating lamps. 

Supervisory control is the operation of the canal by the 
water master from a central location. Information such as 
water level and gate location are sent to a PLC and SCADA 
by the use of level sensor which located in the canal are 
sensed signal and get output to the PLC. Combinations of all 
five control methods are often employed. 

Upper and Lower level control are the important concepts 
in fully automatic canal gate control. 

 

A. Operational Improvement by using this project 

Flow through the main gate is a function of the level of the 
water, so it is critical to maintain the desired position of the 
gates because of changing water level is easily. [2] 

Gate of canal is very weighted to operate it. So we have 
used 3 phase induction motor and two various types of Gear 
box (which one of fixed Gear Ratio used for increased 
Torque and other one is variable Gear Ratio for change 
speed of motor and Torque of output). We also used 
Programmable Logic controller to Control RPM of induction 
motor and control of various devices, relay which connect 
with output of PLC, sensor which used for Level of water, 
Gate position etc. Programmable Logic Controller (PLC) and 
Variable frequency Drive (VFD) are used for control and 
monitor Gate of canal at field. 3-ø induction motor is used 
for control of this gate of canal.  

 
Fig.1 Local manually control of canal gate (Now a days) 

 

Various part of automation devices are used to control 
three phase induction motor in this project. The project 
must achieve the ability on controlling the following 
aspect. 

 START/ STOP Motor 

 Forward/Reverse Position Control of 
motor 

 Speed Control of motor 

The start and stop actions can be control directly 
through the status change of the PLC output. Meanwhile 
the speed and forward/reverse position control can be 
controlled by the PLC through the Variable Frequency 
Drive (VFD). VFD is used for percentagewise open and 
close gate of canal. 

In this project canal gate is joined with Gearbox 
(Constant rpm and variable rpm). Gearbox is connected 
with 3-phase Induction motor. This motor controlled by 
VFD and VFD operated through PLC. 

Block diagram shown below. 

 
Fig. 2 Mechanical Structure of Gate control project 

 

 

Fig. 3 Electrical connection of canal gate control 

3. Devices Using in Project 
1. PLC (Control of VFD and Other I/O) 
2. Variable Frequency Drive (to control rpm of Induction 

Motor) 
3. 3 Phase induction motor (Moving Gear Box) 
4. Gearbox (Change Torque and Speed of Gate) 
5. Electromagnetic clutch (to engagement and 

disengagement of Shaft) 
6. SCADA Software (Monitoring and simulation of real 

process) 
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7. Switched Mode Power Supply (Give 24 V DC Power of 
PLC and other Devices) 

8. Power supply of 110V DC (Give 110 V DC power to the 
Electromagnetic Clutch) 

9. Relay and connector (Using control of PLC output and 
other devices) 

10. Miniature circuit breaker (For Security purpose) 

 

1. PLC (Control of VFD and Other I/O) 

PLC-based canal automation is relatively newer 
technology. A PLC (Programmable Logic Controllers)  is an 
industrial computer used to monitor inputs, and depending 
upon their state make decisions based on its program or 
logic, to control (turn on/off) its outputs to automate a 
machine or a process. PLC can control digital data as well as 
analog signal also. PLC is a digital computer used for 
automation of electromechanical processes, such as control 
of machinery on factory assembly lines. PLCs are used in 
many industries and machines.  

The CPU used in PLC system is a standard CPU present 
in many other microprocessor controlled systems. 

The RAM is essential for the operation of the program and 
the temporary storage of input and output data. Typical 
memory sizes of PLC systems are about 1 kb for small 
PLCs, few kb for medium sizes and more than 10-20 kb for 
larger PLC depending on the conditions. 

Many PLC would support easy memory upgrades. 
Input/output modules are the boundary between the internal 
PLC systems and the external processes to be monitored and 
controlled.  

 

Fig. 4 working operation of PLC 

Programming devices are essential components of the 
PLC systems. The program in a ladder diagram or other form 
can be designed and usually tested before downloading to the 
PLC. 

 
 

Fig. 5 Programming of PLC in Ladder Diagram 

 

2. Variable Frequency Drive (to control rpm of 
Induction Motor) 

VFD is a type of adjustable-speed drive used in electro-
mechanical drive systems to control AC motor speed and 
torque by varying motor input frequency and voltage. 
However, about a third of the world's electrical energy is 
consumed by electric motors in fixed-speed centrifugal 
pump, fan and compressor applications and VFDs' global 
market penetration for all applications is still relatively 
small. This highlights especially significant energy 
efficiency improvement opportunities for retrofitted and new 
VFD installations. Over the last four decades, power 
electronics technology has reduced VFD cost and size and 
improved performance through advances in semiconductor 
switching devices, drive topologies, simulation and control 
techniques, and control hardware and software. The AC 
electric motor used in a VFD system is usually a three-phase 
induction motor. Some types of single-phase motors can be 
used, but three-phase motors are usually preferred. Various 
types of synchronous motors offer advantages in some 
situations, but three phase induction motors are suitable for 
most purposes and generally the most economical choice are 
designed for fixed-speed operation are often used. So we 
have used VFD in our project to control rpm of motor. [9] 

 

A. Requirement of VFD 

When an induction motor starts, it will draw very high 
inrush current due to the absence of the back EMF at start. 
This results in higher power loss in the transmission line and 
also in the rotor, which will eventually heat up and may fail 
due to insulation failure. The high inrush current may cause 
the voltage to dip in the supply line, which may affect the 
performance of other utility equipment connected on the 
same supply line. When the motor is operated at a minimum 
load (i.e., open shaft), the current drawn by the motor is 
primarily the magnetizing current and is almost purely 
inductive. As a result, the PF is very low, typically as low as 
0.1.When the load is increased, the working current begins to 
rise. The magnetizing current remains almost constant over 
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the entire operating range, from no load to full load. Hence, 
with the increase in the load, the PF will improve. When the 
motor operates at a PF less than unity, the current drawn by 
the motor is not sinusoidal in nature. This condition degrades 
the power quality of the supply line and may affect 
performances of other utility equipment connected on the 
same line.  

The PF is very important as many distribution companies 
have started imposing penalties on the customer drawing 
power at a value less than the set limit of the PF. This means 
the customer is forced to maintain the full-load condition for 
the entire operating time or else pay penalties for the light 
load condition. In many applications, the input power is a 
function of the speed like fan, blower, pump and so on. In 
these types of loads, the torque is proportional to the square 
of the speed and the power is proportional to the cube of 
speed. Variable speed, depending upon the load requirement, 
provides significant energy saving. 

The basic function of the VFD is to act as a variable 
frequency generator in order to vary speed of the motor as 
per the user setting. The rectifier and the filter convert the 
AC input to DC with negligible ripple. The inverter, under 
the control of the PIC microcontroller, synthesizes the DC 
into three-phase variable voltage, variable frequency AC. 
Additional features can be provided, like the DC bus voltage 
sensing, OV and UV trip, over current protection, accurate 
speed/position control temperature control, easy control 
setting, display, PC connectivity for real-time monitoring, 
Power Factor Correction (PFC) and so on.  

With the rich feature set of the PIC microcontroller, it is 
possible to integrate all the features necessary into a single 
chip solution so as to get advantages, such as reliability, 
accurate control, space saving, cost saving and so on. The 
base speed of the motor is proportional to supply frequency 
and is inversely proportional to the number of stator poles. 
The number of poles cannot be changed once the motor is 
constructed. 

 

B. Internal Block Diagram of VFD 

 
Fig. 6 Internal Block Diagram of VFD 

Table 1 Comparison between various types of VFD  

Drive type  DC  VFD VFD VFD 

Criteria Brush Type 
DC 

AC 
V/Hz 
Control 

AC 
Open-
Loop 
Vector 

AC 
Closed-
Loop 
Flux 
Vector 

Typical 
speed 
regulation 
(%) 

0.01 1 0.5 0.01 

Typical 
speed range 
at constant 
torque (%)  

0-100 10-100 3-100 0-100 

Min. speed 
at 100% 
torque (% of 
base)  

Standstill 8 2 Standsti
ll 

Multiple-
motor 
operation 
recommend
er 

NO YES NO NO 

Fault 
protection 
(Fused only 
or inherent 
to drive) 

Fused only Inheren
t 

Inheren
t 

Inherent 

Maintenanc
e  

Brushes  Low Low Low 

Feedback 
device  

Tachometer 
or encoder  

NO NO Encoder 
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Fig. 7 Frequency of VFD (Hz) Vs Motor Speed (rpm) 

 
6. SCADA Software (Monitoring and simulation of real 

process) [7] 

Many irrigation districts use SCADA software to manage 
their canal systems. Whether home grown or commercial, 
these programs require a significant amount of training for 
new operators. While some SCADA operators are hired with 
extensive field experience, others are hired with no field 
experience at all and require extended training to gain an 
understanding of the behaviour of open channel systems. 

SCADA software itself needs to be tested for proper 
response to various alarm conditions. Currently, there are no 
practical methods to simulate emergency conditions for 
SCADA systems. The U.S. Water Conservation Laboratory 
(USWCL) has created a method for replacing the real canal 
with a simulation model without making any changes to the 
SCADA software. The connection from the SCADA 
computer to the radio is replaced with a connection to 
another computer that performs the canal simulation. 

If the simulation model were a good representation of the 
canal, gates, etc., the SCADA operators would not be able to 
tell the difference. This additional computer also runs 
software modelling the telemetry system, including 
communications, sensors and remote terminal units (RTU’s) 
or programmable logic controllers (PLC’s), as well as the 
physical components of the canal sites such as gate positions 
and battery voltages. 

 
Fig. 8 SCADA Programming Display 

 

 
Fig. 9 SCADA at Runtime Application [Forward] 

 

Through the simulation system, situations such as a noisy 
transducer, a stuck gate, an electrical failure, or an 
unexpected supply or demand change can be simulated. If 
needed, these situations can be easily repeated. This paper 
describes this prototype system and potential uses for 
training and for validation of SCADA and automatic control 
functions. 

 

3. Three phase Induction Motor 

An induction or asynchronous motor is a type of AC 
motor where power is supplied to the rotor by means of 
electromagnetic induction. The induction motor is an 
alternating (AC) rotating machine. In an AC induction 
motor, one set of electromagnets is formed in the stator 
because of the AC supply connected to the stator windings. 
The alternating nature of the supply voltage induces an 
Electromagnetic Force (EMF) in the rotor as per Lenz’s law, 
thus generating another set of electromagnets. 

A. Speed of an Induction Motor 

Synchronous speed (NS) of Induction Motor 

 

Ns = ଵଶ଴୤
୔

                                                                       (1) 

Where 

Ns = the synchronous speed of the stator magnetic field 
in RPM 

P = the number of poles on the stator 

f = the supply frequency in Hertz 

B. Motor Sizing 
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To lift a head gate, the gate operator must lift the weight 
of the gate, and overcome the friction resistance between the 
gate frame and gate leaf (Appendix 1). The amount of 
friction is proportional to the hydrostatic force on the gate 
leaf, Eq. 1 was use to calculate the load on the gate operator. 

 

  L = ܹ + ߤ ଵ
ଶ

ýhW 

Where 

L is the load on the operator (lbs); 

W is the weight of the gate; 

µ is a coefficient of friction; 

ý is the specific weight, which was                              
taken to be 62.4 lb/ft3; 

h is the height of water against the closed leaf measured 
from the bottom of the channel; 

W is the width of the gate. 

 

The USBR recommends using a µ value of 0.35 (U.S. 
Bureau of Reclamation, 1991). 

The load L was calculated for two upper water levels h, 
the First is the high water mark in the canal from years of 
operation at some level. The other level is a worst-case 
scenario with the water over topping the canal gates, at the 
full gate height. The load on the operator when the canal is at 
normal operating level. 

Once the load on the lift is found the required motor 
torque to lift the load is calculated. The torque required is 
found using Eq. 2 

 

 (߶ + ߠ)݊ܽݐ * ݎ * ܮ = ܯ

Where 

M is the torque (ft lbs); 

L is the load on the operator; 

r is the radius of the rising stem; 

θ is the lead angle of the rising stem; 

φ is the friction angle between the rising stem and the 
brass nut. 

The friction angle, φ, is equal to the arctangent of the 
coefficient of friction. Tabulated values for friction between 
brass and steel vary from 0.44 to 0.51 (Bhushan & Gupta, 
1991). [2] 

 

C. Power Requirement 

The electrical system of this project has enough capacity 
of power required to operate canal gate. I have used 1 HP 3 
phase induction motor, variable frequency Drive, 
electromagnetic clutch, rectifier circuit, 24 V DC power 
supply, MCB, Contactor, Relay and other component. All 

the components have 3150 Watt power required. So this 
power is give by the solar panel via inverter. 

 

4. Application of this Project 
 Canal gate control and supervise level of water and 

gate location  
 System Monitoring and Control and water level 

indication 
 Cost Analysis for maintenance water distribution 
 Security of water control and distribution 
 Easily programming and editing to changed level of 

water and gate 
 SCADA operator implements the gate movement 

through the SCADA interface 

 

Conclusion of Project paper 

Water is becoming a scarce resource and water districts 
are under pressure to use water more judiciously. Improved 
operation of water resources facilities, such as canals and 
reservoirs, has been touted as necessary for making proper 
use of these limited water supplies. Operation of irrigation- 
water delivery systems can be improved by providing canal 
operators with better tools for determining control actions. 
One such tool is computerizing automatic control of canal 
gates. 

While canal automation may appear simple in concept, it 
is actually a complex technical problem. This complexity has 
led to a large gap between theory and practice. Because this 
concept is easily operate in theoretical, but when we 
installation this problem there are many problem faced like, 
jammed gate, power supply failure, virus affection in 
SCADA, etc. Existing hardware components for automatic 
control are often incompatible.  

This paper describes a new canal automation system that 
has an integrated hardware and software system--from gate 
control to a commercially available supervisory control 
system. These results should be of use to irrigation districts, 
consultants, and the Bureau of Reclamation. In summary, 
what we started out thinking was a simple algorithm 
challenge is in fact quite complex. As a profession, we 
underestimated the complexity of automating canals with 
PLCs - even with simple upstream control. We now 
understand that there are challenges in equipment, simulation 
models, tuning procedures, and field programming. 

Having identified the weaknesses, we are systematically 
solving each one. Based on the criteria of reliability, 
operational improvement, cost and safety, it is recommended 
to install a multi-turn gate actuator on each head gate, along 
with replacing one section of the spillway stop logs with a 
sliding gate. To power the gate actuators, the available 
single-phase, 240-volt utility would be the most economical. 
And, to make the implementation of the improvements to the 
Crockett canal head gates less cost prohibitive, the 
installation could be done in phases. 
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Algorithm for Removal of DC Offset in Current 
and Voltage Signals 

 
Shilpi Nayak, Shraddha Kaushik and Ishawari Prasad Sahu 

 
 
Abstract: Protecting transmission lines frequently involves 
adopting distance relays. Protecting relays must filter their 
inputs to reject unwanted quantities and retain signal 
quantities of interest. This paper presents a new algorithm 
suitable for calculating impedances from digitized voltages and 
currents sampled at a relay location.   Each input is assumed to 
be composed of a decaying d. c. component and components of 
the fundamental and harmonic frequencies. Parameters of a 
digital filter determined by using the least error squares approach 
are then used to compute the real and imaginary components of 
the voltage and current phasors. Impedances as seen from a relay 
location are then calculated.  

 

Keywordss— Digital filtering, distance relay, decaying DC 
component, discrete fourier transform. 

 

I. INTRODUCTION 

Transmission lines form a major part of a power system. 
Different types of relays are used to protect these lines. The 
most commonly used relays are from the family of distance 
relays. One of these relays, the impedance relay is used on its 
own or in conjunction with communication facilities for 
communicating with the relays at the remote terminal of the 
line. These relays basically evaluate the impedance looking 
into the transmission line from the voltages and currents at 
the relay location. The impedance is assumed to be 
proportional to the distance from the relay to the fault and, 
this determines if the fault is in the relay's protective zone.  

The conventional impedance relays are of either 
electromechanical or solid state (electronic) type. Some 
relays which use a digital processor for computing the 
impedance and making decisions have been developed in the 
last few years. The algorithms used to calculate the apparent 
impedance used in these relays can be categorized into four 
groups. The first group is developed assuming that the 
waveforms presented to the relay are pure sinusoids. The 
second group of algorithms use Fourier analysis and the third 
group use digital filters to extract the fundamental frequency 
information from the inputs. The last group of algorithms 
numerically solve a differential equation which describes the 
behaviour of the transmission line. 
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Mann and Morrison proposed an algorithm which uses the 
fact that the amplitude of a sinusoid can be determined from 
its value and its rate of change at any instant and the rate of 
change of a function can be calculated by using difference 
equations. Gilcrest, Rockefeller and Udren used the first and 
second derivatives to calculate the peak values of the 
sinusoids. Miki and Makino expressed the peak squared 
values of the voltage and current in terms of two sampled 
values, each of the voltage and current. The calculated peak 
values were then used to compute the real and reactive 
components (R and X) of the apparent impedance. Gilbert 
and Shovlin calculated R and X directly from the sampled 
values except that three sets of samples were used instead of 
two sets used in reference 3. The second group of algorithms 
use some form of Fourier analysis to extract the fundamental 
frequency information. Ramamoorty suggested an algorithm 
which samples the signals over one cycle of the fundamental 
frequency and determines the real and imaginary parts of the 
fundamental frequency component. Using sampling intervals 
of ninety degrees at the fundamental frequency in the 
algorithm  provides the Carr and Jackson algorithm. Phadke, 
Hlibka and Ibrahim used this approach and one half cycle 
data window in their algorithm. The third type of algorithms 
use digital filters to extract information concerning the 
fundamental frequency components; Hope and 
Umamaheswaran used finite impulse response filters. The 
last group of algorithms have been proposed and used by 
McInnes and Morrison, Ranjbar and Cory1o and Breingan. 
These algorithms numerically solve the differential equation 
representing the transmission line by a series R-L model. 

This paper presents a new algorithm which is based on the 
least error squares curve fitting technique. The algorithm 
assumes that the input is composed of a fundamental 
frequency component, a decaying d. c. and harmonics of 
specified order. The decay rate of the d. c. component is not 
assumed in advance because it is affected both by the 
resistance of the arc at the fault and the effective resistance 
of the system. Mathematical background necessary for 
developing this algorithm is first presented. Effects of 
sampling frequency, data window, time reference and 
changing the model of the decaying d. c. component are then 
examined. The selected parameters are then used in the 
impedance calculating algorithm. Impedances calculated 
from the data of a single phase to ground fault remote from 
the relay and a close-in three phase fault on 138 kV lines 
over approximately three cycles after the inception of the 
faults are reported. The fault data which was recorded at the 
Regina South switching station of the Saskatchewan Power 
Corporation was used for these tests. 
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II. MATHEMATICAL ALGORITHM 

In all previously designed digital relays, voltage and 
current outputs of the transducers are preprocessed and 
converted to millivolts level. The function of the 
preprocessors is two fold; one is to suppress surges travelling 
from the power system to the relay and the other is to block 
high frequencies from reaching the relays. Preprocessed 
signals of the millivolt level are converted to numerical 
values by analog to digital converters. The digital 
information Is then provided to a processor which analyzes 
the information and makes appropriate decisions. The 
mathematics of the proposed least error squares filter is 
presented in this section. The outputs of this filter are the real 
and imaginary components of the fundamental frequency 
phasor. These components are then used to calculate the 
impedance as seen from the relay location. 

Calculating the Real and Imaginary Components of 
Voltages and Currents- 

The output of a CCVT or voltage transformer during a 
fault is a waveform composed of a decaying d. c. component 
and many harmonic components. At time t=t1, this waveform 
can be mathematically expressed as: 

(ݔ)݂ = A	eି୲/ + ෍ ቀA n 	sin	(n	 	t + ∅ n )ቁ
ெ

௡ୀଵ
        (1) 

A= magnitude of the decaying dc offset; 

 =time constant of the decaying dc offset; 

An= amplitude of the nth harmonics;    =2π f  ; 

The time constant   depends on the X/R ratio of the 
system; but is also affected by the arc resistance which varies 
from fault to fault. In practice, even harmonics are not 
present in the fault voltages and currents. Also, higher order 
harmonics are blocked from reaching the relay by the signal 
conditioning equipment which usually includes analog 
filters. The cut-off frequency of these filters is determined by 
the overall design considerations for the relay. 

So, equation (1) becomes; 

(ݔ)݂ = Aeି୲/ + A 1 sin( t+∅ 1 )+A 3 sin (3 t+∅ 3 )    (2) 

The exponential term ݁ି௧/  of equation (2) can be 
expanded using Taylors’s series, such that 

݁ି௧/ = 1 − ௧

 + ௧మ

ଶ! మ −
௧య

ଷ! య +                                (3) 

Using the first three terms of this series and assuming that 

(i) the signal conditioning equipment has effectively 
blocked the fifth and higher order harmonics and (ii) no even 
harmonics are present in the input.  

By considering only the first terms of this expression, 
equation (2) can be expressed as 

ܣ =(ݔ)݂		 − ܣ ௧

 + ܣ ௧మ

ଶ! మ + A 1 sin( t+∅1) +  

                                         A 3 sin (3 t+∅ 3 )                      (4) 

 

Equation  (5) is obtained from expanding sine terms. 

ܣ	= (ݔ)݂ − ܣ ௧

 + ܣ ௧మ

ଶ మ + A 1∅ݏ݋1ܿ sin൫ t൯ +

														A 1∅݊݅ݏ1 cos൫ t൯ + 	A 3 ∅ݏ݋ܿ 3 sin൫3 t൯ +

														A 3 ∅݊݅ݏ 3 ൫3ݏ݋ܿ t൯																															                   (5) 

This equation may be written in the more convenient 

form:  

S1 = ݂(ݔ) = a11x1+a12x2+a13x3+a14x4+a15x5+a16x6+a17x7     (6) 

Where S1 is sample measured at time t1. The coefficient in 
equation (6) is related only on the time at which the samples 
are taken, and they  form: 

a11=1;  a14=sin (3 t 1 ); a12=sin ( t 1
); a15= cos (3 t 1 ); 

a13=cos ( t 1
); a16=t1; a17=ݐ 1

ଶ
; 

The x values are functions of the unknown, and are given 

by: 

x1 = A; x2 = A1cos∅1; x3 = A1sin∅1;  x4 = A3cos∅ 3 ;  

x5 = A3s݅݊∅ 3 ; x6 = -A/ ; x7 = A/ ଶ; 

The samples measured at time t = t2 can likewise be 

expressed as: 

S2 = ݂(ݔ)= a21x1+a22x2+a23x3+a24x4+a25x5+a26x6+a27x7      (7) 

As mentioned previously, the a-coefficients are functions 
of time. Therefore if t1 is taken as a time references and the 
current is sampled at preselected times, then the values of the 
sampled t coefficient of equations (7) and (8) can be 
specified. So equations can be written in matrix form: 

[A]   [X]   =   [S]                                                                 (8) 

From equation (8) we can find the value of matrix [X] 

[X]   =   [A]’  [S]                                                                 (9) 

[A]’=		[ܣ்ܣ]ିଵ		[்ܣ]                                                         (10)  

Then we can find fundamental phasor from [X] 
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A1=				ටݔ 2

ଶ
+ ݔ 3

ଶ
                                                           (11) 

A=x1                                                                                   (12) 

III.  RESULT AND DISCUSSION  

Fundamental Component 100.0000 

DC Component 100.2782 

Error DC Percentage 0.2782 

From the above results we can say that least square 
technique is very effective method for computing 
fundamental and harmonics component and DC offset. It 
requires 0.205093 sec to execute full program in MATLAB. 

This algorithm requires that digitized values of voltages 
and currents be multiplied by the elements of the second and 
third rows of an [A]ƚ. Two approaches can be used for this 
purpose. One mould be to use a hardware multiplier. The 
strength of the proposed algorithm lies in two areas; the 
freedom in choosing the equation of condition and some 
flexibility In selecting the size of the data window. The 
freedom of choosing the equation of condition allows 
prespecified harmonics to be included in the equation. This 
enables the harmonic components to be determined for 
applications such as, transformer differential protection. 

This algorithm explicitly takes account of the decaying 
d.c. component by including it in the equation of condition. 

IV. CONCLUSION 

This paper describes the least error squares approach for 
developing a digital filter which explicitly takes account of 
the decaying d. c. components in the system voltages and 
currents. The concept of pseudo inverse which has been used 
in developing the algorithm is also presented. It is shown that 
the proposed approach can effectively calculate the 
impedance from the fault data obtained from a power 
system. 

The technique presented in this paper is general enough to 
be extended and applied in situations, such as, transformer 
differential faults. If the harmonics observed in transformer 
in-rush currents are included in the equation of conditions, 
the resulting algorithm can provide information concerning 
the harmonic components for use in transformer differential 
relays. 
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Hybrid Solar and Wind Power Conversion Using 
DFIG with Grid Power Leveling 
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Abstract: Renewable energy systems are being used more 
prominently nowadays because they are environment friendly. 
Also, the lack of availability of fossil fuels leads to the use of 
solar and wind energy. This paper makes use of a hybrid solar-
wind energy system. Doubly fed induction generator (DFIG) 
based Wind Energy Conversion System (WECS) is used. The 
rotor side converter and grid side converter along with Battery 
Energy Storage System (BESS) are used since the BESS reduces 
the power fluctuation on grid due to unpredictability of wind. 
The grid power leveling concepts are considered .Maximum 
Power Point Tracking (MPPT) concepts are used to extract 
maximum power from wind and sun when available. Perturb 
and Observe algorithm is used for PV array. The proposed 
system is simulated using MATLAB-SIMULINK. 

Keywords—Battery energy storage system (BESS), doubly fed 
induction generator (DFIG), maximum power point tracking 
(MPPT), wind energy conversion system (WECS), grid power 
leveling. 

I. INTRODUCTION 
With the depletion of fossil fuel reserves, increase in the 

pollution and global warming, many are looking at 
sustainable energy solutions to preserve the earth for the 
future generations. Wind energy is capable of supplying 
large amounts of power but its presence is highly 
unpredictable as it can be here one moment and gone in 
another. Similarly, solar irradiation levels vary due to sun 
intensity and unpredictable shadows due to clouds, birds, 
trees, etc. The common   drawback of wind and photovoltaic 
systems is that they are intermittent in nature and thus 
unreliable. These two intermittent sources are combined 
together   and maximum power point tracking (MPPT) 
concepts are applied to make system more efficient and 
reliable. 

The doubly fed induction generator (DFIG) is used for 
wind energy conversion systems because of its advantages 
like reduced converter ratings for power conversion, efficient 
power capture due to the variable speed operation, improved 
efficiency,  reduced cost and losses, easy implementation of 
power factor correction and variable speed operation. The 
total energy output is 20%–30% higher because of variable 
speed operation. It ensures improved capacity utilization 
factor and reduced cost per kWh energy generation [2]. 
 
 
 
Mrs. S. Sathana and Ms. Bindukala M.P. are with Department of 
Electronics and Communication,Adithya Institute of 
Technology,Coimbatore- 641 107. Email: saisathana@yahoo.co.in, 
ambikanair.m.p@gmail.com 

The block diagram of the proposed system is shown in 
figure1. 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig 1: Block diagram of proposed system 

 

In case of WECS, the stator windings of the DFIG are 
directly connected to the grid and the rotor windings are fed 
through bidirectional converters to control the rotor and 
stator output power fed to the grid for variable speed 
operation. The rotor current injection is controlled using 
fully controlled electronic converters to ensure effective 
operation in sub-synchronous and super-synchronous speed 
modes. The converter handles only around 25% of the 
machine rated power while the range of the speed variation 
is 33% around the synchronous speed. 

The grid connectivity is a serious issue because of the 
varying nature and unpredictability of wind speeds. An 
effective control strategy is used to maintain the output 
power constant. A battery storage device is used for 
temporary storage of energy during the period of high wind 
speeds. The grid is always supplied with constant power 
irrespective of varying wind speed. This is called as grid 
power leveling. 

II. MAXIMUM POWER EXTRACTION FROM 
PROPOSED CIRCUIT 

Renewable energy resources like wind and solar energy are 
intermittent in nature. It is important to incorporate 
maximum power point tracking (MPPT) schemes to make 
the system efficient and reliable. The mechanical power 
generated by the wind is given by; 
 

௠ܲ = 0.5 × (ߚ,ߣ)௣ܥ × ߩ × ܣ × ܸଷ														(1) 

where;  

WIND 
TURBINE 

DFIG GRID 

RSC GSC 

BATTERY 

PV 
ARRAY 
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௣ܥ    - power coefficient 
ρ     - air density 
 swept area of rotor blades -    ܣ
λ     - tip speed ratio 
β     - pitch angle 
ܸ    - wind velocity                     
 

The power coefficient (Cp) represents the efficiency of 
the wind turbine to convert wind energy into mechanical 
energy. It depends on two variables, the tip speed ratio 
(TSR) and the pitch angle. The TSR, λ, is the ratio of the 
turbine angular speed to the wind speed [3]. The pitch angle, 
β, is the angle in which the turbine blades are aligned with 
respect to its longitudinal axis. 
ߣ                            = ఠோ

௏
																																						(2) 

where ; 

           ߱  -  rotational speed of generator 

           ܴ	 -  radius of rotor blades  

           ܸ  - wind velocity  

Figure 2 and 3 are illustrations of a power coefficient 
curve and power curve for a typical fixed pitch (β =0) 
horizontal axis wind turbine. It is clear from figure 2 and 3 
that the power curves have a shape similar to that of the 
power coefficient curve for wind turbines. Since TSR is a 
ratio between the turbine rotational speed and the wind 
speed, it follows that each wind speed would have a different 
corresponding optimal rotational speed that gives the optimal 
TSR. For each turbine, there is an optimal TSR value that 
corresponds to a maximum value of the power coefficient 
(Cp,max) and therefore the maximum power. Therefore, 
maximum power can be obtained for different wind speeds 
by controlling the rotational speed of generator. 

PV arrays are constructed by connecting numerous solar 
cells in series and in parallel. A solar cell produces currents 
based on photovoltaic effect. A PV cell is a diode of a large-
area forward bias and the equivalent circuit is shown by 
Figure 4. The current-voltage characteristic of a solar cell is 
as shown in figure 5. The equations are given by 
ܫ                             = ௉ுܫ − ஽ܫ 																																				(3) 

 
 

 
Fig 2: Power Coefficient Curve For a Typical Wind  Turbine 

 

              
 

Fig 3: Power Coefficient Curve For a Typical Wind  Turbine 
 

ܫ = ௉ுܫ − ଴ܫ ൤݁݌ݔ ൬
ݒ)ݍ + ܴௌܫ)
஻ܶܭܣ

൰ − 1൨ −
ܸ + ܴௌܫ
ܴ௦௛

		(4) 

Where 

 ௉ு   = photocurrentܫ
 ஽     = diode currentܫ
 ଴     = saturation currentܫ
 ideality factor =     ܣ 
 electronic charge =      ݍ
 ஻   =Boltzmann’s Constantܭ
 ܴௌ   = series resistance 
ܴ௦௛   = shunt resistance 
 cell current =       ܫ
ܸ      = cell voltage 
 
It is common to neglect the shunt and series resistances as 
they are large and small respectively. This simplifies the 
solar cell model. The resultant ideal V-I characteristic of a 
photovoltaic cell is given by the equation below and is 
illustrated in figure5.  

ܫ = ௉ுܫ − ଴ܫ ቂ݁݌ݔ ቀ
ݒݍ
݇ܶ
ቁ − 1ቃ 																									(5) 

 
Fig 4. PV cell equivalent circuit 
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Fig 5. PV cell voltage current characteristics 
 

Figure 6 shows the typical output power characteristics 
of a PV array under various degrees of irradiation. It is clear 
from Figure 6 that there is a particular optimal voltage for 
each irradiation level that corresponds to maximum output 
power. Thus, the output current (or voltage) of the PV array 
is adjusted to extract maximum power from the array. 
 

 
Fig 6.PV cell power characteristics 

 
The Perturb and observe algorithm involves the 

perturbation of the operating voltage of the DC link between 
PV array and the power converter. In this method, the next 
perturbation is decided by the sign of last perturbation and 
sign of last increment in power. The P and O algorithm is 
shown in figure 7.  

 

 
 

Fig 7.Perturb and observe algorithm 
 

III. DESIGN AND CONTROL OF PROPOSED SYSTEM 
Because of unpredictability of wind, the design of BESS 

is very important. This section deals with design of wind 
turbine, BESS and control strategy to obtain grid power 
levelling [2]. 

A. Design of wind turbine 
The output power of the turbine is given by   

௠ܲ = 0.5 × (ߚ,ߣ)௣ܥ × ߩ × ܣ × ܸଷ													(6) 

Where ܥ௣   is power coefficient,	ߩ   is air density,	ܣ swept 
area of rotor blades, ܸ  is the wind- velocity, λ is the tip 
speed ratio and β is the pitch angle. 

The power coefficient is defined as the power output of 
the wind turbine to the available power in the wind regime. 
This coefficient determines the “maximum power” the wind 
turbine can absorb from the available wind power at a given 
wind speed. It is a function of the tip-speed ratio and the 
blade pitch angle. The blade pitch angle can be controlled by 
using a “pitch-controller” and the tip-speed ratio (TSR) is 
given as 
ߣ                                   = ఠோ

௏
                           (7) 

where ω is the rotational speed of the generator and R  is 
radius of the rotor blades 

Thus, the TSR can be controlled by controlling the 
rotational speed of the generator. For a given wind speed, 
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there is only one rotational speed of the generator which 
gives a maximum value of   Cp, at a given β . This is the 
principle behind “maximum-power point tracking” (MPPT) 
for a wind turbine. 

B. Design of BESS 
The design of BESS should be proper necessary for 

satisfactory operation of WECS. The rating of the BESS is 
decided by the total energy stored into it and this energy is 
stored for only those periods in which power generated by 
the machine is more than the average value that is to be fed 
to the grid. Knowing the value of the average power to be 
fed to the grid, the required rating of the battery bank (ܧ௕) is 
calculated as 
 

௕ܧ																	 = ∑ ܲ௠௜
௡
௜ୀଵ ×  (8)																													௜ݐ

where ௠ܲ௜  is the excess power at any instant than the average 
value of the power fed to the grid and	ݐ௜ is the time period 
for which the excess power is produced.  At any instant the 
value of	 ௠ܲ௜ can be calculated as 
 

																ܲ௠௜ = ൫ ௜ܲ௡௦௧ − ௔ܲ௩௚൯																	(9) 

where		 ௜ܲ௡௦௧   is the instantaneous power of the wind turbine 
and ௔ܲ௩௚is the average active power to be fed to the grid.    

C. Control of GSC 
 

The grid power should be maintained at a fixed value and 
this is given as the reference active power. This is then 
compared with the actual grid power at any instant. 
Proportional-integral (PI) controller is used to generate the q-
axis component of the reference grid current. The expression 
for the reference q -axis grid current is as			 
 

							݅௚௤௥௘௙ = ቀ݇௣௣ +
௞೔೛
௦
ቁ ൫ ௚ܲ௥௘௙ − ௚ܲ௥௜ௗ൯     (10) 

Where		݇௣௣ and ݇௜௣ are the proportional and integral 
constants respectively. The reference d -axis grid current is 
chosen according to the reactive power sharing between the 
stator and the GSC. These reference currents are then 
compared with the actual grid side currents and the error 
signal is processed with a PI controller to generate the 
control voltages for the PWM generator on the grid side. The 
expressions for the control are given as 

ௗ௚௦௖ݒ = ቀܭ௣௚௦௖ +
௄೔೒ೞ೎
௦
ቁ ൫݅௚ௗ௥௘௙ − ݅௚ௗ൯      (11)

 
 

 

Fig  8. Detailed block diagram of proposed system including control strategy 

 
 
 

 
 

௤௚௦௖ݒ = ቀܭ௣௚௦௖ + 	
௄೒೔ೞ೎
௦
ቁ ൫݅௚௤௥௘௙ −	݅௚௤൯							 (12)  Where ݅௚ௗ  and 	݅௚௤  are the sensed d – q components of the 

grid currents and ܭ௣௚௦௖  and ܭ௚௜௦௖  are the proportional and 
integral constants respectively.  
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D. Control of GSC 
 

The control of RSC is to extract the maximum power 
from the wind. The active power set point is obtained from 
the instantaneous value of the rotor speed and the rotor 
current   is controlled in the stator flux-oriented reference 
frame to obtain the desired active power according to the 
optimum torque speed characteristics. 
   The reference rotor currents are given by: 

݅௥௤௥௘௙ = −
௦ܮ
௠ܮ௦ݒ ௦ܲ௥௘௙  

 

݅௥ௗ௥௘௙ =
߶௦
௠ܮ

−
௦ܮ
௠ܮ௦ݒ

ܳ௦௥௘௙ 

These reference values of rotor currents are compared 
with the actual values of rotor currents and the obtained error 
signal is processed with a PI controller to generate the 
control voltages for the PWM generator on the rotor side. 

ௗ௥௦௖ݒ = ൬݇௣௥௦௖ +
݇௜௥௦௖
ݏ
൰൫݅௥ௗ௥௘௙ − ݅௥ௗ൯ 

௤௥௦௖ݒ = ൬݇௣௥௦௖ +
݇௜௥௦௖
ݏ
൰ ൫݅௥௤௥௘௙ − ݅௥௤൯ 

where ݅௥ௗ  and	݅௥௤   are the d-q sensed components of the rotor 
currents ݇௣௥௦௖  and ݇௜௥௦௖  are the proportional and integral 
constants respectively. These control voltages are fed for 
PWM generation of the RSC.  
E. PV array and MPPT 
 

P and O algorithm is used for MPPT in PV array. PV 
array can be connected to BESS using boost converter which 
in turn is controlled by MPPT controller. Boost converter 
steps up the input voltage to desired level of the battery. The 
main components of the boost converter; the inductor, the 
diode and the switch works in coordinated manner to make 
the output voltage high. The switch is controlled by MPPT 
controller based on the solar irradiation levels. Thus, 
maximum power is utilized from the PV array. In case of 
sufficient irradiation levels, PV array may be used to feed 
grid directly.  

 
V. SIMULATION RESULTS 

 
A portion of the proposed system has been simulated using 
MATLAB-SIMULINK. The matlab model of the WECS is 
shown in figure 9.The analysis including the PV array is 
under progress. The results without including the PV array 
for wind speeds 10m/s,13m/s and 7m/s are given in  Figs. 10, 
11and 12 respectively. The waveforms for stator voltage 
(Vabc), grid current (Iabc), rotor speed (wr), reactive power 
(Q), grid power (P) and battery power (Vdc) are presented for 
different wind speeds. In all cases, the value of the grid 
power is maintained to be constant at 5 MW by the modified 
grid power control strategy. However, this is maintained by 
either charging or discharging the battery in the 
corresponding region of operation. The analysis has been 

performed at variable wind speeds and the grid power is 
maintained to be constant at the reference value. Hence, the 
grid power reference is chosen to be 5 MW. The system can 
be made more reliable and efficient by making it a hybrid 
system. Photovoltaic array can be used for charging the 
battery energy storage system (BESS). Also, it can used to 
meet other local loads. If the solar insolation level is high 
enough in the place,it can directly feed the grid.  
 
 

 
 

Fig 9: Matlab model of WECS 

 

 
Fig 10: Waveforms for wind speed 10m/s 
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Fig 11: Waveforms for wind speed 13m/s 

 
Fig 12: Waveforms for wind speed 7m/s 

 
 

VI. CONCLUSION 
A hybrid solar-wind energy system has been proposed. A 

DFIG-based WECS with a BESS has been simulated with a 
control strategy to maintain the grid power constant. 
Performance of a DFIG-based WECS with a BESS was 
studied at different wind speeds. It has been observed that 
the grid power leveling is obtained with help of BESS.  
During the periods of over generation, the excess power 
produced is stored in BESS. When the wind speeds goes 
low, the stored energy is utilized to maintain grid power 
constant. The system can be made more efficient and reliable 
by inclusion of photovoltaic array to obtain a hybrid system. 
If wind speed goes low for prolonged period, PV array can 
be used for charging BESS. If sufficient solar energy is 
available, it can directly feed the grid also. 
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Optimal Reactive Power Flow using Fuzzy logic 
Controller Technique 

 
T.Hariharan and Dr.M.GopalaKrishnan 

 
 

Abstract: Optimal reactive power flow is an optimization 
problem with one or more objective of minimizing the real 
power losses. The ancillary service for a generator has two 
components that have been recently recognized, i.e., one for 
sustaining its own real power communication and the other for 
providing reactive demand, enhancing system security, and 
scheming system voltage; and that only the next part should get 
financial compensation in aggressive power markets. In this 
paper  planned incorporated technique will be united with fuzzy 
logic controller. This paper discusses the estimation of 
post-outage reactive power generation and flows using Linear 
estimation method for deregulated power system. One of the 
knowledge base intelligence techniques which will be utilized 
for verifying the generator reactive power operating limits and 
the power loss was the fuzzy logic. Representative results are 
presented using the IEEE 14 bus system by using MATLAB 
working platform and the ORPF presentation will be estimated.  
 
Keywords: Optimum Reactive Power Flow (ORPF), Linear 
Estimates, Fuzzy Logic Controller (FLC) 

 

I. INTRODUCTION 
Traditional power system security analysis includes the 

simulation of static as well as dynamic performance of a 
power system in response to a list of possible disturbances. In 
fact, in the vertically integrated utility structure and the 
competitive environment, the distribution entities have the 
obligation to serve all consumers at all times, i.e., provide a 
reliable service to all the loads. Operational reliability is 
normally checked using contingency analysis. Contingencies 
include the outage of system components and abrupt changes 
in loads. 

  
The use full Newton power flow [1] for   contingency    

analysis is Computationally expensive. To speed up the 
computations, fast approximate power flow methods were 
proposed, such as the decoupled power flow [2,3] and the 
iterative linear AC power flow [4]. 
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In the estimation of reactive power   outputs and flows, the 
explicit consideration of reactive power limits is very 
important [5]. The estimation methods based on distribution 
factors and optimization discussed in the literature ignore 
equipment limits, thus increasing the estimation error [6]. An 
innovative, optimization-based method for post-line outage 
reactive flow and voltage computation is presented in [7].In 
this paper, the use of sensitivities for the estimation of 
post-contingency reactive generation and flows is discussed. 
No decoupling assumption is made in the derivation of the 
sensitivities. However, the method is flexible and the 
incorporation of decoupling is straightforward. Multiple 
outage contingencies and the redistribution of generation 
after a generation outage are easily handled. Employing 
linear estimates, the effect of devices’ limits on the estimates 
is effectively captured. Representative results are presented 
on the IEEE 14 -bus test system. The numerical results show 
that by taking into account equipment limits, the estimation 
errors are significantly reduced. 

II. POWER FLOW BACKGROUND 
Consider an N-bus power system characterized by the 

admittance matrix Y. The i, j element Yij of Y is given by   

   ,ijY yij i j                               (1)      

   ij ig
j

Yii y y                           (2)       

Where yij is the admittance of the line between buses i and j, 
and is the ground admittance of bus i. We denote the total 
active power generation and the total active load at bus i by 

g
iP   and 

l
iP  ,respectively, and their reactive power 

counterparts by
g
iQ  and l

iQ .The load terms l
iP   and l

iQ   

are assumed to be fixed. The net power injections at bus i in 
terms of the load and generation are 

g l
i i iP P P               (3) 

g l
i i iQ Q Q               (4) 

The net power injections at bus i satisfy [1] 

1

[ cos( ) sin( )]
N

i i j ij i j ij i j
j

P VV G B   


     (5)     

1
[ cos( ) sin( )]

N

i i j ij i j ij i j
j

Q VV G B   


     (6)  
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Where i and Vi are the bus i’s voltage phase angle and 
magnitude, respectively. 
 

The reactive power produced or consumed by a generator 
is limited, and depends on the active power being produced 
[5]. Assuming there is one generator at bus, and denoting the 
upper and lower    limits for the reactive power generation by 

( )g g
i iQ P and ( )g g

i iQ P , respectively, the reactive power 

output is constrained by 

          ( ) ( ).g g g g g
i i i i iQ P Q Q P   (7)                           

Let sp
iV be the specified at the PV bus i. 

If ( )g g g
i i iQ Q P then Vi≤

sp
iV , and we call the bus 

max VAr constrained.  If ( )g g g
i i iQ Q P , then Vi ≥

sp
iV  

and we call the bus min VAr constrained. 
 

The vector x is constructed with the voltage angles of the 
PV and PQ buses, and the voltage magnitudes of the PQ 
buses, and the vector x  is constructed with the voltage angles 

and magnitudes of all buses. Let ( )f x  be the vector of the 
PQ and PV buses’ active power injections, and the PQ buses’ 
reactive power injections, both as explicit functions of x . Let 

fsp be the vector with the specified values for f ( x ). The power 

flow problem is to obtain x  such that 
( ) spf x f                               (8) 

In the solution of the power flow problem, the Jacobian                       

 
( ): f xJ

x





                                  (9)  

is   used.  
The full Jacobian J is defined as     

                 �
� 


( ): f xJ
x





                          (10) 

The power Sij=Pij+jQij flowing from i bus on the line that 
connects buses i and j is given by 

1

[ cos( ) sin( )]
N

ij i j ij i j ij i j
j

P VV G B   


     2
/2( )i ij ijgV G g       (11)     

1
[ sin( ) cos( )]

N

ij i j ij i j ij i j
j

Q VV G B   


     2
/2( )i ij ijgV B b        (12)                                              

The focus of this paper is the estimation of post-contingency 
reactive power outputs gc

iQ and flows c
ijQ . The computation 

of these quantities under different contingencies requires the 
solution of (8) under each contingency. 

III.  LINEAR ESTIMATES  
We linearly parameterize the occurrence of a contingency 

using the parameter K. Hence, we let all the quantities defined 
the previous Section be functions of K. Since the 
parameterization is linear, the specified quantity changes are 
proportional to changes in K. Consider, for example, the 

outage of the load and generation at bus j, and let K change 
from  KO to KC. Then Pj(KO) and Qj(KO) take their 
pre-contingency values Pj

O and Qj
O , and the post-contingency 

values are Pj(Kc)=0  and Qj(Kc)=0. For KO<K <Kc 

            Pj(K) = (KC-K)Pj
O 

 and             Qj(K) = (KC-K) Qj
O. 

 
The net active power injections at PV and PQ buses do not 

change with the contingency, and so Pi (K) = Pi
O Also, the net 

reactive power injections PV at PQ buses do not change with 
the contingency, and so Qi (K) = Qi

O. we can obtain Qi
g and  

Qij as functions of K for KO< K <Kc .We use the Taylor series 
of these functions to express the post-contingency reactive 

power output g c
iQ  and the flow c

i jQ as 

. .ijc o
ij ij

dQ
Q Q K hot

dK
               (13) 

. .
g

gc go i
i i

dQQ Q K hot
dK

               (14) 

Where we denote pre-contingency quantities with a 
superscript o. Whenever ∆K is sufficiently small, the h.o.t. 
can be neglected to obtain approximate values of  

gc
iQ and

c
ijQ . To give K a physical interpretation, in the 

remainder of the paper we set  K before the contingency equal 
to 0 and after the contingency equal to 1, so that ∆K=1 for the 
occurrence of the contingency. 

A. Load and Generation Contingencies 
Consider contingencies where a change in K implies a 

change in the active and or reactive power 
injections/withdrawals, including generator and load outages. 
Using (4), the derivatives in (13)–(14) are 

.ij
X ij

dQ dxQ
dK dK

                               (15)      

 .
g g

gi i
X i

dQ QdxQ
dK dK K


  


 

          . .
l

i i
X i

Q QdxQ
dK K K

 
  

 
         (16) 

The elements of X ijQ  are computed using (12). The 

gradient X iQ  is obtained from the full Jacobian.  
 

The differential change in K leads to a differential change 
in the system state x. Changes in the system state are subject 
to (5) and (6), which in a differential sense are reduced to   
df Jdx                     (17) 
Thus   

   1dx dfJ
dK dK

                                       (18) 
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In practice, for computational efficiency reasons 
( / )dx dK is obtained directly using factorization methods. 
Note that when the contingency involves the outage of 
generator p, there is a change in the reactive generation at 
bus. For this change to be enforced, bus p needs to be modeled 
as a PQ bus for the purpose of the computation of ( / )dx dK . 

Under these circumstances, the term( / )pQ K   of (16) takes 

into account the reduction of reactive power generation at bus 
p. The term ( / )f K  is the rate of change of real and 
reactive power injections with respect to a change in K, and is 
known for a specified contingency. For example, if after the 
contingency 
• real load increased an amount ki at bus i; 
• reactive generation remained constant at   bus j;              
• active generation at bus h decreased by kh; then 

( / ) ,i iP K k   ( / ) ,j iQ K k    and 

( / ) .h hP K k   Thus, the sensitivities in (16)–(18) can be 
computed for any change in load and corresponding 
generation response. Replacing (15)–(16) and (18) in 
(13)–(14), and neglecting the h.o.t., we obtain 

1.c o
ij ij X ij

dfQ Q Q J
dK

                (19) 

1. .
l

gc go i i
i i X i

Q QdfQ Q Q J
dK K K

  
   

 
  (20) 

 
Note that the linear estimation of all the desired quantities 
requires the solution of only one linear system of equations, 
(20). If the decoupling P-V and Q-θ of and holds, this linear 
system of equations can be decoupled into two subsystems, 
improving the solution speed. The linear estimates (19)–(20) 
have been applied to a variety of power systems problems.  

IV. FUZZY LOGIC CONTROLLER 
 

 
Figure.1. Structure of the proposed FLC 

 
Fig 1 shows the structure of fuzzy logic controller. In this 
proposed system, the real power is the physical input of the 
fuzzy logic and the rules are generated depending on the real 
power input. The fuzzy rules has been generated by the three 
categories i.e., low, medium and high. These rules are used to 
assign the generator reactive power generation. In this 
generation limit is given to the optimization algorithm, it can 
be provide the minimized power loss of the system. 

V. RESULTS AND DISCUSSION 
The schemes presented have been applied to the 

estimation of post-contingency reactive power outputs and 
flows in various test systems. In this paper, representative 
results on the IEEE 14 -bus test system shown in fig.2 are 
presented to illustrate the capabilities of the proposed 
methods. The results for two contingencies for each test 
system are presented in detail. These contingencies have been 
chosen to allow the quick comparison of the results with other 
estimation methods in the literature. All generation limits are 
explicitly considered. Matlab and Power System Toolbox 2.0 
were used in the implementation of the estimation methods.  

 
For the IEEE 14-bus test system, the outages of line 2–4 

and transformer 5–6 are presented in detail. The estimations 
were done using (19)-(20). The post-outage reactive power 
Outputs and flows are in Tables I and II, respectively. The 
outage of line 2–6 does not result in any generator becoming 
constrained. 
 

TABLE I.  POST-OUTAGE MVAR GENERATION FOR   IEEE 
14-BUS TEST SYSTEM 

 

 

 

  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

Line 
and 
Directi
on 

Outage of Line    
2-6 

Outage of 
Transformer 
4-7 

Exac
t Linear Exact Linear 

1-2 -16.95 -16.83 -21.46 -20.93 
1-5 6.18 5.54 1.30 -0.82 
2-3 2.18 1.93 3.30 3.37 
2-4 0.00 0.00 -1.48 -5.07 
2-5 -0.36 -1.32 -1.22 -3.86 
3-4 2.30 1.70 3.77 0.17 
4-5 23.10 22.67 8.42 12.07 
4-7 -12.13 -11.95 -4.83 -10.38 
4-9 -1.37 1.30 3.22 -1.80 
5-6 9.24 9.58 0.00 0.00 
6-11 4.03 3.96 5.39 10.71 
6-12 2.53 2.52 3.26 3.95 
6-13 7.48 7.44 7.85 10.58 
7-8 -19.87 -19.67 -21.52 -12.29 
7-9 6.08 6.08 10.26 -2.80 
9-10 3.82 3.88 4.90 -3.68 
9-14 3.36 3.40 3.88 -1.69 
10-11 -2.00 -1.94 -1.76 -9.67 
12-13 0.78 0.77 1.59 2.29 
13-14 1.99 1.94 3.53 7.17 
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TABLE II.  POST OUTAGE MVAR FLOWS 

 
 
 
 
 
 
 
 
 
 
 

 
The estimates are extremely accurate in this case. The 
average reactive generation absolute errors are reduced by 
97% and 93%, respectively, compared to other technique. 
The reasons for the accuracy improvement is that we use 
exact sensitivities, while in there are approximations involved 
in the computation of the sensitivities. Generator 6 becomes 
max VAr constrained with the outage of transformer 4-7. 
Fig.3.shows that at K=0.51, i.e., the flows on transformer 4-7 
are reduced by 51%, generator 6 becomes constrained. This is 
indicated with a O. Thus, for K > 0.51 the reactive output at 
bus 6 is fixed and the voltage magnitude at bus 6 decreases. 
The estimated K -distance to the change in status, indicated 
by *, is K=0.57.In any case, the average reactive flows 
absolute errors with the linear estimates are reduced by 37% 
and 85% respectively.  
 

 
Figure.2. IEEE 14 bus system structure 

 

In the IEEE 14-bus test systems, 23 contingencies were 
simulated. These consisted of all line and generation outages 
except for those resulting in load shedding. A summary of the 
estimation errors is presented in Table III, with the errors 
defined as the absolute value of the difference between the 
exact value and the estimated one. Note that the linear 
estimates are significantly more accurate for all three 
estimated quantities for IEEE 14-bus test system. For the 
linear estimation methods, the mean errors obtained are 

extremely small compared to the results presented in the 
literature. 

 
 
 
 
 
 
 
 
 
 
 
 

Figure. 3: Reactive power generation at bus 6 as a function of 
the per unit reduction in power flow. 

 
The high maximum errors occur in few contingencies 

which lead to significant changes in the system, and in 
devices very close to those outaged. In these cases, iV , g

iQ  

and ijQ  are highly nonlinear functions of K, and so first-order 

estimates are not very accurate. For example, the maximum 
reactive power output error of   21.54 MVAr in the 14-bus test 
system occurs on generator 2 in the estimation of the effect of 
the outage of the slack generator 1. Generator 2 is the new 
slack generator for that contingency, and its post-contingency 
active power generation is 220MW higher than its 
pre-contingency active power output, a 570% increase. For 
the 14-bus test system, the total computation time was 43% of 
that taken by running power flows for the linear estimation 
method. 

TABLE III.  SUMMARY OF ESTIMATION ERRORS FOR IEEE 14-BUS TEST 
SYSTEM 

 

 

 

 

VI. CONCLUSION 
The estimation of post-contingency reactive power 

generation and flows using sensitivities has been discussed. A 
linear estimation method and fuzzy logic controller has been 
proposed to capture the effect of equipment limit 
activation/deactivation on the estimates. The method is 
flexible and allows the representation of all type of 
contingencies. Representative results on the IEEE 14 bus test 
systems show that the estimation errors are significantly 
reduced with the proposed method, compared to the methods 
in the literature. 

 
The estimation method proposed is useful in system 

reliability planning and operations, where contingency 
studies are intensively done. 
 

Bus 
Outage Of Line 
2-6 

Outage Of 
Transformer 
4-7 

Exact Linear Exact Linear 
1 -10.77 -11.29 -20.16 -21.75 
2 36.38 34.83 42.82 35.72 
3 29.28 28.30 25.37 21.48 
6 17.15 16.64 24.00 32.73 
8 20.49 20.27 22.25 12.48 

Method Linear Estimation 
Error Mean St Dev Max 
Gen[Mvar] 1.64 3.75 21.54 
Flow[Mvar] 0.88 3.10 61.58 
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Other direction for future work in the area is the 
comparison of the estimation accuracy using sensitivities with 
respect to flows and with respect to network admittances, for 
branch outage studies. 
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Review of Renewable Energy Resources in Clean 
Green Environment 

 
K. K. Saravanan , Dr. N. Stalin  and S. T. Jayasuthahar 

 
 

Abstract--The potential of renewable energy sources is 
enormous as they can in principle meet many times the world’s 
energy demand. Renewable energy sources such as biomass, 
wind, solar, hydropower, and geothermal can provide 
sustainable energy services, based on the use of routinely 
available, indigenous resources. A transition to renewable-
based energy systems is looking increasingly likely as their costs 
decline while the price of oil and gas continue to fluctuate. In 
the past 30 years solar and wind power systems have 
experienced rapid sales growth, declining capital costs and costs 
of electricity generated, and have continued to improve their 
performance characteristics. In fact, fossil fuel and renewable 
energy prices, and social and environmental costs are heading 
in opposite directions and the economic and policy mechanisms 
needed to support the widespread dissemination and 
sustainable markets for renewable energy systems are rapidly 
evolving. It is becoming clear that future growth in the energy 
sector will be primarily in the new regime of renewable energy, 
and to some extent natural gas-based systems, not in 
conventional oil and coal sources. Because of these 
developments market opportunity now exists to both innovate 
and to take advantage of emerging markets to promote 
renewable energy technologies, with the additional assistance of 
governmental and popular sentiment. The development and use 
of renewable energy sources can enhance diversity in energy 
supply markets, contribute to securing long term sustainable 
energy supplies, help reduce local and global atmospheric 
emissions, and provide commercially attractive options to meet 
specific energy service needs, particularly in developing 
countries and rural areas helping to create new employment 
opportunities there. 

 
Keywords—Renewables, Sequestration efforts, 

Municipal solid waste, Photovoltaics, Hybridization 
 
INTRODUCTION 

Conventional energy sources based on oil, coal, and 
natural gas have proven to be highly effective drivers of 
economic progress, but at the same time damaging to the 
environment and to human health. Furthermore, they tend to 
be cyclical in nature, due to the effects of oligopoly in 
production and distribution. These traditional fossil fuel-
based energy sources are facing increasing pressure on a host 
of environmental fronts, with perhaps the most serious 
challenge confronting the future use of coal being the Kyoto 
Protocol greenhouse gas (GHG) reduction targets. It is now 
clear that any effort to  
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maintain atmospheric levels of CO2 below even 550 ppm 
cannot be based fundamentally on an oil and coal-powered 
global economy, barring radical carbon sequestration efforts. 

 

 
 
Figure (1): Renewable energy consumption in the nation’s 

energy supply 
 
Renewable energy sources currently supply somewhere 

between 15 percent and 20 percent of world’s total energy 
demand. The supply is dominated by traditional biomass, 
mostly fuel wood used for cooking and heating, especially in 
developing countries in Africa, Asia and Latin America. A 
major contribution is also obtained from the use of large 
hydropower; with nearly 20 percent of the global electricity 
supply being provided by this source. New renewable energy 
sources (solar energy, wind energy, modern bio-energy, 
geothermal energy, and small hydropower) are currently 
contributing about two percent. A number of scenario studies 
have investigated the potential contribution of renewable to 
global energy supplies, indicating that in the second half of 
the 21st century their contribution might range from the 
present figure of nearly 20 percent to more than 50 percent 
with the right policies in place. 

  
Biomass Energy 
Biomass is the term used for all organic material 

originating from plants (including algae), trees and crops and 
is essentially the collection and storage of the sun’s energy 
through photosynthesis. Biomass energy, or bio energy, is 
the conversion of biomass into useful forms of energy such 
as heat, electricity and liquid fuels. Biomass for bio energy 
comes either directly from the land, as dedicated energy 
crops, or from residues generated in the processing of crops 
for food or other products such as pulp and paper from the 
wood industry. Another important contribution is from post 
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consumer residue streams such as construction and 
demolition wood, pallets used in transportation, and the 
clean fraction of municipal solid waste (MSW). The biomass 
to bio energy system can be considered as the management 
of flow of solar generated materials, food, and fiber in our 
society. These interrelationships which presents the various 
resource types and applications, showing the flow of their 
harvest and residues to bio energy applications. Not all 
biomass is directly used to produce energy but rather it can 
be converted into intermediate energy carriers called bio 
fuels. This includes charcoal, ethanol (liquid fuel), or 
producer-gas. Biomass and bio energy flow chart (Source: 
R.P. Over end, NREL, 2000) 

 
Biomass was the first energy source harnessed by humans 

and for nearly all of human history, wood has been our 
dominant energy source. Only during the last century, with 
the development of efficient techniques to extract and burn 
fossil fuels, have coal, oil, and natural gas, replaced wood as 
the industrialized world’s primary fuel. Today some 40 to 55 
exajoules (EJ = 1018joules) per year of biomass is used for 
energy, out of about 450 EJ per year of total energy use, or 
an estimated 10-14 percent, making it the fourth largest 
source of energy behind oil (33 percent), coal (21 percent), 
and natural gas (19 percent). The precise amount is uncertain 
because the majority is used non-commercially in developing 
countries. 

 
Biomass is usually not considered a modern energy 

source, given the role that it has played, and continues to 
play, in most developing countries. In developing countries it 
still accounts for an estimated one third of primary energy 
use while in the poorest up to 90% of all energy is supplied 
by biomass. Biomass energy has the potential to be 
“modernized” worldwide, that is produced and converted 
efficiently and cost-competitively into more convenient 
forms such as gases, liquids, or electricity. A variety of 
technologies can convert solid biomass into clean, 
convenient energy carriers over a range of scales from 
household/village to large industrial. Some of these 
technologies are commercially available today while others 
are still in the development and demonstration stages. If 
widely implemented, such technologies could enable 
biomass energy to play a much more significant role in the 
future than it does today, especially in developing countries.  

 
The Future Role of Biomass 
Modernized biomass energy is projected to play a major 

role in the future global energy supply. This is being driven 
not so much by the depletion of fossil fuels, which has 
ceased to be a defining issue with the discovery of new oil 
and gas reserves and the large existing coal resources, but 
rather by the recognized threat of global climate change, 
caused largely by the burning of fossil fuels. Its carbon 
neutrality (when produced sustainably) and its relatively 
even geographical distribution coupled with the expected 
growth in energy demand in developing countries, where 
affordable alternatives are not often available, make it a 
promising energy source in many regions of the world for 
the 21st century. Most households in developing countries 
that use biomass fuels today do so either because it is 

available at low (or zero) financial cost or because they lack 
access to or cannot afford higher quality fuels. As incomes 
rise, preferences tend to shift away from biomass.   

 
 Implementation of Biomass Energy Systems 
Raw biomass has several disadvantages as an energy 

source. It is bulky with a low energy density and direct 
combustion is generally highly inefficient (other than 
advanced domestic heaters) producing high levels of indoor 
and outdoor air pollution. The goal of modernized biomass 
energy is to increase the fuel’s energy density while 
decreasing its emissions during production and use. 
Modernizing biomass energy production however faces a 
variety of challenges that must be adequately addressed and 
dealt with before the widespread implementation of bio 
energy systems can occur. These issues include technical 
problems (just discussed), resource availability, 
environmental impacts, and economic feasibility.  

 
 Wind Energy 
 Wind has considerable potential as a global clean energy 

source, being both widely available, though diffuse, and 
producing no pollution during power generation. Wind 
energy has been one of humanity’s primary energy sources 
for transporting goods, milling grain, and pumping water for 
several millennia. From windmills used in China, India and 
Persia over 2000 years ago to the generation of electricity in 
the early 20th century in Europe and North America wind 
energy has played an important part in our recorded history. 
As industrialization took place in Europe and then in 
America, wind power generation declined, first gradually as 
the use of petroleum and coal, both cheaper and more 
reliable energy sources, became widespread, and then more 
sharply as power transmission lines were extended into most 
rural areas of industrialized countries. The oil crises of the 
70’s, however, triggered renewed interest in wind energy 
technology for grid connected electricity production, water 
pumping, and power supply in remote areas, promoting the 
industry’s rebirth.  

                                                             

 
 
This impetus prompted countries; notably Denmark and 

the United States, to establish government research and 
development (R&D) programs to improve wind turbine 
technology. In conjunction with private industry research 
this lead to a reemergence in the 1980’s of wind energy in 
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the United States and Europe, when the first modern grid-
connected wind turbines were installed. In the 1990’s this 
development accelerated, with wind becoming the fastest 
growing energy technology in the world developing into a 
commercially competitive global power generation industry. 
While in 1990 only about 2000 MW of grid-connected wind 
power was in operation worldwide by 1999 this figure had 
surpassed 10,000 MW, not including the over one million 
water-pumping wind turbines located in remote areas. Since 
1990 the average annual growth rate in world wind 
generating capacity has been 24 percent, with rates of over 
30 percent in the last two years. Today there is more than 
13,000 MW of installed wind power, double the capacity that 
was in place just three years earlier. This dramatic growth 
rate in wind power has created one of the most rapidly 
expanding industries in the world, with sales of roughly $2 
billion in 1998, and predictions of tenfold growth over the 
next decade. Most 2000 forecasts for installed capacity are 
being quickly eclipsed with wind power having already 
passed the 10,000 MW mark in early 1999. 

 
Solar Photovoltaic and Solar Thermal Technologies 
There are two basic categories of technologies that convert 

sunlight into useful forms of energy, aside from biomass-
based systems that do this in a broader sense by using 
photosynthesis from plants as an intermediate step. First, 
solar photovoltaic (PV) modules convert sunlight directly 
into electricity. Second, solar thermal power systems use 
focused solar radiation to produce steam, which is then used 
to turn a turbine producing electricity. The following 
provides a brief overview of these technologies, along with 
their current commercial status. 

Solar Photo voltaics 
 

 
 
Solar PV modules are solid-state semiconductor devices 

with no moving parts that convert sunlight into direct-current 
electricity. The basic principle underlying the operation of 
PV modules dates back more than 150 years, but significant 
development really began following Bell Labs’ invention of 
the silicon solar cell in 1954. The first major application of 
PV technology was to power satellites in the late 1950s, and 
this was an application where simplicity and reliability were 
paramount and cost was a secondary concern.  

 

Since that time, enormous progress has been made in PV 
performance and cost reduction, driven at first by the U.S. 
space. 

Solar Thermal Systems 
Solar thermal power systems use various techniques to 

focus sunlight to heat an intermediary fluid, known as heat 
transfer fluid that then is used to generate steam. The steam 
is then used in a conventional steam turbine to generate 
electricity. At present, there are three solar thermal power 
systems currently being developed: parabolic troughs, power 
towers, and dish/engine systems. Because these technologies 
involve a thermal intermediary, they can be readily 
hybridized with fossil fuels and in some cases adapted to 
utilize thermal storage. The primary advantage of 
hybridization and thermal storage is that the technologies can 
provide dispatchable power and operate during periods when 
solar energy is not available. Hybridization and thermal 
storage can enhance the economic value of the electricity 
produced, and reduce its average cost. Parabolic trough solar 
thermal systems are commercially available. These systems 
use parabolic trough-shaped mirrors to focus sunlight on 
thermally efficient receiver tubes that contain a heat transfer 
fluid. This fluid is heated to about 390° C. (734° F) and 
pumped through a series of heat exchangers to produce 
superheated steam that powers a conventional turbine 
generator to produce electricity. Nine of these parabolic 
trough systems, built in 1980s, are currently generating 354 
MW in Southern California. These systems, sized between 
14 and 80 MW, are hybridized with up to 25 percent natural 
gas in order to provide dispatchable power when solar 
energy is not available. Power tower solar thermal systems 
are in the demonstration and scale-up phase. They use a 
circular array of heliostats (large individually-tracking 
mirrors) to focus sunlight onto a central receiver mounted on 
top of a tower. The first power tower, Solar One, was built in 
Southern California and operated in the mid-1980s. This 
initial plant used a water/steam system to generate 10 MW of 
power. In 1992, a consortium of U.S. utilities joined together 
to retrofit Solar One to demonstrate a molten-salt receiver 
and thermal storage system. The addition of this thermal 
storage capability makes power towers unique among solar 
technologies by allowing dispatchable power to be provided 
at load factors of up to 65 percent. In this system, molten-salt 
is pumped from a “cold” tank at 288° C. (550° F) and then 
cycled through the receiver where it is heated to 565° C. 
(1,049° F) and finally returned to a “hot” tank. The hot salt 
can then be used to generate electricity when needed. 
Current designs allow storage ranging from 3 to 13 hours. 
Dish/engine solar thermal systems, currently in the prototype 
phase, use an array of parabolic dish-shaped mirrors to focus 
solar energy onto a receiver located at the focal point of the 
dish. Fluid in the receiver is heated to 750° C (1,382° F) and 
used to generate electricity in a small engine attached to the 
receiver. Engines currently under consideration include 
Stirling and Brayton-cycle engines. Several prototype 
dish/engine systems, ranging in size from 7 to 25 kW, have 
been deployed in various locations in the U.S. and 
elsewhere. High optical efficiency and low startup losses 
make dish/engine systems the most efficient of all solar 
technologies, with electrical conversion efficiencies of up to 
29.4 percent. In addition, the modular design of dish/engine 
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systems make them a good match for both remote power 
needs, in the kilowatt range, as well as grid-connected utility 
applications in the megawatt range.System capital costs for 
these systems are presently about $4-5 per watt for parabolic 
trough and power tower systems, and about $12-13 per watt 
for dish/engine systems. However, future cost projections for 
trough technology are higher than those for power towers 
and dish/engine systems due in large part to their lower solar 
concentration and hence lower operating temperature and 
efficiency. By 2030, the U.S. Department of Energy 
forecasts costs of $2.70 per watt, $2.50 per watt, and $1.30 
per watt, respectively, for parabolic trough, power tower, and 
dish engine systems. 

 
   Hydropower 
 

 
 
Hydropower is the largest renewable resource used for 

electricity. It plays an essential role in many regions of the 
world with more than 150 countries generating hydroelectric 
power. A survey in 1997 by The International Journal on 
Hydropower & Dams found that hydro supplies at least 50 
percent of national electricity production in 63 countries and 
at least 90 percent in 23 countries. About 10 countries obtain 
essentially all their commercial electricity from hydro, 
including Norway, several African nations, Bhutan and 
Paraguay. There is about 700 GW of hydro capacity in 
operation worldwide, generating 2600 TWh/year (about 19 
percent of the world’s electricity production). About half of 
this capacity and generation is in Europe and North America 
with Europe the largest at 32 percent of total hydro use and 
North America at 23 percent of the total. However, this 
proportion is declining as Asia and Latin America 
commission large amounts of new hydro capacity. Small, 
mini and micro hydro plants (usually defined as plants less 
than 10 MW, 2 MW and 100kW, respectively) also play a 
key role in many countries for rural electrification. An 
estimated 300 million people in China, for example, depend 
on small hydro. 

 
 
 

Geothermal Energy 
Geothermal energy, the natural heat within the earth, 

arises from the ancient heat remaining in the Earth's core, 
from friction where continental plates slide beneath each 
other, and from the decay of radioactive elements that occur 
naturally in small amounts in all rocks. For thousands of 
years, people have benefited from hot springs and steam 
vents, using them for bathing, cooking, and heating. During 
this century, technological advances have made it possible 
and economic to locate and drill into hydrothermal 
reservoirs, pipe the steam or hot water to the surface, and use 
the heat directly (for space heating, aquaculture, and 
industrial processes) or to convert the heat into electricity. 

 
         
Environmental Impacts 
Geothermal fluids contain variable concentrations of 

gases, largely nitrogen and carbon dioxide with some 
hydrogen sulphide and smaller proportions of ammonia, 
mercury, radon and boron.Most of these chemicals are 
concentrated in the disposal water which is usually reinjected 
back into the drill holes so that there is minimal release into 
the environment. The concentrations of the gases are usually 
low enough not to be harmful or else the abatement of toxic 
gases can be managed with current technology.Carbon 
dioxide is the major component of the noncondensible gases 
in the steam, but its emission into the atmosphere per kWh is 
well below the figures for natural gas, oil, or coal-fired 
power plants. Hydrogen sulphide is the pollutant of most 
major concern in geothermal plants yet even the sulfur 
emitted with no controls is only half what is emitted from a 
coal-fired plant. Overall, with present technology able to 
control the environmental impact of geothermal energy 
development, it is considered to be a relatively benign source 
of energy. 

 
 Conclusions  
Hydropower is a significant source of electricity 

worldwide and will likely continue to grow especially in the 
developing countries. While large dams have become much 
riskier investment there still remains much unexploited 
potential for small hydro projects around the world. It is 
expected that growth of hydroelectricity will continue but at 
a slower rate than that of the 70’s and 80’s. Thus, the 
fraction of hydroelectricity in the portfolio of primary 
sources of energy, which is today at 19 percent, is expected 
to decrease in the future. Improvements and efficiency 
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measures are needed in dam structures, turbines, generators, 
substations, transmission lines, and environmental mitigation 
technology if hydropower’s role as a clean renewable energy 
source is to continue to be supported. 

 
Geothermal as noted is not available everywhere 

especially with the resources required for the production of 
electrical energy on an industrial scale. Nonetheless, 
geothermal energy is generally cost competitive with 
conventional energy sources and is produced by well proven 
conventional technology. It is reliable and has been used for 
the more than half of the last century to heat large municipal 
districts, as well as to feed power plants generating hundreds 
of megawatts of electricity. It has strong potential to 
continue to expand, especially in the developing countries 
and is a clean energy source which can help contribute to 
reducing our greenhouse gas emissions. It is felt that in the 
near-term the future development of geothermal could help 
fulfill a bridging function during the next few decades as 
other more modern clean fuel technologies and renewable 
mature enough to provide a meaningful share of the world 
energy supply. In conclusion, we believe that the promise of 
renewable energy has now become a reality. Both solar 
photovoltaics and wind energy are experiencing rapid sales 
growth, declining capital costs and costs of electricity 
generated, and continued performance increases. Because of 
these developments, market opportunity exists now to both 
innovate and to take advantage of emerging markets, with 
the additional assistance of governmental and popular 
sentiment. The development and use of these sources can 
enhance diversity in energy supply markets, contribute to 
securing long term sustainable energy supplies make a 
contribution to the reduction of local and global atmospheric 
emissions provide commercially attractive options to meet 
specific needs for energy services particularly in developing 
countries and rural areas, and create new employment 
opportunities. 
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Abstract: Reliability evaluation of power system is essential in 
system planning and efficient operation. System states at 
various uncertainties such as equipment failures and variations 
of generation and load are determined to find the reliability 
indices. Power-generating system involves large number of 
system states and hence it is normally not feasible to enumerate 
all possible failure states to calculate the reliability indices. The 
most probable failure states contribute significantly to the 
adequacy indices. Existing sampling method called as Monte 
Carlo simulation is less efficient in selecting system failure 
states. Hence, some metaheuristics-based search algorithms, 
through their inherent convergence mechanisms, appear 
promising to find out the meaningful system states in a 
reasonable time. In this paper an attempt is made to evaluate 
system reliability indices using an advanced optimization 
technique called Seeker optimization algorithm. 

Keywords: Reliability Assessment, Reliability Indices, Seeker 
Optimization Algorithm (SOA). 

 
I. INTRODUCTION 

Reliability is a measure of the ability of a system to 
perform its designated functions under the conditions within 
which it was designed to operate. Power system reliability is 
a measure of the ability to deliver electricity to all points of 
utilization at acceptable standards and in the amount desired. 
Various adequacy indices are defined to evaluate the 
existence of sufficient facilities within the system to satisfy 
load demand as well as system operational constraints[1]. 
Adequacy assessment is an important component to ensure 
the proper operations of power systems. Power generation 
adequacy relates to the facilities necessary to generate 
sufficient energy in the presence of different system 
uncertainties. For most combinatorial optimization problems, 
as their dimension increases, the computational time needed 
by exact methods grows exponentially [2].  
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Metaheuristics are approximate methods for resolving 
these challenging problems, and they can be applied to 
derive an adequate solution in a reasonable amount of 
time[3]. In today’s power-generating systems, the number of 
generating units has become very large. Inevitably, adequacy 
assessment of power systems becomes more challenging due 
to their larger scale and increasing complexity. Thus, in 
adequacy assessment, exhaustive enumeration is usually 
impractical due to an innumerable number of system states 
incurred. 
 

To solve the problem, in this study Seeker Optimization 
Algorithm (SOA) is used to find out a set of probable failure 
states, which contribute most significantly to the entire 
system adequacy indices. SOA is based on the guided 
stochastic search inspired by human behaviour. Like genetic 
algorithm (GA).SOA is also a population based stochastic 
search algorithm. In this study, based on its optimization 
mechanism.SOA is used to scan and find out a set of most 
probable failure states which contribute considerably to 
system reliability indices.  

 
Section 2 of the paper elucidates the adopted 

optimization algorithm. Section 3 provides the steps to find 
the system failure states using Seeker Optimization 
Algorithm. 
 

II. SEEKER OPTIMIZATION ALGORITHM 

Seeker Optimization algorithm is a human search 
capability and understandability based algorithm with greater 
convergence speed and search criteria. The number of 
control parameters to search global optima is decreased with 
SOA. The algorithm works on a population set where each 
member in the population is called as Seeker. Total 
population set is divided into K sub populations with equal 
number of seekers [4] to [6]. Seekers in the subpopulation 
search in different domains of search space to attain optimal 
solution. 

SOA involves 
(i) Computing Search Direction for each seeker. 
(ii) Calculating Step Length for each seeker. 
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A. Computation of Search Direction 

Search direction for each seeker is based on two main 
behaviors, Self and cognitive learning. Every seeker believes 
that he should achieve his best position from his experience. 
This is called as Egotistic behavior. Also every seeker in the 
subpopulation acts as neighbor for every other seeker and 
communicates with each other within neighborhood and 
neighbor subpopulation to attain global best position. (1-3). 

Directions are computed as below. 
 

                              (1) 

 
                             (2) 

 
                            (3) 

 

In addition to above behaviors, each seeker acts in response 
to its past position. This is given by (4). 

                                (4) 

 is seekers personal best position,  is 

neighborhood  best position of each seeker and  is 

neighbors best position in the subpopulation. Thus each 
seeker has its own four directions. Sign function gives a 
combination 1, 0,-1 set of directions for each seeker. The 
final search direction is computed based on the following 
rule. 
Let 

 

 

 
 
with a randomly selected number (r),the search direction is 
computed as per the selection rule. 
 

   (5) 

B. Computation of Step Length 

One of the differentiating features of SOA from that of 
other algorithms is that fuzzy reasoning is applied to 
compute the step length. Step length decides how far a 
seeker has to move its position for the computed direction. 
Fuzzy system replicates the human reasoning for any 

specified applications. Sequence numbers are allotted for 
fitness values sorted in descending order to calculate  

value (equation 6). 

                          (6) 

 is the sequence number representing the ith seeker, S is the 

subpopulation number and ,  can take values of 
0.95 and 0.0111 respectively. 

Step length for each seeker is computed as per (7). 
 

                             (7) 

with 
,  ranging from 0.9 to 0.1. 

. 

Each seeker is updated to a new value based on search 
direction and step length as in (8). 

                                            (8) 

To avoid subpopulations trapping local optimal solution, 
the worst seeker from each subpopulation is replaced with 
the best from other to subpopulation. Binomial crossover 
method [7] is applied for avoiding the worst seeker to take 
part in consequent steps. 
 

III.  RELIABILITY EVALUATION OF 
GENERATION SYSTEM USING SOA 

Adequacy analysis of power systems essentially consists 
of identification and evaluation of failure states, states in 
which the power system cannot satisfy customer demand and 
load shedding action is needed to maintain the system 
integrity. These most probable failure states contribute most 
significantly to the adequacy indices including loss of load 
expectation (LOLE), loss of load frequency (LOLF), and 
expected energy not supplied (EENS). 
 

Monte Carlo simulation is currently the most common 
method used in states sampling, yet it suffers from three 
major drawbacks. The first one is the excessive simulation 
time. The second one is the lack of information about outage 
scenarios that can happen and the contribution of different 
system components to these outages. The third one is the 
difficulty to sample failure states when system reliability is 
very high which the case is in most practical systems. 

 
The developed technique uses SOA as a search tool to 

find the most probable system failure states. These states are 
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stored in an array during the search operation, and then this 
array is convoluted discretely with hourly load values to find 
all the indices [8]. Every generation unit is assumed to have 
two states, up and down. It has its own forced outage rate 
(FOR), failure rate λ and repair rate µ. The probability of any 
unit down is equal to it’s FOR. Each state i have its own 
probability PGi, contribution to system failure frequency 
FGi, generation capacity Capi and total number of equivalent 
permutations copyi. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3.1 Flowchart for SOA implementation for   reliability 
assessment 

 

A.  SOA algorithm structure for state array construction 
 

Power generation system state array can be constructed 
as follows. 
1. Generate a population of individuals randomly. The 

states of   generators are initialized by binary numbers. 
2. Evaluate each individual based on the defined objective 

function. If its value is less than the specified threshold (a 
small value below which the corresponding states are 
filtered out), it is assigned a very small fitness value in 
order to reduce its chance of participating in subsequent 
SOA operations.  

3. Based on the attained state array, the overall system 
probability of load loss against the maximum load 
demand is calculated. The objective value of state is 
calculated as follows. 

 
 

where bj is the value of the binary number representing 
generating unit j, and gj is its  generating capacity 

   
1. (a) For failure state Calculate chromosome 

probability 
 

 

    gpj is generating unit state probability  which can take one 
of the following values:  
    gpj = 1-FORj if bj = 1 or gpj = FORj if bj = 0 
 
                (b) Calculate the number of all possible 
permutations of the evaluated state. 

 
                (c) The fitness of the chromosome can be 
calculated as 

 
 
                    (d) Update the probability of loss of load for 
max load 

 
The steps are repeated for all units in the population. 
 
a.  Calculating Reliability Indices 

 
The obtained state array is used to find the various 

reliability indices of the system. Consider the load value at 
hour j is LHj. Loss-of-load probability (LOLP) for this load 
value is calculated as follows. 

Start 

Generate initial population set. 
Divide the population into K 
subpopulation  

Calculate the fitness for each 
seeker  

Obtain seekers personal best 
position , neighborhood best 
position and neighbor’s best 

position  

Compute search direction using 
(1) to (5) 

Compute step length using (7) 

Seekers are updated as in (8) 

Compute fitness of value of each 
updated seeker 

Update   ,    and  

Stopping 
criterion 
satisfied? 

Optimal value is obtained 

Stop 
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After calculating LOLP for all load values, LOLE in hours 
per year is calculated 
 

 

 
Power not supplied (PNS) in megawatts is calculated for 
each hourly load value LHi, and consequently, expected 
energy not supplied in megawatts hour is calculated. 
 

 

 

 
IV. RESULT 

 
The proposed method has been tested on the IEEE RTS-

79 [9]. The RTS-79 consists of 32 generating units with the 
smallest unit capacity of 12MW and the largest unit capacity 
of 400MW. The total installed capacity is 3405MW. Results 
obtained in comparison with those obtained by the other 
algorithms are given in Table I. The number of yearly hours 
used is 8736 and not 8760 as indicated in previous equations 
since the load data are given for only 364 days in the IEEE-
RTS.  

 
Table I: Comparison of reliability indices from various 

optimization algorithms 
Adequacy 

indices 
Monte Carlo 
simulation 

Genetic 
Algorithm SOA 

EENS 1168 1163 1159 
LOLE 9.355 9.324 9.299 

 
The best values obtained from 100 trials with different 

population are tabulated in table II. 
 

Table II: Best values of reliability indices obtained from 
100 trials 

No of seekers LOLP 
(hrs/year) 

EENS 
(MWh) 

30 9.299 1159 
60 9.294 1159 
90 9.194 1158 
120 9.194 1158 

 
The iteration versus reliability indices graph is shown in 
figure 4.1 and figure 4.2 
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Figure 4.1 LOLP convergence for RTS with iteration count 100(60 

seekers) 
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Figure 4.1 EENS convergence for RTS with iteration count 100(60 

seekers) 

 

Simulation result shows that the adopted SOA proves to 
be more efficient in finding the failure states than other 
propose algorithms. 

 
V. CONCLUSION  

 
The work presented illustrates a new method to calculate 

generation system adequacy indices. The proposed method is 
based on Seeker Optimization Algorithm that searches the 
state space to scan most probable failure states and stores 
them in a state array. The search process is guided through 
its fitness function. State array is also used to obtain useful 
information about the contribution of different states and 
generation unit combinations to the probability of system 
failure. SOA has shown to be effective in searching out 
eligible system states within a reasonable time. The 
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advantages of the proposed method are also evaluated with 
respect to other existing methods including the analytical 
method and Monte Carlo simulation. 
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Sensorless Approach for Speed Control of 
Induction Motor using MRAS 

 
Shrinivas P. Ganjewar and Chandulal guguloth 

 
 

ABSTRACT: This paper presents a model reference adaptive 
system-based sensorless induction motor drive. In this scheme, 
an adaptive pseudoreduced-order flux observer is used instead 
of the adaptive full-order flux observer. Simulation results show 
that proposed scheme can estimate the motor speed under 
various adaptive PI gains and estimated speed can replace to 
measured speed in sensorless induction motor drives. 
 

Index Terms—adaptive speed estimation, Induction motor, 
Model reference adaptive control. 
 

I. INTRODUCTION 
Indirect field-oriented control (IFOC) method is widely 

used for IM drives. By providing decoupling of torque and 
flux control demands, the vector control can navigate an AC 
motor drive similar to a separately excited DC motor drive 
without sacrificing the quality of the dynamic performance. 
Within this scheme, a rotational transducer such as a 
tachogenerator, an encoder or a resolver, was often mounted 
on the IM shaft. However, a speed sensor cannot be mounted 
in some cases, such as motor drives in a hostile environment 
or high-speed motor drives. Also such sensors lower the 
system reliability and require special attention to noise. 
Therefore, sensorless induction motor (IM) drives are widely 
used in industry for their reliability and flexibility, 
particularly in hostile environment. 

 
Various sensorless field-oriented control (FOC) methods 

for induction motor (IM) drives have been proposed using 
software instead of hardware speed sensor. Adaptive full-
order flux observers (AFFO) for estimating the speed of IM 
were developed using Popov’s and Lyapunov’s stability 
criteria. While these schemes are not computationally 
intensive, an AFFO with a non-zero gain matrix may become 
unstable. The proportionality constant in the adaptive 
algorithm has to be adapted for different speeds. If the gain 
matrix of the AFFO is set to Zero, no adaptation is required. 
However, large speed errors may occur under heavy loads 
and steady-state disturbances affecting light loads. An 
adaptive pseudoreduced- order flux observer (APFO) for 
sensorless FOC was proposed in using the Lyapunov’s 
method. The performance of the estimator using APFO was 
shown to be superior compared to that using AFFO scheme 
only at medium speed. Further, accuracy of speed estimation 
over the entire operating speed range strongly depends on 
this mechanical model and the IM torque estimation.  

 
 
 

Shrinivas P. Ganjewar and Chandulal guguloth are working in Electrical 
Engineering Dept. SKN Sinhgad College of Engineering Koti, Pandharpur, 
and Maharastra, Email: chandu05210@gmail.com 

In the MRAS-based technique for sensorless induction 
motor drives the rotor speed is estimated with an APFO and 
is used as the feedback signal for the FOC. The rotor flux is 
estimated through a closed-loop observer, thus eliminating 
the need for auxiliary variables related to the flux and need 
for the pure integration for flux calculations. As a result, the 
drive has a wider adjustable speed range and can be operated 
at zero and very low speeds.  
 
II. MODEL REFERENCE ADAPTIVE SYSTEM 

(MRAS): 
The model reference adaptive system (MRAS) is one of 

the major approaches for adaptive control and is one of many 
promising techniques employed in adaptive control. Among 
various types of adaptive system configuration, MRAS is 
important since it leads to relatively easy to- implement 
systems with high speed of adaptation for a wide range of 
applications. The basic scheme of the MRAS given in Fig. 1 
is called a parallel configuration (output error method) 
MRAS in order to differentiate it from other MRAS 
configurations where the relative placement of the reference 
model and of the adjustable system is not the same. The 
MRAS scheme presented above are characterized by the fact 
that the reference model was disposed in parallel with the 
adjustable system. The series–parallel configuration 
(equation error method) is used in general for parameter 
identification. In this configuration, the reference model is 
partitioned into two parts: one in series with the adjustable 
system and one in parallel with the adjustable model. The 
series configuration is also used for identification and is 
often called the input error method. In this scheme the 
reference and adjustable models are located in series.  

 

The use of parallel MRAS is determined by its excellent 
noise-rejection properties that allow obtaining unbiased 
parameter estimates, and in this scheme an error vector is 
derived using the difference between the outputs of two 
dynamic models, i.e. the reference and adjustable models, 
where only one of the models includes the estimated 
parameter as a system parameter, i.e. speed/resistance, and 
the inputs of two models are the same. The error vector, e, is 
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driven to zero through an adaptive law. As a result, the 
estimated parameter, X1 , will converge to its true value X. 
One of the most noted advantages of this type of adaptive 
system is its high speed of adaptation. This is due to the fact 
that a measurement of the difference between the outputs of 
the reference model and adjustable model is obtained 
directly by the comparison of the states (or outputs) of the 
reference model with those of the adjustable system. The 
block ‘‘reference model’’ represents demanded dynamics of 
actual control loop. The block ‘‘adjustable model’’ has the 
same structure as the reference one, but with adjustable 
parameters instead of the unknown ones. 

 
The main drawbacks of this algorithm are its sensitivity 

to inaccuracies in the reference model, and difficulties of 
designing the adaptation mechanism block in MRAS. 
Selection of adaptive mechanism gains is a compromise 
between achieving a high speed of response and high 
robustness to noise and disturbances affecting the system. 
With the large PI gains for rotor speed identification in 
adaptive mechanism,   and , the convergence speed for 
speed estimation is fast; however, high order harmonic 
components and noises are present in the estimated speed. 
 

III. ADAPTIVE FLUX OBSERVER: 
For an induction motor, if the stator current is and rotor flux  

 are selected as the state variables, the state equations can 
be expressed as (1) in the stationary reference Frame. 

 
 

 
 

 
 

 
 

 
 

 
 

 
 
Where R1, R2 and L1, L2 are stator and rotor resistances and 
self-inductances, respectively, Lm is mutual inductance,  is 
the rotor time constant L2/R2 and  is  electrical motor 
angular speed.  

 
The APFO flux observer can be written as follows 

W
here 

Is 

and Vs are measured values of stator current vector and stator 
voltage vector, respectively, G is the reduced-order observer 
gain matrix which is also determined to make (3) stable and 
^ denotes the estimated values. The observer is a closed-loop 
system, which is obtained by driving the estimated model of 
the induction motor by the residual of the current 
measurement,  . 

 
 

The estimation of stator currents is conducted by a 
closed-loop observer with a[2  2] feedback gain matrix G, 
as in (3), whereas the estimation of rotor fluxes is carried out 
by an open-loop observer of (4) without the flux error. 
Therefore, the real and estimated rotor fluxes are assumed 
the same. 

 
 

The observer gain matrix is chosen as: 

 
Where the observer gain matrix G is calculated based on the 
pole placement technique. The selection of the observer 
poles is a compromise between the rapidity of error 
responses and the sensitivity to disturbances and 
measurement noises. In practice, the eigenvalues of the 
observer are selected to be negative, so that the state of The 
observer will converge to the state of the observed system, 
and they are chosen to be somewhat more negative than the 
eigenvalues of the observed system so that convergence is 
faster than other system effects. Based on the above 
mentioned criteria 
 
Let we chose, 

 
Where g1 is proportional to the IM parameters, g2 is an 
arbitrary gain, k is an arbitrary positive constant value, and 
kp is an arbitrary value (kp -1). 

 
IV. Adaptive scheme for speed estimation: 

 
The error equation of state variables can be driven 

from 
(1) and 
(3) as 
follows: 

 
 
Where W is the nonlinear block and is defined as: 
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The error matrices , and  are represented by: 
Where  is the estimated speed error, and  is 

the estimated error of stator resistance. Using (7), a MRAS 
representation of the system is shown in Fig. 2, which is 
constructed from a linear time-variant forward path transfer 

matrix and a nonlinear feedback block.   And 

 are the identifying mechanisms for the motor speed 
and stator resistance estimators, respectively. The system is 
hyper stable, if the forward path transfer matrix is strictly 
positive real and the input and output of the nonlinear 
feedback block satisfies Popov’s integral inequality of (9).  

In this section we discuss the case where the 
primary resistance and rotor speed are set incorrectly. In 
such a case, the Popov’s integral inequality as follows: 
Where and is a finite positive constant, 
which is independent of t0. 

 
It is verified that the Popov’s inequality of (9) is satisfied 

if the estimate of the resistance is chosen to be a linear 
function of an inner product of the current estimate and the 
estimation error and the estimate of the rotor speed is chosen 
to be a linear function of an inner product of the flux 
estimate and the stator current estimation error. Stating in the 
form of a theorem we get: 

 

V. SIMULATION RESULTS: 
The basic configuration of speed estimation of 

sensorless induction motor drive is shown in Fig. 3. This 
configuration will be used for both simulation and 
experimentation. All reference or command preset values are 

superscripted with a ‘‘*’’ in the diagram. IM speed will be 
estimated by (11) and will be compared with the set point in 
order to create speed error. The error between the estimated 
and command values of speed drives the speed PI controller 

which in turn generates the required command value for the 

torque current component ( ).  
The current controlled voltage source inverter with field 

orientation control provides a fast time response and a 
smoother inverter current output. Although many current 
control algorithms have been proposed in recent years, 
hysteresis band current control is still a preferred method. It 
presents a simple and fast control as well as flexibility in 
maintaining the stator current in a predetermined specified. 
This algorithm is especially suitable for implementing the 
field orientation control. Hysteresis band current control can 
rapidly follow any dynamical current demand change in a 
shorter time span than any other control method. As a result, 
this control algorithm offers a higher quality dynamical 
torque control. Estimated rotor speed and estimated rotor 
flux angle  are achieved by the MRAS-based 

pseudoreduced- order flux observer.  And  are the 
magnetizing and torque components of the stator current, 
respectively. These components are the equivalent dc values 
in the synchronously rotating reference frame. By the 
application of inverse Clarke and Park transformations in 
‘‘Vector Rotator’’ block, the command values and 

can be obtained. These real time values will be compared 
with the measured or sensed currents ia, ib, and ic to generate 
proper pulsing sequence in order to fire the IGBT switching 
devices of the inverter.  

 
Figs. 4and 5 show the behavior of IM speed estimation 

under various values of adaptive scheme PI gains. These 
figures show that with the large PI gains for the adaptive 
scheme, Kp3 and Ki3, the convergence for the speed 
estimation is fast, however, a lot of high order harmonics are 
present in the estimated speed. In Fig. 4 where the IM rotates 
at a constant speed (200 rpm) under no load condition and 
initial value of the estimated speed is zero, the estimated 
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speed reaches the real one in less than 0.35 s. With larger PI 
gains the convergence time reduces to 0.25 s as in Fig. 5.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

VI. CONCLUSION: 
This paper presents a MRAS-based APFO 

sensorless induction motor drive. This method has been 
applied to a direct field-oriented induction motor control 
with and without speed sensors. The simulation results 
demonstrated that with larger PI gains for the adaptive PI 
regulators, the convergence for the speed estimation is fast, 
however, higher order harmonics and noises are included in 
the estimated speed. The validity of the MRAS-based 
pseudoreduced-order flux observer has been verified by 
simulation. 
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Simulation of New Multilevel Inverter Topology 
 

A Mallikarjuna Prasad, S Thirumalaiah, U chaithanya and P Nagarjuna 
 

 

Abstract:-Multilevel inverters have been widely accepted for 
high-power high-voltage applications. In this paper, a new 
topology with a reversing-voltage component is proposed to 
improve the multilevel performance by compensating the 
disadvantages of increased number of components, complex 
pulse width modulation control method, and voltage-balancing 
problem. This topology requires fewer components compared 
to existing inverters (particularly in higher levels) and requires 
fewer carrier signals and gate drives. There-fore, the overall 
cost and complexity are greatly reduced particularly for higher 
output voltage levels. Finally, a simulation result of the seven-
level proposed topology is observed. 

Keywords: Multilevel inverter, power electronics, SPWM, 
topology. 

I. INTRODUCTION 

Multilevel power conversion was first introduced more than two 
decades ago. The general concept involves utilizing a higher 
number of active semiconductor switches to perform the power 
conversion in small voltage steps. There are several advantages to 
this approach when compared with the conventional power 
conversion approach. The smaller voltage steps lead to the 
production of higher power quality waveforms and also reduce 
voltage (dv/dt) stress on the load and the electromagnetic 
compatibility concerns. Another important feature of multilevel 
converters is that the semiconductors are wired in a series-type 
connection, which allows operation at higher voltages. One clear 
disadvantage of multilevel power conversion is the higher number 
of semiconductor switches required. It should be pointed out that 
lower voltage rated switches can be used in the multilevel converter 
and, therefore, the active semiconductor cost is not appreciably 
increased when compared with the two - level cases. Another 
disadvantage of multi-level power converters is that the 
small voltage steps are typically produced by isolated 
voltage sources or a bank of series capacitors. To some 
extent, the voltage balancing can be addressed by using 
redundant switching states, which exist due to the high 
number of semiconductor devices. However, for a complete 
solution to the voltage-balancing problem, another multilevel 
converter may be required In recent years, there has been a 
substantial increase in interest to multilevel power 
conversion. 
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Recent research has involved the introduction of novel 
converter topologies and unique modulation strategies. 
However, the most recently used inverter topologies, which 
are mainly addressed as applicable multilevel inverters, are 
cascade converter, neutral-point-clamped (NPC) inverter, 
and flying capacitor inverter. There are also some 
combinations of the mentioned topologies as series 
combination of a two-level converter with a three-level NPC 
converter which is named cascade 3/2 multilevel inverter. 
There is also a series combination of a three-level cascade 
converter with a five-level NPC converter which is named 
cascade 5/3 multilevel inverter Some new approaches have 
been recently suggested such as the topology utilizing low-
switching-frequency high-power devices Although the 
topology has some modification to reduce output voltage 
distortion, the general disadvantage of this method is that it 
has significant low-order current harmonics. It is also unable 
to exactly manipulate the magnitude of output voltage due to 
an adopted pulse-width modulation (PWM) method  
 

In multilevel output is generated with a multi-winding 
transformer. However, the design and manufacturing of a 
multi-winding transformer are difficult and costly for high-
power applications. A novel four-level inverter topology is 
also proposed, and it is valid for inverters with even number 
of voltage levels and not capable of outputting a zero-voltage 
state. As a result, the inverter output phase voltage for zero 
modulation indexes is a bipolar waveform taking two distinct 
values and exhibits high rms value and considerable 
harmonic energy concentrated at the switching frequency. 
This is a disadvantage of the proposed inverter, particularly 
when it should output low or zero voltage to a load.   This 
paper presents an overview of a new multilevel inverter 
topology named reversing voltage (RV). This topology 
requires less number of components compared to 
conventional topologies. It is also more efficient since the 
inverter has a component which operates the switching 
power devices at line frequency. Therefore, there is no need 
for all switches to work in high frequency which leads to 
simpler and more reliable control of the inverter. 

 
This paper describes the general multilevel inverter 

schematic. A general method of multilevel modulation phase 
disposition (PD) SPWM is utilized to drive the inverter and 
can be extended to any number of voltage levels. The 
simulation results of the proposed topology are also 
presented. 
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  Fig.1. Schematic of a seven-level inverter in   single   
phase. 

 
II. NEW MULTILEVEL TOPOLOGY 

A. General Description 
In conventional multilevel inverters, the power 

semiconductor switches are combined to produce a high-
frequency wave- form in positive and negative polarities. 
However, there is no need to utilize all the switches for 
generating bipolar levels. This topology is a hybrid 
multilevel topology which separates the output voltage into 
two parts. One part is named level generation part and is 
responsible for level generating in positive polarity. This part 
requires high-frequency switches to generate the required 
levels. The switches in this part should have high-switching-
frequency capability. The other part is called polarity 
generation part and is responsible for generating the polarity 
of the output voltage, which is the low-frequency part 
operating at line frequency. 

 
The topology combines the two parts (high frequency and 

low frequency) to generate the multilevel voltage output. In 
order to generate a complete multilevel output, the positive 
levels are generated by the high-frequency part (level 
generation), and then, this part is fed to a full-bridge inverter 
(polarity generation), which will generate the required 
polarity for the output. This will eliminate many of the 
semiconductor switches which were responsible to generate 
the output voltage levels in positive and negative polarities. 
The RV topology in seven levels is shown in Fig. 1. As can 
be seen, it requires ten switches and three isolated sources. 
The principal idea of this topology as a multilevel inverter is 
that the left stage in Fig. 1 generates the required output 
levels (without polarity) and the right circuit (full-bridge 
converter) decides about the polarity of the output voltage. 
This part, which is named polarity generation, transfers the 
required output level to the output with the same direction or 
opposite direction according to the required output polarity. 
It reverses the voltage direction when the voltage polarity 
requires to be changed for negative polarity. 

 
This topology easily extends to higher voltage levels by 

duplicating the middle stage as shown in Fig. 1. Therefore, 
this topology is modular and can be easily increased to 

higher voltage levels by adding the middle stage in Fig 1. It 
can also be applied for three-phase applications with the 
same principle. This topology uses isolated dc supplies. 
Therefore, it does not face voltage-balancing problems due 
to fixed dc voltage values. In comparison with a cascade 
topology, it requires just one-third of isolated power supplies 
used in a cascade-type inverter. 

 

 

 

 

 

 

 

 Fig. 2. Three-phase RV multilevel topology. 

In Fig 2, the complete three-phase inverter for seven 
levels is shown with a three-phase delta-connected system. 
According to Fig. 2, the multilevel positive voltage is fed to 
the full-bridge converter to generate its polarity. Then, each 
full-bridge converter will drive the primary of a transformer. 
The secondary of the transformer is delta (Δ) connected and 
can be connected to a three-phase system. This topology 
requires fewer components in comparison to conventional 
inverters. Another advantage of the topology is that it just 
requires half of the conventional carriers for SPWM 
controller. SPWM for seven-level conventional converters 
consists of six carriers, but in this topology, three carriers are 
sufficient. The reason is that, according to Fig. 1, the 
multilevel converter works only in positive polarity and does 
not generate negative polarities. Therefore, it implements the 
multilevel inverter with a reduced number of carriers, which 
is a great achievement for inverter control. It is also 
comparable to single-carrier modulation while this topology 
requires the same number of signals for PWM. However, this 
topology needs one modulation signal which is easier to 
generate as opposed to the single-carrier modulation method 
which needs several modulation signals another 
disadvantage of this topology is that all switches should be 
selected from fast switches, while the proposed topology 
does not need fast switches for the polarity generation part. 

 
TABLE I 

SWITCHING SEQUENCE FOR     EACH LEVEL 
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B. Switching Sequences  

Switching sequences in this converter are easier than its 
counter parts. According to its inherent advantages, it does 
not need to generate negative pulses for negative cycle 
control. Thus, there is no need for extra conditions for 
controlling the negative voltage. Instead, the reversing full-
bridge converter performs this task, and the required level is 
produced by the high-switching-frequency component of the 
inverter. Then, this level is translated to negative or positive 
according to output voltage requirements. This topology is 
redundant and flexible in the switching sequence. Different 
switching modes in generating the required levels for a 
seven-level RV inverter are shown in Table I. In Table I, the 
numbers show the switch according to Fig. 1 which should 
be turned on to generate the required voltage level. 
According to the table, there are six possible switching 
patterns to control the inverter. It shows the great 
redundancy of the topology. However, as the dc sources are 
externally adjustable sources (dc power supplies), there is no 
need for voltage balancing for this work. 

 

 

 

 

 

  

Fig.3.Switching sequences for different level generation.  

 

Fig. 4. SPWM carrier and modulator for RV topology 

In order to avoid unwanted voltage levels during 
switching cycles, the switching modes should be selected so 
that the switching transitions become minimal during each 
mode transfer. This will also help to decrease switching 

power dissipation. According to the aforementioned 
suggestions, the sequences of switches (2–3-4), (2-3-5), (2-6-
5), and (1, 5) are chosen for levels 0 up to 3, respectively. 
These sequences are shown in Fig. 3. As can be observed 
from Fig. 3, the output voltage levels are generated in this 
part by appropriate switching sequences. The ultimate output 
voltage level is the sum of voltage sources, which are 
included in the current path that is marked in bold. In order 
to produce seven levels by SPWM, three saw-tooth 
waveforms for carrier and a sinusoidal reference signal for 
modulator are required as shown in Fig. 4. In this paper, PD 
SPWM is adopted for their simplicity. Carriers in this 
method do not have any coincidence, and they have definite 
offset from each other. They are also in phase with each 
other. The modulator and three carriers for SPWM are 
shown in Fig.4. 

TABLE II 
SWITCHING CASES IN EACH STATE ACCORDING TO 

RELATED COMPARATOR OUTPUT 
 
 

 

 
According to Fig. 4, three states are considered. The first 

state is when the modulator signal is within the lowest 
carrier. The second state is when it is within the middle 
carrier. Finally, the third one is when it is within the highest 
carrier. In each state, certain switching patterns are adopted 
to cover the voltage requirements. According to this 
definition, the switching states and switching modes are 
described in Table II. 

 
Table II shows the relation between the right comparator 

output according to the current state and required states for 
switching to meet the voltage requirements. The right 
comparator here refers to the comparator output of the 
current state. As illustrated in Table II, the transition between 
modes in each state requires minimum commutation of 
switches to improve the efficiency of the inverter during 
switching states.  

 
The number of switches in the path of conducting current 

also plays an important role in the efficiency of overall 
converter. For example, a seven-level cascade topology has 
12 switches, and half of them, i.e., six switches, conduct the 
inverter current in each instance. However, the number of 
switches which conduct current in the proposed topology 
ranges from four switches (for generating level 3) to five 
switches conducting for other levels, while two of the 
switches are from the low-frequency (polarity generation) 
component of the inverter.  
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Therefore, the number of switches in the proposed 
topology that conduct the circuit current is lower than that of 
the cascade inverter, and hence, it has a better efficiency.  
 

The same calculation is true in a topology mentioned in 
the least number of switches in the current path for a seven-
level inverter according to its firing (for generating level 3), 
which requires one switch more in the current path compared 
to the proposed topology which requires only four 
conducting switches. 

 
The signal stage should be isolated from the power stage 

by opto couplers for control circuit protection. The drive 
circuit is also responsible to generate the dead time between 
each successive switching cycle across the dc source. 

 
The gating signal for the output stage, which changes the 

polarity of the voltage, is simple. Low-frequency output 
stage is an H-bridge inverter and works in two modes: 
forward and reverse modes. In the forward mode, switches 8 
and 9 as in Fig. 1 conduct, and the output voltage polarity is 
positive.  

 
However, switches 7 and 10 conduct in reverse mode, 

which will lead to negative voltage polarity in the output. 
Thus, the low-frequency polarity generation stage only 
determines the output polarity and is synchronous with the 
line frequency. The resulting PWM waveforms for driving 
the high-frequency switches in the level generation part are 
illustrated for one complete cycle in Fig. 5. According to Fig. 
5, high- frequency switches can be adopted in this stage 
based on the required frequency and voltage level. However, 
low-frequency polarity generation part drive signals are 
generated with the line frequency (50 Hz), and they only 
change at zero-voltage crossings. 

 
C. Number of Components 

As mentioned earlier, one of the promising advantages of 
the topology is that it requires less high-switching-frequency 
components. High-frequency switches and diodes are 
expensive and are more prone to be damaged than low-
frequency switches, the reliability of a system is indirectly 
proportional to the number of its components. Therefore, as 
the number of high-frequency switches is increased, the 
reliability of the converter is decreased. 

   Fig. 5. Complete gate signals for level generation part.  
TABLE III 

NUMBER OF COMPONENTS FOR THREE-PHASE 
INVERTERS 

               
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 
6. 
Com
pone
nts for multilevel inverters. 
     

The proposed converter, as can be seen, half of the 
switches in the full-bridge converter will not require to be 
switched on rapidly since they are only switched at zero 
crossings operating at line frequency (50 Hz). Thus, in this 
case, the reliability of the converter and also related expenses 
are highly improved. The number of required three-phase 
components according to output voltage levels (N) is 
illustrated in Table III  

 
It can clearly be inferred that the number of components 

of the proposed topology is lower than that of other 
topologies even more so as the voltage levels increase and it 
will decrease tremendously with higher voltage levels. Fig. 6 
shows the required components versus different volt- age 
levels as mentioned in Table III. As the most important part 
in multilevel inverters is the power semiconductor switches 
which define the reliability and control complexity, the 
number of required switches against the required voltage 
levels is shown in Fig. 7 for the new topology as well as 
other topologies.           
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Fig.7. Required switches for multilevel inverter. 

According to Figs. 6 and 7, the new topology requires 
fewer components and also fewer switches compared to 
others. Therefore, it should have the potential of finding 
widespread applications in high-voltage power devices and 
apparatus that includes FACTS and HVDC. It also requires 
less number of components as to conventional inverters that 
use phase shift transformers for increasing the output voltage 
levels. STATCOM, which is a type of FACTS apparatus and 
has been widely developed in recent years, can be a good 
candidate for applying the topology. In order to fulfill the 
stringent voltage harmonic standard such as IEEE519, a 
STATCOM of the conventional 48-pulse inverter is normally 
used .The topology requires eight three-phase transformers 
and eight full-bridge inverters requiring 48 switches. 
However, the proposed topology is superior compared to this 
conventional topology since it requires 84 switches for 
implementing similar output voltage waveform with the 
same quality while omitting eight bulky transformers.  

III. SIMULATION RESULTS 

     The topology is used to generate seven voltage levels for 
a resistive and inductive load. The output voltage is 300 
VP−P. The switching frequency is 4 kHz. According to the 
PD-SPWM method as mentioned. The control signals are 
unipolar. In the proposed multilevel inverter, and the 
unipolar modulation presents better results in terms of 
harmonics 

 

Fig. 9 shows how the ouptut voltage is made in the polarity 
generation part. 

Fig. 10. Shows how the output current is made in the polarity 
generation part.  

    In Fig. 9, the voltage output of the level generating part 
and output of the polarity generation part are shown. 
According to Fig. 9, the voltage, which is generated by the 
high-frequency level generating component, is fed to the 
polarity generating component to define its polarity. The 
complete output waveform is then created, resulting in the 
production of the desired voltage waveform of the multilevel 
inverter as shown in Fig. 9. The waveform of the proposed 
multilevel inverter with an output filter and a resistive load 
of 124 Ω is shown in Fig. 10. The resulting current THD was 
3.85%, which complies with the IEEE 519 harmonic 
standard. Figs. 9 and 10 clearly show the performance of the 
proposed inverter for resistive and inductive loads. 
Therefore, this pro-posed topology is proven to work with 
different kinds of loads as shown in Figs. 9and 10. The 
output waveform with an inductive load of 182 mH, which is 
equal to 115 Ω, is also shown in Fig. 10. The resulting THD 
for current was 2.3%, which is in compliance with the IEEE 
519 harmonic standard.       

IV. CONCLUSION 
     A new inverter topology has been proposed which has 
superior features over conventional topologies in terms of 
the required power switches and isolated dc supplies, control 
requirements, cost, and reliability. This topology can be a 
good candidate for converters used in power applications 
such as FACTS, HVDC, PV systems, UPS, etc., the 
switching operation is separated into high- and low-
frequency parts. This will add up to the efficiency of the 
converter as well as reducing the size and cost. The PD-
SPWM control method is used to drive the inverter. The 
PWM for this topology has fewer complexities since it only 
generates positive carriers for PWM control. The results 
clearly show that the proposed topology can effectively work 
as a multilevel inverter with a reduced number of carriers for 
PWM.  
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Simulation of PQ Disturbances by MATLAB 
 

Ms.Santoshi Gupta 
 

 
Abstract: In recent years, PQ (power quality) problem 

makes quality of power supply drop, which even triggers 
power accident, so PQ has attracted widespread attention. 
To improve and increase PQ, it needs to analyze and  
research on PQ disturbance systematically. The paper 
establishes models of short-term voltage change and harmonic 
disturbance with the method of setting fault and changing 
load based on simulation platform of Matlab. The simulation 
of the model gets wavelet of short-term  voltage change and 
harmonic disturbance, the  waveform is analyzed through 
Flourier transform. The simulation results and the 
theoretical analysis show that the model in this paper could 
simulate the voltage change and harmonic disturbance well, 
which can provide data and basis for detection and 
identification of PQ and further control measures. 

 
Keywords: Power quality, modelling, simulation, Matlab 

I.  Introduction 
Electricity power quality has grown from obscurity to a 

major issue. Particularly ,the increasing penetration of 
power electronics based load (non linear loads) is creating a 
growing concern for problem of power quality in ac power 
system. Then electricity power quality is major issue for 
utilities and their customers and both are quickly adopting 
the philosophy and limlits proposed in the new international 
standards (IEC,EN,BS AND IEEE).The issue of power 
quality is very important to both the consumers and the 
distribution of electric power. There are many facts of 
power quality disturbances and each has its own source and 
mitigation technique. The first step towards any solution for 
a disturbance is to recognize the presence of particular type 
of disturbances and locate its source. 

At the University of Tasmania, a project is under way to 
automotive this processs. The ultimate goal is to develop an 
Automatic Disturbances Recognition System(ADRS).In its 
current state, tests with simulated as well as real disturbance 
data yielded encouraging results, some of which are 
presented in this paper .In this paper ,the main power quality 
(PQ) problems are presented with their associated causes 
and consequences. The economic impacts associated with 
PQ are characterized .Finally ,some solution to mitigate the 
PQ problems are presented. 
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Simulink is a visual simulation tool of Matlab, it can be 
used in the simulation of power system and power 
electronics device. This paper builds PQ disturbance model 
based on Simulink of Matlab, it gets disturbance waveform 
of voltage change and harmonic disturbance through 
simulation. The waveforms are analyzed in the paper also 

 
II. Transient PQ Disturbance Modeling and Simulation 

 
The PQ disturbance can be divided into transient and 

steady disturbance. Transient PQ problems include  
voltage change and various transient phenomenons. 
Voltage change is phenomenon that Root Mean Square 
(RMS) of node voltage changes in a short time. Because 
of system failure or large load transformation,  the  
voltage  changes  with  time,  including  voltage  sag,  
voltage  swell  and  voltage interruption. Transient 
phenomenon is normally mean transient overvoltage, 
which can be divided into transient pulse and transient  
oscillation [3]. Voltage change is the most serious 
transient PQ problem affecting many electronic 
equipment’s normal run [4], so this paper considers voltage 
change mainly 

 
1. Design of voltage change model and parameter setting 

 
Short fault often occurs in power system. It contains 

three phase shorting, two phase shorting, two phase 
earthing and single phase earthing. Most fault of 
transmission and distribution system are single phase 
earthing fault, which is the main reason of voltage sag [5]. 
Single phase earthing fault may make the power system 
voltage fluctuation happen, causing voltage sag, 
interruption, swell and current swell. The schematic 
diagram of phase A earthing in power system is as 
following: 

When the line occurs phase A earthing, the fault line 
voltage to earth are [6]: 

 
 
 
 
 
 
 
 
Fig. 1. Single phase earthing fault schematic diagram 

 
Among them, the UA, UB, UC  are the voltage of phase 

A, B and C receptively. When phase A happens single 
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phase earthing fault, the voltage to earth of phase A is 
equal to 0, and the voltage of phase B,C of the fault spot 
raise up to 31/2  of the original. 

Build the voltage disturbance model in Matlab on the 
basis of Fig. 1. Use the three-phase voltage source as 

power supply, separate parameter line as transmission line, 
and series RLC branch as load. The fault breaker supplies 
fault for the system. 

 

 
 

Fig. 2. Single phase earthing fault model 
 
 
Choose  the  simulation  time  as  0.35s  and  set  a  

single-phase  earthing  fault  between  0.11s-0.15s. 
Parameters of the module in the model shown in Fig. 2 
are set as following: Power module: set the voltage  
source as neutral grounding, the phase voltage of the 
three-phase voltage source as 380V and power grid 
frequency as 50 Hz; Transmission lines module: adopt the 
separate parameter line which is 40 km long; Failure 
module: three-phase fault breaker is located between line 1 
and line 2, it’s set as phase A single earthing fault. The 
fault takes place in 0.11 s and it’s cut off in 0.15s .Fault 
point resistance and fault point grounding resistance are 
selected for 0.001 Ω; Load module: select RL load, R = 

10 Ω, L = 
0.005 H; Measurement modules: three-phase V-I 

measurements are put in the circuit to measure voltage and 
current wavelet of the power side and the load side, the 
multimeter is put in the fault point to measure the voltage 
and current of it. 

 
2. Simulation result 

Select ode23tb as simulation algorithm and 0.35s as 
simulation time in configuration parameter choice box.  
Then activate the simulation button, the voltages of phase A, 
B, C are shown in Fig. 3. 

 
Fig. 3. Voltage of power side in single phase earthing fault 

 
In Fig. 3, phase A voltage beside power drops with shake 

when single phase earthing happens in 0. 11s, voltage of 
phase B and C rise. When fault generator disconnects in 
0.15 s, short-circuit fault is cut off. Because of the 
existence of dc (direct current) component in shorting 
current, the voltage of phase A is a little larger than normal  
voltage at this time. With the decline of dc component, 
voltage of phase A recovers to normal. When the fault is 
cut off, voltages of phase B, C drop to normal. 

Using a multimeter to detect current waveform of phase 
A, B and C showing in Fig. 4 (the colours of phase A  is 
blue and B, C are red). In Fig. 4, current of phase A, B, 
C are 0 before the single phase shorting fault. Current of 
phase A is no longer for 0 when phase A shorting happens, 
the current of phase A shakes greatly with the law of sine 
wave while current of phase B, C remain for 0. Current of 
phase A drops to 0 quickly when the fault is cut off. 
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Fig. 4. Current waveform of fault point 

 

 
Fig. 5. The voltage waveform of fault point 

 

 
 

Fig. 6. The voltage waveform beside power after the fault 
 
 

Similarly, the voltage of phase A, B, C of fault point 
can be detected by a multimeter, the voltage is showing in 
Fig. 5: 

As the figure shows, the voltage of phase A is 
interrupted when the three fault generator is closed in 
0.11s. The voltage of phase A is 0, while voltage of phase 
B and C rise. The voltage to earth of phase B, C before 
fault is 160V, while the voltage rise to 270V after fault, 

270=160×31/2, which are fit to the formula (1), (2), (3). 
When the three phase fault generator is cut off in 0.15s, the 
voltages of phase A, B, C return to normal. 

 

3. The factors influenced voltage change 
The difference in the distance from fault to load and 

the type of shorting fault will lead into the different 
extent of voltage changing. 

The fault location will influence the extent of voltage 
change. The fault of model in Fig. 2 is set between 40 m 
and 40 m, while move fault to the position between 20 m 
and 60 m, that means setting the discrete parameter line 1 
as 20 m long and discrete parameter line 2 as 60 m long. 
Through re-simulation can get phase A, B, C voltage beside 
power respectively after the fault happening. The rise and 
drop scale of voltage are changed as Fig. 6. 
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In Fig. 3, single phase earthing leads voltage of A into 
dropping, the maximum voltage falls from 250 to 120, the 
drop scale is 0.48; The fault leads voltage of phase B, C into 
rising, the maximum voltage rises up from 250 to 340, the 
rise scale is 1.36. Fig. 6 shows the voltage of the power 
side after changing the fault position, voltage of phase A 
drops, the maximum voltage falls from 250 to 100, the drop 
scale is 0.4; voltage of phase B, C rise, the maximum 
voltage rise up from 250 to 400, the rise scale is 1.6. 
Comparing with the Fig. 3, it’s found that the shorter the 
distance between the load and fault point is, the more the 
voltage drops and the less the voltage rises. 

The difference in type of fault will also result in different 
extent of voltage change. Set the three phase fault generator 
in model 3 as three phase shorting. The voltage of power 
side will be obtained through simulation, the voltage is 
shown in Fig. 7. 

The voltage of phase A,B,C all happen sag, the maximum 
voltage falls from 250 to 210, the drop scale is 0.807. 
Comparing with the Fig. 3, it’s found that the scale of 

voltage drop in three phase shorting is smaller than scale of 
voltage drop in single phase earthing. 

The analysis above showing that different fault type 
and the fault location parameters will cause different  
voltage disturbance to power system. Three phase 
shorting and single phase earthing cause different scale of 
voltage drop and rise. The scale of voltage drop and rise 
caused by two phase shorting are also different form them, 
while this situation is not analyzed in this paper. Even in 
the same type of shorting fault, the different fault position 
will cause different sag and swell of voltage. 

A short time voltage change is the most common PQ 
distribution in power system, the simulation result of 
model in Fig. 2 is consistent with the theory, it can simulate 
the voltage change well. This model can help to set up  
intuitive understanding for all sorts of voltage change and 
provide the basis for the identification and further control 
measures of the voltage change disturbance. 

 
Fig. 7. Voltage waveform beside power in three phase shorting 

 
III. Transient PQ Disturbance Modeling and 

Simulation 
 

1. Design of voltage change model and parameter setting 
 
Steady PQ disturbance mainly includes three phase 

voltage unbalance, voltage fluctuation and flicker, voltage 
offset, frequency offset, waveform in the characteristic of 
distortion, such as  harmonics, inter- harmonic and notch, 
among these disturbances harmonic wave does the greatest 
harm to power system especially. 

With  the  wide  application  of  various  power  
electronic  devices,  they  bring  harmonic  and  inter- 
harmonic  pollution into power system. Harmonic and 
inter-harmonic pollution do harm to the safety, stability 
and  economic run of power system [7]. Building 
harmonic simulation model can analyze the harmonic 
pollution  brought by power electronic devices in power 
system. The analysis has important theoretical and 
practical significance, therefore this paper will model and 
simulate harmonic disturbance mainly. 

Taking three-phase bridge controllable rectifier circuit as 
an example, this paper analyzes the influence of power 
electronic equipment to the grid harmonics. Its principle 
diagram is shown as shown in Fig. 8, which chooses diode 

rectifier bridge as rectifier bridge. 
Decompose the current of three-phase diode bridge 

rectifier with resistance load into Flourier series, taking 
phase A for example: make the middle point of negative 
half wave and positive half wave as time horizon: 

 

 
 
 
 
 
 
 
 
Fig. 8. Three-phase bridge controllable rectifier circuit schematic 

diagram 
 
Among them, the I1   is RMS of base frequency 

current, In   is the RMS of the Nth times harmonic 
current. From the formula (4) can get base frequency 
current and the effective value of every harmonic are: 
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Id  is average value of output current. Visibly, the 

current contains only 6k±1st (k is a positive integer) times 
harmonic. 

 
This paper aims to build a model applicable to analyze 

various disturbances. In the basis of the model of transient 

disturbance, taking off fault generator, changing the load to 
three-phase diode bridge rectifier according to Fig. 8, the 
harmonic disturbance model will be showed in Fig. 9. 
Three-phase diode bridge rectifier is a harmonic source. 

 
 

 
 

Fig. 9. Harmonic disturbance model 
 
 

 
2. Simulation result 

 
Similarly, select ode23tb as simulation algorithm in 

configuration parameter and 0.35s as simulation time. 
Then activate the simulation button, the voltage of phase A 
of power side and its Flourier analysis are shown in Fig. 
10. 

The basis frequency component of phase A voltage is 
195.8, THD (total harmonic distortion) is 23.68%, 
harmonic numbers are 5, 7, 11, 13 etc, that is 6k±1st. It 
can be seen from the graph that harmonic RMS is 
inversely proportional to the number of the harmonic. 

 

 
Fig. 10. (a) The voltage of phase A of power side 
 

 
Fig. 10 (b) Flourier analysis of the voltage 
Current waveform of the power supply side is shown in 

Fig. 11 (a), its Fourier analysis is shown in Fig. 11 (b). 
 
The basis frequency component of phase A current is 

27.33, THD (total harmonic distortion) is 6.00%, harmonic 
numbers are 5, 7, 11, 13 etc, that is 6k±1st. It can be seen 
from the graph that harmonic RMS is inversely proportional 
to the number of the harmonic. 

 
From the Flourier analysis of voltage and current 

waveform of power side, it’s found that rectifier 
equipments  bring  harmonic  into  power  system,  which  
makes  voltage  and  current  waveform  occur distortion. 
The voltage and current beside the power side contains 
only 6k±1st (k is a positive integer) times harmonic, 
which is according with formula (5). It’s demonstrated 
that this model can simulate harmonic disturbance well. 
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Fig. 11. (a) The current of phase A of power side 

 
 
 

 
 

Fig. 11 (b) Flourier analysis of the current 
 

IV. Conclusions 
 
The model built based on Matlab simulation platform in 

this paper is applicable to analyze voltage change and 
harmonic disturbance. The model is simple, efficient and 
highly applicable. The wavelet of voltage sag,  voltage 
swell, and voltage interruption are getting from the 
simulation. The paper also analyzes the voltage  and 
current contained harmonic through Flourier 
transformation. The simulation results and the theoretical 
analysis show that the model in this paper can simulate the 
voltage change and harmonic disturbance well, which can 
provide data and basis for detection and identification of 
PQ and further control measures. 

 
References 

 
[1] Yuan B, Chen J, Zhang W. Power transmission lines shorting 

analysis based on Matlab. Science Technology and 
Engineering,2008; 8(15):4319-4320. 

[2] He C. Powe quality disturbance classification based on the 
wavelet transform and the artificial neural network. Master 
thesis, Hunan University. Hunan, China; 2009. 

[3] Hu M, Chen HG. Power quality and its analysis methods 
summarize. Power grid technology, 2000; 24(2):36-38. 

[4] Shi J. Research on location of transient power quality 
disturbance. Master thesis, Hunan University. Hunan, China; 
2008.  

[5] Analysis and Control of Power Quality. Beijing: China 
Electric Power Press; 2010. 

[6 H.Van der Broeck, M. Miller, "Harmonics in DC to AC 
converters of Single Phase Uninterruptible Power Supplies," 
presented at IEEE INTELEC, 1995. 

[7] J.F. Moynihan, M.G. Egan, J.M.D. Murphy, "Theoretical 
Spectra of Space-Vector Modulated Waveforms," IEE Proc.-
Electr. Power Application, vol. 145, January 1998, pp. 17-24. 



C.Bhuvaneswari and R.Rajeswari                                                                                                                                                                                                 80 
 

International Journal of Emerging Trends in Electrical and Electronics (IJETEE)                                               Vol. 1, Issue. 1, March-2013. 

Study Analysis of Hybrid Power Plant (Wind-
Solar) - Vertical Axis Wind Turbine-Giromill 

Darrieus Type with Evacuated Tube Collectors 
 

C.Bhuvaneswari and R.Rajeswari  
 

 
ABSTRACT: The vital input for the growth of any nation 

is energy. In India, so many types of energies playing a major 
role. It has become inevitable to seek nonpolluting renewable 
energy sources for the power generation. So Renewable energy 
technologies range from the well established, such as hydro 
power to the emergent. Each technology has its own individual 
measurement and requirements. A steps involved in hybrid 
system deserve extra attention because of its importance or 
uniqueness. Hybrid system is most often used for larger 
applications such as village power, residential systems where 
generators already exist and in applications like 
telecommunications where availability requirements are near 
100 percent. Among this wind energy and solar energy plays a 
vital role in many countries. The growth of installations of 
Wind turbine and solar plate collector is increasing every year. 
In wind power plant, Giromill Darrieus type vertical axis wind 
turbine provides high good efficiency, small torque ripple and 
low stress on the tower which contributes to good reliability, 
self starting. In solar power plant , Evacuated tube solar 
collectors are well suited to commercial and industrial heating 
applications and can be effective alternative to flat plate 
collectors for domestic space heating in areas, especially where 
it is often cloudy and it is also more efficient. This paper 
presents the study analysis of wind –solar hybrid power plant 
by using vertical axis wind turbine-GiromillDarrieus type with 
evacuated tube solar collectors. 

Key words: Wind Turbine, Giromill Darrieus type, 
Solar collectors, Evacuated tube collectors. 

 

I.  INTRODUCTION: 

The oil crises in the early 70’s and the steadily increasing 
environmental concern have initiated a major interest for the 
exploitation of renewable sources of energy for the 
generation of electric power. Most promising among them 
appear be the wind and at a second level, the solar energy. 
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Peoples are looking for ways that will enable them to curb 
and reduce the greenhouse gas emissions so that the planet 
can be saved from the harsh effects of global warming. The 
wind turbines have proven to be most effective way of 
dealing with these emissions. The first one to be designed 
was the horizontal axis wind turbine. Now there is some new 
and modern vertical axis wind turbine designed. The main 
advantage of a vertical wind axis turbine over a horizontal 
axis wind turbine is its insensitivity to wind direction and 
can be located near the ground. Among then vertical axis 
wind turbine Giromill Darrieus type is the advantage 
because it provides high good efficiency, small torque ripple 
and low stress on the tower which contributes to good 
reliability, self starting. Similarly in solar power plant the 
Heart of a solar thermal system is a solar collector. It 
absorbs solar radiation as heat and transfers useful heat to 
the solar system. There are different design concepts for 
collectors such as flat plate collectors, evacuated flat plate 
collector, evacuated tube collector and concentrating 
collectors. 

Among this evacuated tube collector are the more 
efficient and can achieve very high temperature. In this 
paper the study of wind solar hybrid power plant with 
Giromill Darrieus type vertical axis wind turbine and 
evacuated tube collector has been presented. 

II. WIND POWER GENERATION SYSTEM 

Differential heating of the earth surface by the sun causes 
the movement of large air masses on the surface of the earth, 
ie, the wind. Wind power generation has been recognized 
has an environmentally friendly and economically 
competitive means of electric power generation. 

In meteorology, winds are often referred to according to 
their strength and the direction from which the wind is 
blowing. Short bursts of high speed wind are termed as 
gusts. Strong winds of intermediate duration are termed 
squalls, long duration winds have various names associated 
with their average strength, such as breeze, gale, storm, 
hurricane and typhoon. Wind occurs on a range of scales 
from thunderstorm flows lasting lens of minutes, to local 
breezes generated by heating of land surfaces and lasting a 
few hours, to global winds resulting from the difference in 
adsorption of solar energy between the climate zones on 
earth. The two main causes of large scale atmosphere 
circulation are the differential heating between the equator 
and the poles, and the rotation of the planet. 
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Wind power can be computed by using the concept of 
kinetics. The wind mill works on the principle of converting 
kinetic energy of the wind to mechanical energy. 

Power density in moving air is given by                          
               Pw = KUw

3 w/m2     (1) 

      Where Uw = Wind speed in km/hr and  

                     K = 1.3687 * 10-2    
      (2) 

  Theoretically a fraction 16/27 = 0.5926 of the power in 
the wind is recoverable. This is called Gilbert’s limit or Betz 
co-efficient. Aerodynamically efficiency for converting 
wind energy to mechanical energy can be reasonably 
assumed to be 70%. So the mechanical energy available at 
the rotating shaft is limited to 40% or at the most 45%of 
wind energy. 

 

III. WIND TURBINES: 

Wind turbines are the machines that convert the kinetic 
energy into mechanical energy. When the mechanical 
energy is converted to electricity, then the machines is 
referred to as a wind turbine or a wind energy converter. 

When such mechanical energy is used directly by 
machines such as pumps, then the machine is referred to as a 
wind mill. 

HISTORY OF WIND TURBINES: 

     Wind machines have been used since 200BC in Persia 
for grinding grain. It was introduced in 250BC in the Roman 
Empire. Wind mills were used in the 14th century in Holland 
to drain the areas of the Rhine River Delta. In the 1900’s 
wind mills were used in Denmark for pumps and mills. 
Wind mills were also used in USA and USSR to produce 
electricity on farms. 

VERTICAL AXIS WIND TURBINE: 

Wind turbines are of two types: Horizontal axis wind 
turbines and Vertical axis wind turbines. In a horizontal axis 
wind turbine, the main rotor shaft and electrical generator is 
placed at the top of the tower and it must be pointed into the 
direction of the wind. In a vertical wind turbine, the rotor 
shaft runs vertically. 

   The advantages of a Vertical axis wind turbine are that 
the rotor shaft is placed vertically and can be located near 
the ground. The generator and the gear box are placed near 
the ground. Thus the tower need not support it. Also the 
turbine need not be pointed into the wind. This makes the 
maintenance of the wind turbine quite easy. Also the 
Vertical axis wind turbine is quite cost effective. These can 
be placed on hilltops, on ridgelines and any areas where the 
force of the wind is more near the ground. Since they are 
placed lower, they can be used where the tall devices are not 
allowed by the law. The main advantage of Vertical axis 
wind turbine, however is that it turns in any direction with 
the wind. 

DARRIEUS TYPE WIND TURBINE: 

The Darrieus wind turbine is a type of vertical axis wind 
turbine used to generate electricity from the energy carried 

in the wind. The turbine consists of a number of aero foils 
usually- but not always vertically mounted on a rotating 
shaft or framework. This design of wind turbine was 
patented by Georges Jean Marie Darrieus, a French 
aeronautical engineer in 1931. 

IV. METHOD OF OPERATION OF DARRIEUS WIND 
TURBINE 

In the original versions of the Darrieus design, the aero 
foils are arranged so that they are symmetrical and have zero 
rigging angle, that is, the angle that the aero foils are set 
relative to the structure on which they are mounted. This 
arrangement is equally effective no matter which direction 
the wind is blowing in contrast to the conventional type, 
which must be rotated to face into the wind. 

When the Darrieus rotor is spinning, the aero foils are 
moving forward through the air in a circular path. Relative 
to the blade, this oncoming airflow is added vectorially to 
the wind, so that the resultant airflow creates a varying small 
positive angle of attack to the blade. This generates a net 
force pointing obliquely forwards along a certain, “line of 
action’. This force can be projected inwards past the turbine 
axis at a certain distance giving a positive torque to the 
shaft, thus helping it to rotate in the direction it is already 
travelling in. The aero dynamic principles which rotates 
rotor are equivalent to that in autogiros and normal 
helicopters in autorotation. 

As the aero foil moves around the back of the apparatus, 
the angle of attack changes to the opposite sign but the 
generated force is still obliquely in the direction of rotation, 
because the wings are symmetrical and the rigging angle is 
zero. The rotor spins at a rate unrelated to the wind speed 
and usually many times faster. The energy arising from the 
torque and speed may be extracted and converted into useful 
power by using an electrical generator. 

GIROMILL TYPE: 

Darrieus 1927 patent also covered practically any possible 
arrangement using vertical airfoils. One of the most common 
type is the giromill or H-bar design, in which the long ‘egg 
beater’ blades if the common Darrieus design are replaced 
with straight vertical blade sections attached to the central 
tower with horizontal supports. In low winds, the blades are 
pitched flat against the wind generating drag forces and 
starting the turbine turning cheaper and easier to build than a 
standard Darrieus turbine. 

 
Figure.1-Wind power generation system. 

 

V. SOLAR POWER GENERATION: 
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The most popular non conventional power resources are 
solar energy or solar heat to electricity. The sun is a 
continuous fusion reactor in which hydrogen combine to 
form helium and evolving huge amount of heat energy as 
per the following reaction. 

41H1─►2He4 + 26.7MeV    (3) 

This heat energy from the sun is emitted in the universe 
and the earth by transmission of tiny bundles of energy 
particles called photons which move with finite speed 
(almost speed of light) and energy. When photons strike an 
atom, they interact with the electrons by transferring their 
energy and hence they are absorbed. The sun rays are 
composing if different wavelength spectrum from the low to 
the very high ranges, but UV ( ultra violet) radiation, other 
low and very high range wavelength radiations are absorbed 
by ozone, oxygen, nitrogen, watervapour etc…lying above 
the earth’s atmosphere. Thus the sun ray consists of 
wavelength radiations between 0.29µm to 2.3 µm 
(approximately). 

The conversion of sunlight into electricity is done, either 
directly using photovoltaic (PV) or indirectly using 
concentrated solar power. Concentrated solar power system 
uses lens or mirrors and tracking system to focus a large area 
of sunlight into a small beam. Photovoltaic convert light into 
electric current using the photoelectric effect. 

Concentrating solar power (CSP) uses lens or mirror or 
tracking system to focus a large area of sunlight into a small 
beam. The concentrated heat is then used as a source for a 
conventional power plant. Various techniques are used to 
track the sun and focus light. In all of these systems a 
working fluid is heated by the concentrated sunlight and is 
then used for power generation of energy.       

SOLAR COLLECTORS: 

    The solar collectors concentrate sunlight to heat a heat 
transfer fluid to a high temperature. The hot heat transfer 
fluid is then used to generate system that drives the power 
conversion subsystem, producing electricity. The solar 
collector is the key element in a solar energy system. It is 
also the novel technology area that requires new 
understanding in order to make captured solar energy a 
viable energy source for the future. The function of solar 
collector is simple; it intercepts incoming isolation and 
changes into a usable form of energy that can be applied to 
meet a specific demand. 

 FLAT PLATE COLLECTORS: 

    Flat plate collector, developed by Hottel and Whillier 
in the 1950’s is the most common type. They consists of i) a 
dark flat plate absorber of solar energy ii) a  transparent 
cover that allows solar energy to pass through but reduces 
heat losses iii) a heat transport fluid to remove heat from the 
absorber and iv) a heat insulating backing. 

EVACUATED TUBE SOLAR COLLECTOR: 

    Evacuated tube solar collector is very efficient and can 
achieve very high temperature. Evacuated tube solar 
collectors are well suited to commercial and industrial 
heating applications and can be an effective alternative to 

flat plate collectors for domestic space heating, especially in 
areas where it is cloudy. 

A evacuated tube collectors contains several rows of glass 
tubes connected to a header pipe. Each of the air removed 
from it to eliminate heat loss through convection and 
radiation. Inside the glass tube, a flat or curved aluminium 
or copper fin is attached to a metal pipe. The fin is covered 
with a selective coating that transfers heat to the fluid that is 
circulating through the pipe. 

Figure.2-Solar power generation. 

 

VI. COMBINED WIND AND SOLAR POWER 
PLANT :( GIROMILL DARRIEUS TYPE VERTICAL 

AXIS WIND TURBINE AND EVACUATED TUBE 
SOLAR COLLECTOR): 

 
Figure.3-Combined power generation (wind and solar). 

Evacuated tube solar collector can maintain their efficient 
over a wide range of ambient temperature and heating 
requirements. Evacuated tube collector works as a thermal 
one way valve due to their heat pipe. This also gives them an 
inherent maximum operating temperature which may be 
considered as a safety feature. They have less aerodynamic 
drag, which allow them to be laid onto the roof without 
being tied down. They can collect thermal radiation from the 
bottom in addition to the top. Tubes can be replaced 
individually without shutting down the entire system. There 
is no condensation or corrosion within the tubes. It captures 
sunlight better as they have a greater surface area exposed to 
the sun at any time. It is more efficient in transferring heat 
up to 163%. 

  By using Giromill darrieus type vertical axis wind 
turbine, in low winds the blades are pitched flat against the 
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wind generating drag forces and starting the turbine turning 
cheaper and easier to build than a standard Darrieus turbine.   

VII. CONCLUSION AND FUTURE DIRECTIONS OF 
WORK 

The paper presented here will be highly effective in all 
places, especially in rural areas and where the commercial 
electricity has not reached or undelivered. It causes no effect 
on nature i.e., pollution free, at the same time it won’t cause 
any kind of accident due to lightning and highly suitable for 
domestic purposes. It is also useful to urban and city areas 
simultaneously with the commercial power supply to 
minimize power supply load i.e., cut short power charge. By 
using this system, people can save electricity charge and very 
less maintenance to this equipment is required. 

In future we can replace the evacuated tube collector in 
solar power plant by a ring array concentrator. The ring array 
concentrator is an ultra powerful optical lens based on an 
array of nested ring design completely free from the light 
dispersion effects of conventional refractive lenses. 
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Modeling and Power-Synchronization Control of 
Grid-Connected VSC- HVDC 

 
Banothu Thavu, Thuraka Rajendra,  Ravi Bukya and M. Maheswararao 

 
Abstract- In this project, a novel control method of grid-

connected voltage-source converters (VSCs) is proposed. The 
method can be generally applied for all grid-connected VSCs 
but may be of most importance in high-voltage dc (HVDC) 
applications. Different from the previous control methods, the 
proposed method utilizes the internal synchronization 
mechanism in ac systems, in principle, similar to the operation 
of a synchronous machine. By using this type of power-
synchronization control, the VSC avoids the instability caused 
by a standard phase-locked loop in a weak ac-system 
connection. Moreover, a VSC terminal can give the weak ac 
system strong voltage support, just like a normal synchronous 
machine does. The control method is verified by both analytical 
models and time simulations. The implementation of this work 
is carried out in MATLAB/SIMULINK. 

 

Index Terms—Control, converters, HVDC, phase-locked loops, 
power systems, stability. 

 

I.  INTRODUCTION 

Pulse width-modulation (PWM)-based voltage source 
converter (VSC) techniques have been widely used in grid-
connected applications, such as adjustable-speed drives 
(ASDS) with PWM rectifiers, power quality improvement, 
wind turbines, etc.. Thanks to the gradually increased rating 
and reduced costs, they have also been applied for high-
voltage dc (HVDC) transmission in recent years. Compared 
to the conventional thyristor-based HVDC, VSC-HVDC has 
a number of technical merits: reactive-power support to the 
ac system, possibility to connect to very weak ac systems, 
black-start capability, and lower cable cost, just to name a 
few. Several control methods of grid-connected VSCs have 
been proposed. Among them, power-angle control and 
vector-current control are the two that have been mostly 
investigated. The principle of power-angle control is fairly 
simple and easily implemented. The active power is 
controlled by the phase-angle shift between the VSC and the 
ac system, while the reactive power is controlled by varying 
the VSC voltage magnitude. Power-angle control has been 
studied for HVDC, static-synchronous- compensator 
(STATCOM), and wind-turbine applications.  
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One disadvantage of power-angle control is that the 
control bandwidth is limited by a resonant peak at the grid 
frequency. Another disadvantage is that the control system 
does not have the capability to limit the current flowing into 
the converter. The latter is a serious problem, as VSCs 
usually do not have an over-current capability. In high-power 
applications, it is highly important for the control to limit the 
valve current to prevent the converter from being blocked 
(tripped) at disturbances. 

Vector-current control is a current-control-based 
technology. Thus, it can naturally limit the current flowing 
into the converter during disturbances. The basic principle of 
vector-current control is to control the instantaneous active 
power and reactive power independently through a fast inner 
current control loop. By using a decomposition technique 
with the grid voltage as phase reference, the inner current 
control loop decouples the current into and components, 
where outer loops can use the component to control active 
power or direct voltage, and the component to control 
reactive power or alternating voltage. Due to its successful 
application in ASDs, doubly-fed induction-generator (DFIG) 
wind turbines, etc.  

Interestingly, as one of the original purposes to use VSCs 
for HVDC applications was its possibility to connect to very 
weak ac systems, where the conventional thyristor-based 
HVDC is not applicable, some difficulties have been 
experienced by VSC-HVDC based on vector-current control 
in weak ac-system connections. One of the problems is the 
low-frequency resonance that is typically present. This can 
interfere with the fast inner current control loop, thereby 
limiting the VSC control performance. The other one has to 
do with the phase-locked loop (PLL). In almost all VSCs 
connected to ac systems, a PLL is used to obtain an accurate 
synchronization to the ac system. This has since long been 
believed to be a pre-condition for any grid-connected VSC. 
However, several investigations have shown that the PLL 
dynamics might have a negative impact on the performance 
of VSC-HVDC in weak ac-system connections. 

 

II. HVDC TRANSMISSION 

The first commercially used HVDC link in the world was 
built in 1954 between the mainland of Sweden and island of 
Gotland.  Since the technique of power transmission by 
HVDC has been continuously developed. In India, the first 
HVDC line in Rihand-Delhi in 1991 i.e. I 500 KV, 800 Mkl, 
1000 KM. In Maharashtra in between Chandrapur & 
Padaghe at 1500 KV & 1000 MV.  Global HVDC 
transmission capacity has increase from 20 MW in 1954 to 
17.9 GW in 1984.  Now the growth of DC transmission 
capacity has reached an average of 2500 MW/year. 
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Advantages of HVDC System: 

 The cost of D.C. transmission line is less than 3 - 
phase a.c. line because only two conductors are 
necessary for D.C. line. 

 Tower designs are simple. 

 The dielectric strength of cable is high. 

 The dielectric loss is low. 

 For D.C. overhead transmission lines length is 
unlimited. 

 Power transmission capacity is higher than A.C. 

 Corona & radio frequency interference losses are less. 

 HVDC link has accurate & quick control of power in 
the required direction. 

Limitation of HVDC Transmission: 

1.  Transformer for step up – step down voltages 
are not available in case of HVDC. 

2.  The terminal equipment is costly. 

       3.  Reliable D.C. ckt. Breakers for higher ratings 
are not available. 

      4.  Earth current may cause some side effects. 

      5.  Reactive MVA cannot be transferred over a HVDC 
link. 

      6.  Although inverters are used, the wave form of 
output A.C. is not exactly sinusoidal and it contains 
harmonic distortion.       

 

HVDC Transmission System: 

The standard voltages used are:- 

100, 200, 300, 400, 600 & 800 KV. 

The HVDC system is accepted for transmission of power 
for following reasons: 

(i) For long distance high power transmission. 

(ii) For interconnection between two A.C. systems having 
their own load frequency control. 

(iii) For back-to-back a synchronous tie substations. 

Principles Ac/Dc Conversion: 

HVDC transmission consists of two converter stations 
which are connected to each other by a DC cable or DC line.  
A typical arrangement of main components of an HVDC 
transmission. Two series connected 6 pulse converters (12-
pulse bridge) consisting of valves & converters transformer 
are used. The valves convert AC to DC, and the transformer 
provides a suitable voltage ratio to achieve the desired direct 
voltage and galvanic separation of the AC & DC systems.  A 
smoothing reactor in the DC ckt reduces the harmonic 
currents in the DC line, & possible transient over currents.  
Filters are used to take care of harmonics generated at the 
conversion. By varying the firing angle & the DC output 

voltage can be controlled between two limits, +ve and 
negative.  When a is varied, we get,  

Maximum DC voltage when  = 00. 

Rectifier operation when 0<  < 900 

Inverter operation When 900<  < 1800 

Principles of HVDC Control: 

One of the most important aspects or HVDC systems is its 
fast and stable controllability.  In DC transmission, the 
transmitted power can be rapidly controlled by changing the 
DC voltages.  The current in the system can only flow in one 
direction for a given setting power is transported from 
rectifies to inverter and by altering voltages, the power flow 
direction is reversed. It contains harmonic distortion. 

. 

 

 

Fig.2.1 HVDC Transmission system 

In HVDC transmission, one of the converter stations, 
generally the inverter station is so controlled that the direct 
voltage of the system is fixed & has rigid relation to the 
voltage on the AC side.  Tap changers take care of the slow 
variations on the AC side the other terminal station (rectifier) 
adjust the direct voltage on its terminal so that the current is 
controlled to the desired transmitted power. 

  21

R
VdVdId 

                                                (2.1) 

Where R is the Resistance of link & includes loop 
transmission resistance (if any), and resistance smoothing 
reactors and converter valves the power received is, 
therefore, given as 

   Vd  22
21 VdId

R
VdVd

P 




 
                   (2.2) 

The rectifier and inverter voltages are given by 

      IdXcr3COSrV  23Vd1

















                   (2.3) 

      Id  3Xci-  COSiV  23Vd2

















                  (2.4) 

  : - number of series connected bridges. 

Vli,Vlr  : - line to line AC Voltages at the rectifier and 
inverter bridges, respectively. 

Xci,Xcr :- Commutation reactance at the rectifier and 
inverter, respectively. 

From equation (2).  It is clear that the DC power per pole 
is controlled by relative control of DC terminal voltages; 

21 Vd  and Vd  control on DC voltage is exercised by the 
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converter control angles & as given by Eqs. (3) and (6). 
Normal operating range of control angles is: 

 0
min

0
max

0
min 15   ,)315(  ,5   

 The prime considerations in HVDC 
transmission are to minimize reactive power requirement at 
the terminals and to reduce the system losses.  For this DC 
voltage should be as high as possible and   should be as 
low as possible. 

 

 
Fig: 2.2 Typical HVDC Station 

HVDC Applications: 

Transmission of power through underground or submarine 
cables. 

A.C. & D.C. lines in parallel. 

Connection of D.C. transmission to a.c. 

Frequency conversion. Transmission of power over a long 
distance. 

FUTURE TRENDS: 

Considerable research and development work is under 
way to provide a better understanding of the performance of 
HVDC links to achieve more efficient and economic designs 
of thyristor valves and related equipment and to justify the 
use of Alternatives AC/DC system configurations. Future 
power systems would include a transmission mix of AC & 
DC.  Future controllers would be more & more 
Microprocessor based which can be modified or upgraded 
without requiring Hardware changes. It is by now clear that 
HVDC transmission is already a reliable, efficient & cost 
effective alternative to HVAC for many applications. 

 

III. HVDC with High-Impedance AC Systems 

General aspects of high-impedance ac systems: 

There is an inherent weakness with the conventional LCC-
HVDC system, i.e., the commutations of the thyristor valves 
are dependent on the stiffness of the alternating voltage. The 
most outstanding contribution on this subject is according to, 

an ac system can be considered as weak from two aspects: 1. 
ac-system impedance is high. 2. ac-system inertia is low. 
Either of the two system conditions may become an obstacle 
for conventional LCC-HVDC applications. 

 

The following is a definition of the strength of an ac 
system based on the classification of: 

 Strong system, if the SCR of the ac system 
is greater than 3.0. 

 Weak system, if the SCR of the ac system 
is between 2.0 and 3.0. 

 Very weak system, if the SCR of the ac 
system is lower than 2.0. 

One of the driving forces to develop the VSC-HVDC 
technology is to overcome the weak-ac-system connection 
problem of the conventional LCC-HVDC system. By 
applying VSC techniques, the two notorious weak-ac-system 
related problems for conventional LCC-HVDC systems. For 
VSC-HVDC systems, large ac capacitors are not needed for 
reactive-power compensation. However, weak-ac-system 
connections still represent more challenging operation 
conditions for VSC-HVDC systems due to the following 
reasons: 

 

1. The filter-bus voltage is more sensitive to power 
variations of the VSC-HVDC link in weak ac systems. Thus, 
a weak-ac-system connection requires that the control system 
of the VSC-HVDC link must be less dependent on the 
stiffness of the filter bus voltage. 

2. The SCR of the ac system imposes a theoretical 
limitation on the maximum power that the VSC-HVDC 
system is possible to transmit to or from the ac system. This 
limitation has traditionally been analyzed by the maximum 
power curve (MPC) for conventional LCC-HVDC systems. 
As it was discussed, such power limitations are basic 
characteristics of the ac system that are related to the 
operating-point-dependent zeros of the ac Jacobian transfer 
matrix. Moreover, for a VSC-HVDC link, the RHP zero of 
the ac Jacobian transfer matrix imposes a fundamental 
limitation on the achievable bandwidth of the control system. 

3. The off-diagonal elements of the Jacobian transfer 
matrix are larger for weak-ac system connections, especially 
with high loadings. This problem is in common for vector 
current control and power-synchronization control, but it is 
more serious for vector current control. High off-diagonal 
elements imply more interactions between the active-power 
control and the alternating-voltage control. 

 

Comparison of power-synchronization control and 
vector current control: 

In this section, the dynamic performance of power-
synchronization control and vector current control are 
compared for VSC-HVDC links connected to high-
impedance weak ac systems. For simplicity, the impedance-
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source system shown in Fig is assumed as the ac-network 
configuration. 

 
Fig. 3.1 Bode plots of the transfer functions of the Jacobian 
transfer matrix for vector current control with P = 0.0 p.u. 
(solid: SCR = 5.0, dashed: SCR = 2.0, dotted: SCR 1.0). 

Fig. 3.2 Bode plots of the transfer functions of the Jacobian 
transfer matrix for vector current control with SCR = 1.0 
(solid: P = 0.0 p.u., dashed: P = 0.5 p.u., dotted: P = 0.7 

p.u.). 

 
Fig. 3.3 Step response of id for vector current control at P 

= 0.0 p.u. with SCR = 1.0 

 
 

Fig. 3.4 Step response of id for vector current control at P 
= 0.5 p.u. with SCR = 1.0. 

 

 
 Fig. 3.5 Step response of id for vector current control at P 

= 0.7 p.u. with SCR = 1.0. 

 

 
Fig. 3.6 Bode plots of the transfer functions of the 

Jacobian transfer matrix for power-synchronization control 
with P = 0.0 p.u. (solid: SCR = 5.0, dashed: SCR = 2.0, 
dotted: SCR 1.0). 

 

Generally speaking, with power-synchronization control, 
the control system can maintain stable operation with load 
angle up to _u0 = 60◦, i.e., approximately 86% of the rated 
power, for VSC-HVDC links connected to ac systems with 
SCR = 1.0, whereas it is very difficult for vector current 
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control to operate even with 50% loading. However, if the 
connected ac system is strong, vector current control seems 
to be more advantageous than power-synchronization 
control. 

 
 

Fig. 3.7 Step response for power-synchronization control 
at P = 0.0 p.u. with SCR = 1.0. 

 

IV. HVDC with low inertia AC Systems 

General aspects of low-inertia ac systems: 

 

In this chapter, various aspects of a VSC-HVDC link 
connected to another type of weak ac systems, i.e., low-
inertia or island systems are investigated. Low-inertia 
systems are considered to have limited number of rotating 
machines in the system, or no rotating machine at all. It may 
also be the case when an HVDC link initially is connected to 
a large ac system, but comes into island operation due to 
tripping of critical ac lines to the large system, or black start 
after a blackout. 

For the conventional LCC-HVDC system, the 
commutations of the converter valves depend on the ability 
of the ac system to maintain the required voltage and 
frequency. Therefore, the conventional LCC-HVDC system 
has a requirement on the minimum inertia of the connected 
ac system.  Similar to the definition of SCR, which is 
defined as Where Hac (MW- s) is the total rotational inertia 
of the ac system and PdcN is the rated dc power. For a 
conventional LCC-HVDC link connected to an island 
system, an effective inertia constant, Hdc, of at least 2.0s to 
3.0s is required for satisfactory operation. Synchronous 
condensers (SCs) have been the traditional means to increase 
the inertia of an island system. Since SCs also increase the 
short-circuit capacity of the ac system, the weak-ac-system 
problem of the conventional LCC-HVDC system, either low 
SCR or low inertia, can generally be solved by installation of 
SCs. However, SCs can substantially increase the investment 
and maintenance costs of an HVDC project. 

In this respect, the VSC-HVDC technology has a clear 
advantage over the conventional LCC-HVDC technology. 
Different from the thyristor valves, where relatively stiff 
voltage and frequency of the ac system are pre-conditions for 
valve commutations, the VSC can produce its own 
alternating-voltage waveform independent of the ac system. 
Thus, a VSC-HVDC link can even be connected to a passive 
network with no other power source at all. 

However, control of VSC-HVDC links connected to an 
island system is technically different from connected to a 
large ac system for the following reasons: 

1. Due to the relatively limited number of power 
generating units in a typical island system, the VSC-HVDC 
link should participate in frequency control of the island 
system instead of applying constant power control. 

2. An island system with low inertia is often of small 
geographic extent and the generators and loads are found 
electrically close to the converter station. More interactions 
are expected between the VSC-HVDC converter and other 
input devices, e.g., the risks of voltage-control hunting and 
SSTI with local synchronous generators are higher. 

 
 

Fig.4.1 Frequency droop controller. 

 

Controller design: 

It is assumed that the VSC-HVDC link is connected to a 
strong system at the other converter station, which controls 
the direct voltage of the dc link constant disregarding the 
power variations of the converter connected to the island 
system. Thus, only the controllers of the converter station 
connected to the island system are discussed. 

 
Fig. 4.2 Voltage droop control for parallel connected 

voltage-control units. 

VSC-HVDC converter is using the so-called “load 
compensation”, which is a common solution for synchronous 
generators terminated at the same bus [32]. That is, instead 
of controlling the alternating voltage of the point-of-
common-coupling (PCC) bus, the VSCHVDC converter and 
the synchronous generator both control voltages between 
their own terminal/filter-bus voltages and the voltage of the 
PCC to give droop characteristics to their alternating-voltage 
controls.  
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Fig. 4.3 A typical island system 

. 

Where the compensation ratios kg and kc are typically 
chosen between 50% and 80%. By adjusting the 
compensating ratios, the reactive-power sharing between the 
VSC-HVDC converter and the synchronous generator are re-
distributed. 

 

Dynamic D-Q Model 

The following assumptions are made to derive the 
dynamic model: 

(i) uniform air gap; 

(ii) balanced rotor and stator windings, with 
sinusoidal distributed mmf; The dynamic performance of an 
ac machine is somewhat complex because the three-phase 
rotor windings move with respect to the three-phase stator 
windings as shown in Figure 3.2(a).  

 
Fig .4.4 (a) Coupling effect in three-phase stator and rotor 

windings of motor,(b) Equivalent two-phase machine 

Basically, it can be looked on as a transformer with a 
moving secondary, where the coupling coefficients between 
the stator and rotor phases change continuously with the 
change of rotor position r  correspond to rotor direct and 
quadrature axes. The machine model can be described by 
differential equations with time-varying mutual inductances, 
but such a model tends to be very complex. Note that a three-
phase machine can be represented by an equivalent two-
phase machine  as  shown  in  Figure  4.4(b),  where ds ~qs  
correspond  to  stator  direct  and quadrature axes, and d r ~q 
r  torque expressions can be derived easily as follows: 
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The composite system is of the fifth order and nonlinearity 

of the model is evident. Figure 4.8 shows the block diagram 
of the machine model along with input voltage and output 
current transformation  

 
Fig 4.5 Flux and current vectors de - qe frame 

 
Fig 4.6. Synchronously rotating frame machine models with 
input voltage and output current transformations 

 

Where vqr =vdr=0. The variables appear as sine waves in 
steady state with sinusoidal inputs.  
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s
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s
qdr j  etc. The complex 

equivalent circuit in stationary frame is shown in Figure 
4.10(a). Often, a per phase equivalent circuit with CEMF 
( rr ) and sinusoidal variables is described in the form of 
Figure 4.10(b) omitting the parameter Lm.  
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where it is assumed that vqr = vdr = 0. 

Multiplying equations (4.32) - (4.37) by b  on both sides, 
the flux linkage expressions can be written as 
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which can be expressed in state-space form as 
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   (4.97) Equations (4.93) - (4.97), describe the complete model in state

 

 

V. VOLTAGE SOURCE CONVERTER 

VSC system connected to weak grid 

When a VSC is connected to a weak grid, the voltage at 
the point of common connection (PCC) will vary and 
become a function of several variables: the grid voltage 
behind the impedance describing the grid, the grid current 
and the short-circuit parameters of the grid. The 
transformation angle q (t) is used to transform grid currents 
and grid voltages at the PCC to the dq-coordinate system 
needed in the vector current controller. The reference 
voltages from the current controller are transformed back to 
three-phase values.  

 

 
Fig 5.1: VSC system diagram consisting of the VSC, the 

grid filter, the weak grid and the vector current controller 

 

Tad Based On Low-Pass Filtering Of Grid Voltage 

A simple method is obtained by low-pass filtering (LP-
filtering) the grid voltage vector and the method is denoted 
by LP-TAD. A first-order Butterworth filter is utilized. The 
cut-off frequency is tuned to between 0.1 and 25 Hz. The 
phase lag of a first-order filter depends on the grid frequency 
and the cut-off frequency. The desired phase lag of 90° 
occurs at an infinte frequency. The phase lag will, thus, be 
less than 90° due to the grid frequency of 50 or 60 Hz. The 
phase lag increases when the cut-off frequency decreases. By 
using a coordinate transformation, the LP-filtered grid 
voltage vector can be rotated by an angle Dq so that the 
phase lag becomes 90°. Fig.5.3 shows a diagram of the LP-
TAD. 
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Fig5.3: Diagram of the LP-TAD. 

 

Two calculated step responses to a 10° phase-shift in the 
grid voltage vector are presented in Figs.5.4 and 5.5. The 
grid frequency is 50 Hz and the cut-off frequency is 0.5 Hz 
or 5.0 Hz. Different steady state angle errors, due to different 
cut-off frequencies, can be observed in Figs. 5.4 and 5.5. The 
phase-shift errors are approximately 1° and 6° for cut-off 
frequencies 0.5 and 5 Hz, res-pectively. Unfortunately, the 
detector characteristics are undamped and oscillate. The 
damping is increased by a higher cut-off frequency. This 
behavior makes the detector unsuitable for applications 
where phase jumps can occur. In practice, every grid 
connected VSC is exposed to grid phase jumps due to short 
circuits in other nodes of the grid. 

 
Fig 5.4: LP-TAD phase shift response to a grid phase shift 

step. The cut-off frequency is 0.5 Hz. 

Fig 5.5: LP-TAD phase shift response to a grid phase shift 
step. The cut-off frequency is 5 Hz. 

 

B) The Influence of Grid Voltage Harmonics 

The gain of the SVF-TAD for grid voltage harmonics is 
determined by two simulations 

Performed by injecting a 10 % voltage harmonic 
component of the 5th or 11th order. The grid frequency is 50 
Hz and the sample time is 200 ms. The gain from the input to 
the out-put of the SVF for the harmonic voltage components 
is displayed in Fig.5.8. The forgetting factor varies between 
0.9 and 0.999. The gain of the voltage harmonics decreases 
as the forgetting factor is reduced. The variance of the grid 
angle deviation displays how much voltage harmonics affect 
theSVF. Fig.5.9 shows this variance when the forgetting 
factor varies between 0.9 and 0.999. The variance of the SVF 
output angle deviation is lower than 0.01°2 when the 
forgetting factor is higher than 0.99. The SVF handles the 
distorted grid successfully. The 5th and 7th voltage 
harmonics have the same gain factor (and the same is valid 
for the 11th and 13th harmonics) due to the use of the 
rotating coordinate system. 

 
 

Fig 5.8: The gain from the harmonic grid voltage 
component to the harmonic voltage component after SVF. 

 

Fig5.9: Variances of the grid phase shift and the SVF-
TAD phase shift. 

Tad Based On Space Vector Filtering For Varying 
Grid Frequency 

The SVF-TAD can be adapted to a varying grid frequency 
and is then called extended SVF-TAD. A phase shift occurs 
when the grid frequency varies and the forgetting factor of 
the SVF is high. If the frequency of the SVF is higher than 
the grid frequency, The Q-vector is fed to a discrete PI-
regulator, which is connected to the SVF, as shown in 
Fig.5.10. The PI regulator output is the estimated frequency 
deviation. 

 
Fig 5.10: Diagram of the extended SVF-TAD. 

 

Compared with the basic SVF-TAD, the proposed non-
linear filter for fluctuating frequency is difficult to analyses. 
Several parameters must be determined to get a good filter 
performance. To minimize the influence of the voltage 
harmonics on the grid, a 150 Hz first-order LP-filter is 
placed between the Qvector block and the discrete PI-
regulator. The problem of tuning the discrete PI-regulator is 
the conflict between frequency tracking 

and sensitivity to voltage harmonics. The time constant of 
the PI-regulator is set to one grid period. The simulation 
parameters, which have been selected by an iterative process 
to decouple the SVF and the frequency regulator, are listed 
in Table 1. 
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DC filter circuits 

 Harmonic voltage which occur on the DC side of a 
converter station cause AC currents which are superimposed 
on the direct current in the transmission line. These 
alternating currents of higher frequencies can create 
interference in neighboring telephone systems despite 
limitation by smoothing reactors. DC filter circuits, which 
are connected in parallel to the station poles, are an effective 
tool for combating these problems. The configuration of the 
DC filters very strongly resembles the filters on the AC side 
of the HVDC station.  

VI. SIMULATION RESULTS 

Simulation Diagram: 

Below Diagram shows synchronization process with VSC 
which is used in HVDC system as mentioned in paper. 

 
Fig: 6.1 synchronization in HVDC 

 

Operation: 

A 500 MW (250 kV, 2 kA) DC linter connection is used 
to transmit power from a 315 kV, 5000 MVA AC network. 
The network is simulated by a LLR damped equivalent 
(impedance angle of 80 degrees at 60 Hz and 3rd harmonic). 
The converter transformer and the rectifier are modeled 
respectively with the Universal Transformer and Universal 
Bridge blocks the converter is a 6-pulse rectifier. It is 
connected to a 300 km distributed parameter line through a 
0.5 H smoothing reactor LsR. The inverter is simulated by a 
simple DC voltage source in series with a diode and 
smoothing reactor LsI. The reactive power required by the 
converter is provided by a set of filters (C bank plus 5th, 7th 
and high pass filters; total 320 Mvar). A circuit breaker 
allows applying a DC line fault on the rectifier side. The 
control system uses two main blocks: the Synchronized 6-
pulse generator of the Extras/Control library and a PI Current 
Regulator. The whole control system is discretized (Sample 
time = 1/360/64 = 43.4 us).The DC line current at the output 
of the rectifier is compared with a reference. The PI regulator 
tries to keep the error at zero and outputs the alpha firing 
angle required by the synchronizing unit. Inputs 3 and 4 of 
the current regulator allow to bypass the regulator action and 
to impose the alpha firing angle. 

Sub-System Circuits: 

 
6.2. Measuring unit system 

 

 
 

Fig: 6.3. Measuring units of system 

 



Banothu Thavu, Thuraka Rajendra,  Ravi Bukya and M. Maheswararao                                                                                                                                 93 
 

 
International Journal of Emerging Trends in Electrical and Electronics (IJETEE)                                               Vol. 1, Issue. 1, March-2013. 

 

Results: 

 

 
Fig: 6.4. Current waveforms 

 

 
Fig: 6.5 Voltage related waveforms HVDC current wave 

form: 

 

 
Fig: 6.6 HVDC Line current 

 

The concept of power synchronization is proposed for 
control of grid-connected VSCs. The proposed control is 
general for grid-connected VSCs, but may be of most 
importance for VSC-HVDC connected to weak ac systems. 
By using the power-synchronization control method, VSC-
HVDC operates almost in the same way as a synchronous 
machine. Therefore, in principle, it has no requirement on 
the short-circuit capacity of the ac system to be connected. 
On the other hand, VSC-HVDC gives the weak ac system 
strong voltage support, just like a normal synchronous 
machine does. 

 However, a weak ac system connection still represents a 
more challenging operating condition for VSC-HVDC than a 
strong ac system connection due to the relatively higher load 
angles. Thus, it is recommended that VSC-HVDC shall run 

with a control system having a lower bandwidth when 
connected to a very weak ac system in order to maintain a 
safe stability margin. 

 

VII. CONCLUSION 

PWM-based VSC-HVDC systems show many advantages 
compared to the thyristor based LCC-HVDC system. One 
prominent feature is that the VSC-HVDC system has the 
potential to be connected to very weak ac systems where the 
LCC-HVDC system has difficulties. In this thesis, the 
modeling and control issues for VSC-HVDC links connected 
to weak ac systems are investigated. 

 

In order to fully utilize the potential of the VSC-HVDC 
system for weak-ac-system connections, a novel control 
method, i.e., power-synchronization control, for grid-
connected VSCs is proposed. A grid-connected VSC using 
power-synchronization control basically resembles the 
dynamic behavior of a synchronous machine. However, due to 
the technical requirements for a VSC-HVDC link and various 
limitations of VSC valves, additional control functions are 
required to deal with various practical issues during operation. 
Such control functions include: 

 

1. A high-pass current control function to damp 
various resonances in ac systems. 

2. A current limitation function to ride through ac-
system faults. 

3. A bumpless-transfer scheme for switching the 
synchronization input of the VSC,   and an anti-windup 
scheme for alternating-voltage control. 

4. A negative-sequence current controller to mitigate 
unbalance valve currents in the steady state or during 
unbalanced ac-system faults. 

By the comparison performed in the thesis, it is shown 
that power-synchronization control is superior to the 
traditional vector current control for VSC-HVDC links 
connected to weak ac systems. 

FUTURE SCOPE 

The following is a list of possible future work: 

 

1. Power-synchronization control is a feasible control 
system for any grid-connected VSC. Another possible 
application is control of STATCOMs with energy storage. 
By using power-synchronization control, the STATCOM is 
able to operate with various challenging operating conditions 

2. By using power-synchronization control, the SCR 
of the ac system is no longer a limiting factor for VSC-
HVDC links connected to weak ac systems. However, the 
variation of SCRs, i.e., model uncertainty, is still a challenge. 
Besides the robust control methods proposed in the thesis, 
other possible solutions to deal with model uncertainties are 
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1. Adaptive control. 2. Online detection of the SCR of the ac 
system. 

3. The losses of the VSC valves have been neglected 
in the linear models in the thesis. However, it was shown by 
frequency-scanning results that the representation of the 
valve losses in linear models has an importance if dc 
resonances are of concern The structure proposed for 
interconnecting two very weak ac systems has a possibility 
to be simplified. A possible simplification is to remove the 
power-synchronization control loop but to use the direct-
voltage control to supply the synchronization input to the 
VSC instead. Such a modification has the potential to 
improve the response time of the VSC-HVDC link and 
reduce the dc-capacitance requirement. 

4. The modeling concept of the ac Jacobian transfer 
matrix is useful for studying the interactions of high 
power-electronics devices located in the vicinity, e.g., 
multi in feed HVDC links, interactions between HVDC 
links and FACTS devices, etc. 

 

APPENDIX 

 

A. Parameters of the VSC-HVDC System table list the 
VSC-HVDC system parameters. 

 

VSC-HVDC SYSTEM PARAMETERS 
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Design of Intelligent Solar Power System 
Using PSO Based MPPT with Automatic 

Switching between ON grid and OFF Grid 
Connections 

 
K.GAYATHRI, S.GOMATHI and T.SUGANYA 

 
Abstract – Green energy generation is the most emerging 
research area in present scenario. Technologies like solar, wind, 
tidal are classified as renewable resources because of their 
sustained availability. PV systems are gaining much interest 
because of their increased efficiency. Solar energy fluctuates with 
the intensity of the radiated light. As a result the output power of 
the panel varies. This varying supply can neither be connected to 
grid nor used for load. Hence to obtain a maximum power, 
maximum power point technology (MPPT) is proposed. Existing 
algorithms like Perturb and Observe technique and Incremental 
Conductance proved to be less efficient in finding the optimal 
solution. Hence soft computing technique called Particle Swarm 
optimization algorithm (PSO) is proposed to find the maximum 
power. The proposed MPPT control algorithm is developed in 
MATLAB, which optimizes the panel voltage. Generated solar 
energy usually requires conversion to an alternating quantity, 
which is achieved using inverters. A three level inverter is 
implemented to obtain a harmonic less AC output. Simulation 
results show that the proposed algorithm is more efficient than 
the existing techniques. 

Keywords: Soft Computing technique, Particle Swarm 
optimization algorithm, Maximum power point tracking, three 
level inverter, Buck Boost DC-DC converter. 

I. INTRODUCTION 
The global energy consumption is increasing everyday 

due to increased population and advanced technologies. But 
due to unreliable electrical system, our country is facing 
severe power shortage problems. India and China are the 
two countries responsible for major consumption of energy. 
Due to Global warming concerns, there is a strong need to 
deploy clean energy sources and implement energy efficient 
solutions to meet future energy demand. Energy engineers 
all over the world are focusing on solar projects to increase 
the generation capacity. A solar system is made up of solar 
modules. Number of cells combines to form a module and 
these modules are in turn connected to form the PV system. 
The output DC voltage of the panel is then converted to 
desirable AC voltage for feeding excess power to the grid. 
Despite of advanced technologies, a grid connected PV 
system is always subjected to several complexities. 
Maximum Power Tracking algorithms were developed in 
past methodologies [1] to obtain continuous constant 
power. Comparison of various conventional MPPT 
algorithms is discussed in [2].  
 
K.GAYATHRI, S.GOMATHI and T.SUGANYA are UG Scholar, 
Department of EEE, KPR Institute of Engineering and Technology, 
Coimbatore, India Email:  gaynks@gmail.com, gomseee3@gmail.com, 
sugueee29@gmail.com.  

Soft computing based algorithms were recently 
developed to obtain the global optimal solution under 
varying environmental conditions. The PSO [3] method is a 
simple and effective meta heuristic approach for obtaining 
optimal solution. It requires assignment of random weights 
and velocity vector. The proposed Particle Swarm 
Optimization algorithm (PSO) is a swarm behavior based 
technique and is relatively easier to develop. 

The proposed work concentrates on designing DC-DC 
converter operated through the MPPT algorithm and a three 
level inverter to obtain AC supply. Section II explains PSO 
algorithm and its steps to find the optimal value. Section III 
explains the implementation of PSO technique to find the 
maximum power. Section IV the adopted converter and 
inverter topologies are discussed.. 

II. PARTICLE SWARM OPTIMIZATION 
ALGORITHM 

Particle swarm optimization was first developed by 
Kenney and Eberhart [4].PSO is used to solve power system 
optimization problems. It provides optimal solution to 
problems like Economic load dispatch, Unit commitment, 
optimal reactive power dispatch etc., PSO is based on swarm 
intelligence to solve constrained optimization problems. The 
initial set of solution is called population and each member 
in the population is called as swarms [5]-[7].  

PSO uses a initial solutions called swarms which are 
generated at random. 
 

X=[X1, X2 ,X3 …Xn] 
 

These particles move in the search space to find a good 
optimal solution. Particles find their search direction by 
using social and cognitive information. The best position that 
a particle has found is called pbest and the best position that 
any particle found is called gbest. The new position of a 
particle is found by the equation  
 

X(t+1)=X(t)+V(t+1)(2.1) 
 
The formula to calculate the new velocity Vi(t+1)  as 
follows. 
 
V୧(t + 1) = w ∗ V୧(t) + cଵ ∗ rand(1) ∗ ൫x୮ୠୣୱ୲୧ − x୧൯ + cଶ ∗
rand(1) ∗ ൫x୥ୠୣୱ୲୧ − x୧	൯                                              (2.2) 
 



K.GAYATHRI, S.GOMATHI and T.SUGANYA                                                                                                                                                                        96 
 

International Journal of Emerging Trends in Electrical and Electronics (IJETEE)                                               Vol. 1, Issue. 1, March-2013. 

where w is the inertia weight, x୮ୠୣୱ୲୧ is the particle’s pbest, 
x୥ୠୣୱ୲୧ is the position of the leader, c1 and c2 are the 
acceleration constants (user-defined) to control the influence 
of the cognitive and social elements respectively, rand() is a 
function that generates a uniform-distributed random real 
number between 0 and 1. 
  

III. PSO BASED MPPT ALGORITHM 

PSO based MPPT algorithm is developed to track the 
maximum power from the PV system. The output voltage 
and current from the panel varies according to insulation 
level. Since solar energy is time variant, a control algorithm 

is developed to keep in track the value of power which is 
maximum irrespective of time [8]. The following 
expressions prove that the panel’s output current is directly 
proportional to the incident radiation and temperature. 

  I = n୮I୮୦ − n୮Iୱୟ୲[exp ቀ ୯୚
୩୅୘୬౩

ቁ − 1]                           (3.1) 

			I୮୦ = [Iୱ୦ + ୏
ଵ଴଴଴

(T − T୰ୣ୤)]S୰ୟୢ																							                   (3.2) 
				Iୱୟ୲ = I୮୦/(exp	((V୭ୡ ∗ q)/kAT)− 1)                        (3.3) 
 
n୮	=number of cells in parallel connection 
nୱ = number of cells in series connection 
 

	I୮୦=photon current 
Iୱୟ୲=cell reverse saturation current 
q    =   electron charge (1.6×10–19 C) 
k    =    Boltzmann’s constant (1.38 × 10–23 J/K) 
A   =    ideality factor 
Iୱ୦ =	 Short circuit current 
V୭ୡ =		Open circuit voltage 
T୰ୣ୤ =  Reference temperature (K) 
T     =   solar cell temperature (K) 
S୰ୟୢ = 	solar	cell	radiation 
K = short circuit current temperature co efficient 

Once value of current is computed, the corresponding 
voltage value that gives maximum power is computed from 
PSO. It finds the optimal voltage value to be produced by the 

Buck-Boost converter based on power value. The population 
set containing voltage values is initially chosen. 

V = {Vଵ, Vଶ, Vଷ, … … … … … V୭ୡ}                                       (3.4) 
 

The fitness function is maximization function expressed as 

f(x) = max	(P)                                                                (3.5) 
Where P = (V ∗ I)         
Thus                

 f(x) = max	(V ∗ I)                                                          (3.6) 

 

The block diagram of the proposed model is shown in the 
Figure 1. 

  

 

 

 

 

      
 

Figure 1: Block diagram for proposed model 
 

Based on the steps discussed above, the algorithm finds the 
optimal V value that maximizes the objective function. The 
controller adjusts the duty ratio of Buck-Boost converter to 
get the required output voltage. Thus whole PV system’s 
maximum power is tracked all the time and converted to 
desired AC value suitable for the load. 

IV. POWER ELECTRONIC CIRCUITRY 
The buck boost converter can either bucks or boosts the 

panel’s DC voltage. The advantage of proposed inverter 
topology is that it produces AC quantity with reduced 
harmonic content and low switching losses. The converter is 
controlled through MPPT controller that is coded with PSO. 
The output voltage of a converter is adjusted as per the duty 
cycle. The output of the PV panel is connected to the inverter 

via DC-DC buck boost converter. The buck boost 
converter’s duty cycle is adjusted as per the MPPT 
algorithms optimal voltage value. Several converter 
topologies were used in the past decades [9]. Conventional 
boost or buck converters employ hard switching. This 
increases switching losses and thus reduces the overall 
efficiency [10].  Two stage systems consist of cascaded 
connections with increased number of switches. Power loss 
is high in such topologies.  

The obtained DC voltage should be converted to a 
corresponding AC quantity. A general overview of different 
types of PV inverters is given in [11] and [12]. Here three 
level inverter configuration is employed for the conversion 
process. Switching losses are eliminated to a greater extent. 
Comparatively higher or lower output is obtained as per the 
load requirements. The proposed system is designed and 
implemented using three level inverter and it is simulated 
using MATLAB software 

V. SIMULATION RESULTS 
The algorithm and simulation circuits are developed in 

Mat lab environment. The efficiency is tested using different 
number of swarms and iterations. Convergence of the 
algorithm depends on velocity and random factors. Various 
optimal values for a module with 36 cells, open circuit 
voltage 21.75V and short circuit current 4.75A is tabulated 
below. PSO traps the global optimal value when radiation 
level is different due to environmental conditions. The 
various values of optimal voltage and power for each 
iteration are tabulated in the table 1, 2 and 3. 

Solar 
panel 

DC-DC 
converte

r 

Loa
d 

PSO based 
MPPT control 

3 level 
Inverter 
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Table 1: Maximum power of the panel for radiation=300 
W/m2, I=1.0689Aand Table T: 
population=100 particles 
 

Iterations Optimal voltage (Volts) Power (Watts) 
30 16.7262 17.8786 
60 16.7266 17.8787 
100 16.7266 17.8786 

 
Table 2: Maximum power of the panel for radiation=500 
W/m2,I=1.7849A and population=100 particles 

 
Iterations Optimal voltage (Volts) Power (Watts) 
30 17.2851 30.8515 
60 17.2849 30.8514 

100 17.2849 30.8514 

 
Table 3: Maximum power of the panel for radiation=750 
W/m2 I=2.6812A and population=100 particles 

 
Iterations Optimal voltage (Volts) Power(Watts) 
30 17.7406 47.5655 
60 17.7406 47.5655 
100 17.7406 47.5655 

 

 

Fig 2: Current waveform of 3 level inverter 

 
Fig 3: Voltage waveform of 3 level inverter 

Current and voltage waveforms of the proposed inverter 
circuit are shown in Figure 2 and Figure 3. Circuit shows 
that less number of switching devices is used which reduces 

the switching losses. Thus the overall efficiency of the solar 
system is increased 

VI. CONCLUSION 
An optimization algorithm called Particle swarm 

Optimization Algorithm is proposed to obtain maximum 
power from the  panel. The proposed algorithm effectively 
tracks the global optima of power value. Efficiency of the 
system is further increased by three level inverter 
configurations. The topology proves to be more efficient in 
both cost and gain. Losses are highly reduced with proposed 
inverter model. Existing MPPT algorithms like Perturb & 
Observe, Incremental Conductance fails to track the optimal 
value under partial shaded conditions. The proposed 
optimization technique overcomes this problem. Thus overall 
efficiency is improved with the proposed techniques. 
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Analysis of Five Level Inverter 
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ABSTRACT : The power electronics device which converts DC 
power to AC power at required output voltage and frequency 
level is known as inverter. Multilevel inverter as compared to 
single level inverters has advantages like minimum harmonic 
distortion, reduced Electromagnetic interference (EMI)/Radio 
frequency interference (RFI) generation and can operate on 
several voltage levels. A multi-stage inverter is being utilized for 
multipurpose applications, such as active power filters, static 
var compensators and machine drives for sinusoidal and 
trapezoidal current applications. The drawbacks are the 
isolated power supplies required for each one of the stages of 
the multi converter and it’s also lot harder to build, more 
expensive, harder to control in software. Some industrial 
applications of inverters are for adjustable speed ac drives, 
induction heating, standby aircraft power supply, 
Uninterruptible Power Supply for computers, High Voltage DC 
transmission lines etc. The DC power input to the inverter is 
obtained from an existing power supply network or from a 
rotating alternator through a rectifier or a battery, fuel cell, 
photovoltaic cell etc. 

Keywords- Electromagnetic interference (EMI), Multilevel 
inverter, Photovoltaic cell, Radio frequency interference, 
Uninterruptible Power Supply. 

I. INTRODUCTION 

The inverters which produce an output voltage or a 
current with levels either 0 or +V or -V are known as two  
level inverters. In high-power and high-voltage applications 
these two-level inverters however have some limitations in 
operating at high frequency mainly dueto switching losses 
and constraints of device rating. This is where multilevel 
inverters are advantageous. Increasing the number of voltage 
levels in the inverter without requiring higher rating on 
individual devices can increase power rating. The unique 
structure of multilevel voltage source inverters’ allows them 
to reach high voltages with low harmonics without the use of 
transformers or series-connected synchronized-switching 
devices. The harmonic content of the output voltage 
waveform decreases significantly. 
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The three level inverter offers several advantages over 
the more common two level inverter. As compared to two 
level inverters, three level inverters have smaller output 
voltage steps that mitigate motor issues due to long power 
cables between the inverter and the motor. These issues 
include surge voltages and rate of voltage rise at the motor 
terminals and motor shaft bearing currents. In addition, the 
cleaner output waveform provides an effective switching 
frequency twice that of the actual switching frequency. 
Should an output filter be required, the components will be 
smaller and less costly than for an equivalent rated two level 
inverter. Most often the NPC inverter is used for higher 
voltage inverters. 

 
Advantages of this multilevel approach include good 

power quality, good electromagnetic compatibility (EMC), 
low switching losses, and high voltage capability. The main 
disadvantages of this technique are that a larger number of 
switching semiconductors are required for lower-voltage 
systems and the small voltage steps must be supplied on the 
dc side either by a capacitor bank or isolated voltage sources. 
The first topology introduced was the series H-bridge design. 
 

II.INVERTERA 

Dc-to-ac converter whose output is of desired output voltage 
and frequency is called an inverter. 

Based on their operation the inverters can be broadly 
classified into 

� Voltage Source Inverters (VSI) 

� Current Source Inverters (CSI)      

A voltage source inverter is one where the independently 
controlled ac output is a voltage waveform. Voltage source 
inverter or voltage fed inverter is one in which the dc source 
has small or negligible impedance. In other words the 
voltage source inverter has stiff dc voltage source at its input 
terminals. A current source inverter is one where the 
independently controlled ac output is a current waveform. A 
current fed inverter or current source inverter is fed with 
adjustable current from a DC source, DC source of high 
impedance. 

On the basis of connections of semiconductor devices, 
inverters are classified as 

� Bridge inverters 

� Series inverters 

� Parallel inverters 
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Some industrial applications of inverters are for 
adjustable- speed ac drives, induction heating, stand by air-
craft power supplies, UPS (uninterruptible power supplies) 
for computers, hvdc transmission lines etc. 

III.MULTILEVEL INVERTERS 

Numerous industrial applications have begun to require 
higher power apparatus in recent years. Some medium 
voltage motor drives and utility applications require medium 
voltage and megawatt power level. For a medium voltage 
grid, it is troublesome to connect only one power 
semiconductor switch directly. As a result, a multilevel 
power converter structure has been introduced as an 
alternative in high power and medium voltage situations. A 
multilevel converter not only achieves high power ratings, 
but also enables the use of renewable energy sources. 
Renewable energy sources such as photovoltaic, wind, and 
fuel cells can be easily interfaced to a multilevel converter 
system for a high power application. 

 
The concept of multilevel converters has been introduced 

since 1975. The term multilevel began with the three-level 
converter. Subsequently, several multilevel converter 
topologies have been developed. However, the elementary 
concept of a multilevel converter to achieve higher power is 
to use a series of power semiconductor switches with several 
lower voltage dc sources to perform the power conversion by 
synthesizing a staircase voltage waveform. Capacitors, 
batteries, and renewable energy voltage sources can be used 
as the multiple dc voltage sources. The commutation of the 
power switches aggregate these multiple dc sources in order 
to achieve high voltage at the output; however, the rated 
voltage of the power semiconductor switches depends only 
upon the rating of the dc voltage sources to which they are 
connected. A multilevel converter has several advantages 
over a conventional two-level converter that uses high 
switching frequency pulse width modulation (PWM). The 
attractive features of a multilevel converter can be briefly 
summarized as follows. 

 
● Staircase waveform quality: Multilevel converters not only 
can generate the output voltages with very low distortion, but 
also can reduce the dv/dt stresses; therefore electromagnetic 
compatibility (EMC) problems can be reduced. 

● Common-mode (CM) voltage: Multilevel converters 
produce smaller CM voltage; therefore, the stress in the 
bearings of a motor connected to a multilevel motor drive 
can be reduced. Furthermore, CM voltage can be eliminated 
by using advanced modulation strategies . 

● Input current: Multilevel converters can draw input current 
with low distortion. 

● Switching frequency: Multilevel converters can operate at 
both fundamental switching frequency and high switching 
frequency PWM. It should be noted that lower switching 
frequency usually means lower switching loss and higher 
efficiency. 

Unfortunately, multilevel converters do have some 
disadvantages. One particular disadvantage is the greater 

number of power semiconductor switches needed. Although 
lower voltage rated switches can be utilized in a multilevel 
converter, each switch requires a related gate drive circuit. 
This may cause the overall system to be more expensive and 
complex. Plentiful multilevel converter topologies have been 
proposed during the last two decades. Contemporary 
research has engaged novel converter topologies and unique 
modulation schemes. Moreover, three different major 
multilevel converter structures have been reporter in the 
literature: cascaded H-bridges converter with separate dc 
sources, diode clamped (neutral-clamped), and flying 
capacitors (capacitor clamped). Moreover, abundant 
modulation techniques and control paradigms have been 
developed for multilevel converters such as sinusoidal pulse 
width modulation (SPWM), selective harmonic elimination 
(SHE-PWM), space vector modulation (SVM), and others. 
In addition, many multilevel converter applications focus on 
industrial medium-voltage motor drives, utility interface for 
renewable energy systems, flexible AC transmission system 
(FACTS), and traction drive systems. 

 

 

Fig 1: Single phase five level inverter 

IV.SINGLEPHASE FIVE-LEVEL INVERTER 
 

Fig. 1 shows the circuit of the proposed single-phase five 
level inverter. In Fig. 1, 2E is the dc-link voltage and L1 
andL2 are the two coupled inductors. The mutual inductance 
of the two inductors is M and the output terminals of this 
inverter are1 (the same point as the output of arm a) and 2. 
Obviously, this topology is very simple and can be 
constructed simply by adding two coupled inductors to a 
conventional three-arm inverter bridge. 
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Fig 2:Modulation scheme for five level inverter 
A) Switching States for Five-Level Output Voltage 
 
From Fig. 1 and (5), the output voltage of the proposed 
inverter can be expressed as 
u12 = u1n − u2n = u1n − (ubn+ ucn)/2 
 

In the following discussion, the power switches in one 
arm areassumed to switch complementarily. For instance, S2 
must beturned OFF if S1 is turned ON and vice versa. So the 
followingdiscussion will only focus on the switching states 
of S1 ,S3 , andS5 . For convenience of analysis, the number 
“1” will be usedto denote the ON state of one switch and “0” 
will be used todenote the OFF state. 

 
In fact, u1n ,ubn, and ucnall can generate two-level 

voltage(+E and −E). According to equation  the voltage 
levels of u12 can be summarized in Table no1.Obviously, the 
proposed inverter can generate five voltagelevels at its output 
terminals. From Table I, it should be pointedout that the 
switching state of S1 must be 1 if u12 ≥ 0 and theswitching 
state of S1 must be 0 if u12 ≤ 0. This means S1 andS2 will 
switch at the fundamental frequency of the referencesignal. 
So, the switching losses of S1 and S2 will be very lowin the 
proposed inverter. 
 
 
 

 

 

Table no.1: Switching states and output voltage of the 

inverter. 

Fig 3.Dwelling time (green part) within every Ts and the 

some of the possible switching patterns for S3 and S5 (SP1–

SP6). 

Advantages: 
 Simple construction and easy implementation, 
 The switching  losses is less compared with the 

excising system, 
 The effective control of the switches is achieved. 

Application: 
 Motor Drives, 
 Active Filters, 
 Power conditioning. 
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Fig 4.Simulation results of five level inverter 
 

V..CONCLUSION 
 

This paper proposed a novel single-phase five-level 
inverter based on coupled inductors. This inverter can output 
five-level voltage with only one dc source and no split of the 
dc voltage capacitor, totally avoiding the voltage balancing 
problem. The height of the staircase in the output voltage is 
only half of the dc-link voltage under any modulation index. 
Meanwhile, the voltage stresses on all the power switches are 
the same and only four switches are operated at high 
frequency. Operation mechanism of this inverter was 
analyzed and the optimized switching Patterns were also 
presented to minimize the passive component. Verification 
results show validity of the proposed topology together with 
the modulation method. The coupled inductors may be the 
flaw of this converter. However, the switches taking the high 
current have low-switching frequency while the switches 
taking the low current have high-switching frequency. 
Therefore, the presented topology is very suitable for low to 
medium power applications, especially for high-current 
cases. 
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Series Resonant Converter 
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ABSTRACT: Increasing the frequency of operation of power 
converters is desirable, as it allows the size of circuit magnetic 
and capacitors to be reduced, leading to cheaper and more 
compact circuits. However, by increasing the frequency of 
operation switching losses are increased hence reducing the 
system’s efficiency. One solution to this problem is to replace 
the "chopper" switch with a "Resonant" switch, which uses the 
resonances of circuit capacitances and inductances to shape the 
waveform of either the current or the voltage across the 
switching element, such that when switching takes place, there 
is no current through or voltage across it, and hence no power 
dissipation. A circuit employing this technique is called resonant 
converter. Resonant converter is recent technology which is 
used in X-ray machine, Electrical vehicle charger etc. Resonant 
converter reduces switching loss through mechanism known as 
zero current switching and zero voltage switching. When the 
series resonant converter are operated below resonance the zero 
current phenomenon can occur and circuit acts as capacitive 
circuit, leading power factor. When resonant converter operate 
above resonance the zero voltage phenomenon can occurs and  
acts as inductive circuit, lagging power factor. Electrical Vehicle 
Battery Charger is an important part in automobile.  
 

I. INTRODUCTION 

Resonant converters operate at relatively high switching 
frequencies, and this enables the use of small inductive 
components which improve the dynamic behaviour and 
reduce the size of the converter. Despite the above-
mentioned benefits of SMPS’s, there are several parameters, 
which are not desired and have a strong influence on the 
converters behaviour being mainly:[1,2] 
• Non-linear components in the converter structure, 
• Line and load variations, and 
• Electro-magnetic interferences (EMI).                                                                   
  

The Resonant converter has non-linear components, the 
value of which changes non-linearly if the converter is 
disturbed or may change within time.  These parameters 
force the converter to deviate from the desired operating 
condition. If the parameter deviation increases, this will 
cause the converter not to operate in steady state. Each 
control method has its own advantages and drawbacks due to 
which that particular control method appears to be the most 
suitable control method under specific conditions, compared 
to other control methods. It is always demanded to obtain a 
control Method that has the best performances under any 
conditions [4]. 
 
 
 
 
 
 
 
Mr. Ambadas S. Mane,  Mr Vijay P. Mohale are with Electrical Engineering 
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II. OPERATION OF SERIES RESONANT CONVERTER 
 

In resonant converter chargers, drawbacks of switch 
mode chargers are overcome. Rectified AC input is turned 
into high-frequency AC using high frequency switching 
device (e.g. MOSFET).Voltage or zero current conditions are 
achieved using resonant tank circuit and a high-frequency 
transformer reduces the voltage to the exact level needed to 
charge the battery[6].    

 

 
 

Fig.1 Block Diagram of Series Resonant Converter[5] 
 

In the coming years, electric vehicles are predicted to 
dominate large segments of the automotive industry. 
Presently there are no widely accepted standards for electric 
vehicle charging techniques and many different methods are 
in use. The electric vehicle charger using a series L-C-L type 
resonant converter configuration will incorporate the benefits 
of maximized safety, efficiency, speed and ease of use. Fig.2 
shown below represents battery charging circuit. In this 
circuit L-C-L type resonant converter configuration will be 
used and MOSFET will be used as a switch because it has 
low switching losses. It is proposed to design series resonant 
converter for charging of electric vehicle battery. The 
sequence of design is shown in figure below.[7]. 
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Fig.2 Circuit Diagram of Series Resonant Converter[7] 

                

The aim of this project is to develop a fast and efficient 
method of electric vehicle battery charger using L-C-L type 
Resonant Converter topology. For ease of use, the entire 
system will be monitored by microcontroller which will 
control the power output of the charger and monitor the state 
of batteries to protect system from line born disturbances.  
 
1.  Zero –voltage switching: 

 
When the series resonant converter is operated above 

resonance, the zero voltage switching phenomenon’s can 
occur, in which the circuit causes the transistor voltage to 
become zero before the controller turns the transistor on. 
With the minor circuit modification, the transistor turn-off 
transition can also be caused to occur at zero voltages. This 
process can lead the significant reductions in the switching 
losses of converters based on MOSFETs & Diodes. 

For the full bridge circuit of fig13.theswitch output 
voltage Vs (t), &its fundamental component Vsl (t), as well 
as the approximately sinusoidal tank current waveform is (t), 
are plotted in fig18. 

For the half cycle 0<t<Ts/2, the switch voltage Vs (t) 
is equal to +Vg. For 0<t<ta, the current Is (t) is negative & 
diodes D1 & D4 conduct. Transistor Q1& Q4 conduct when 
Is (t) is positive, over the interval ta<t<Ts/2.The waveform 
during Ts/2<t<Ts are symmetrical. Since the zero crossing of 
Vs (t) leads the zero crossing of Is (t), the transistor conduct 
after their respective anti parallel diode. 

In general, zero voltage switching can occurs. When 
the resonant tank present an effective inductive load to the 
switches, & hence the switch voltage zero crossing occur 
before the switch current zero crossing. 

The transistor turn-off transition in fig. is similar to 
that of PWM switch. In converters the employ IGBTs or 
other minority-carrier devices, significant switching loss may 
occur at the turn-off transition. The current tailing 
phenomenon causes Q1 to pass through a period of high 
instantaneous power dissipation & switching loss occurs. An 
additional advantage of zero-voltage switching is the 
reduction of EMI associated with device capacitance. 

 

     
Fig.3 Switch Network Output Waveforms for Series Resonant Converter 

SI                  
 

III. SINUSOIDAL ANALYSIS OF RESONANT 
CONVERTERS 

                                  
The class of resonant converters contains a controlled 

switch network (Ns) which drives a linear resonant tank 
network (Nr). In resonant inverter, the tank network drives a 
resistive load . The reactive component of the load impedances, 
if any, can be effectively incorporated into the tank network. 

 
In the case of resonant DC-DC converter, the resonant tank 

network is connected to an uncontrolled rectifier network (Nr), 
filter network (Nf), load R. Many well known converters can be 
represented in this form, which includes the series, parallel, 
LCC topology. 

 
In the most recommended modes of operation, the 

controlled switch network produces a square wave output 
voltage Vs (t) whose frequency (Fs) is close to tank network’s 
resonant frequency (Fr). In the c as where the resonant tank 
responds primarily to the fundamental component Fs of switch 
waveform of frequencies Fs. In the case where the negligible 
response at the harmonic frequencies n(fs), Where n=3, 5, 
7….then the tank waveform’s are well approximated by their 
fundamental components. 

                As shown in the fig.9, this is indeed case where the 
tank network contains a high Q-resonance at or near the 
switching frequencies and a low pass characteristics at higher 
frequencies. Hence neglect harmonics and compute the 
relationship between the fundamental components of the tank 
terminal waveforms Vs (t), Is (t), Ir (t) and Vr(t). 
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1.  Controlled switch network model: 
 

 
Fig.4 Ideal Switch Network 
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Fig.5 Switch Network Output Voltage Vs (t) and its Fundamental 

Component Vs1(t) 

 
Fig.6 Switch Network Waveforms Is (t) and Ir (t). 

 

 
Fig.7 Equivalent Circuit For The Switch Network 
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IV. CONCLUSION 
 

In order to study and analyze the Switch Mode Control 
effect on the converter behavior and to compare it to another 
control method, a comparison will be done for the output 
voltage and the inductor current responses of the Series LCL 
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T- type Resonant converter controlled with the PID control 
and the SMC. Test results will be obtained in steady state and 
under dynamic conditions.  

Resonant converters have advantages such as reduction in 
cost, size and weight of the power supply. Fast transient 
response, reduction in switching losses, di/dt and dv/dt 
stresses of power devices gives additional advantages of 
using resonant converters. It also reduces Electro-Magnetic 
Interference (EMI). 

 
Resonant converter is recent technology which is used in 

X-ray machine, high HV pulsed load applications, Ozone 
generation using LCC RC, high-power industrial application 
of CO2 laser also needs HV power supply, Electrical vehicle 
charger etc. 
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