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Abstract
With the development of network and storage technology, providing a sharealﬂ(e and,

convenient cloud storage service has become a major new application
development trend of internet, however, the system scale is huge and stora ﬂ%m is
variable, so traditional performance evaluation and testing method are r@ le for
cloud storage platform. This paper provides the thinking of\pesformaic ation of
cloud storage system, sets up multiple-index 3D evalua?b%&tem fac ferent users
and adaptable to different stages. It applies cloud testi

h clouw e to test node
visiting performance in different physical position \/
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1. Introduction \O
% stor " @

With the development of netw F% hnology, providing shareable and
convenient network cloud sto ice hag, becbme a new type of application model
and development trend of iﬂé&t. he wi plication of cloud computing and cloud
storage raises huge challenge to the exéetorage technology in systematic structure,
performance, dynamic s configu\‘ eractive mode, reliability and safety, etc., The
technological levelsa ity has strategic significance on national digital infrastructure
construction and i tion ~%Whether various applications and network storage
constructedi tform o ud storage will be successful or not depends on the

performang ed ge service. Different from traditional storage service, the

object of cloudstorage rtain public and access scale, access focus and access mode

have been changed; ther hand, the acquisition bottleneck of storage resource is not

1/0 but public ne herefore, the performance simulation and evaluation technology

of traditional system and distributed file system cannot be adaptable to cloud
ly

storage servijce t :
2.C @Eorage Evaluation

storage is mainly to increase multiple access interfaces and application methods

e basis of distributed file system and data management in order to achieve elastic

management method of allocation as demand. Its multiple core technologies originate

from mass storage system. General composition of cloud storage is as in shown in

Diagram 1.Compared with evaluation technology of traditional high-performance

computing and high-end fault-tolerant computer mass storage system, cloud storage
evaluation and simulation technology have the following characteristics:

2.1. Various Roles Concern about Different Aspects

Cloud storage system has many related roles and different roles have different concerns
to cloud storage system.
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2.2. Evaluation and Simulation of System Level

Cloud storage system has big scale and wide distribution. It involves many data
management technologies and strategies, so it’s difficult to evaluate the systematic
performance and reliability.

2.3. Distributed and Multiple-User Load Simulation

Parallel scale of actual system users exceeds load generative ability of lab.
User’s performance in different physical location has greater differences.

Data backup, data filing Centralized storage, big

Application access Personal space service, and remote sharing, etc. volume on-line storage
layer operator space leasing, of government, business of website such as
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Diagram 1. Basic COI@E

The research on cloud s oraSe |ce,p mance has become a hot topic of cloud
ad

storage and cloud computing emi Garfinkel Error! Reference source not
found. and Hill Error! ference ;%\not found. et. al., test the performance of

Basic management
layer

Storage cluster system
Distributed file system
Network computing

Storage layer

Clowud Storage System

Amazon AWS and i Azyre ectively, such as access speed of database,
network through allabl etc. In addition, there are some researches making
comparison of s erform@ traditional storage system and Amazon S3 through

am Simson L. Garfinkel Error! Reference source not

traditional I, for
found. et. @om Ha niversity make test according to EC2 (Elastic Compute
Cloud), S3 (Simple St f@ e Service) and SQS (Simple Queue Service) of AWS. They
only evaluate perfo%ce and availability of object storage. YCSB Error! Reference
source not fou veloped by Yahoo Company, which mainly aims at the evaluation
of key/value cl torage system. Cloudstone Error! Reference source not found. is a
program similar to YCSB. It’s a tool set developed by UC Berkeley and SUN
jointly. The purpose is to provide a benchmark based on social networking
lication. Filebench Error! Reference source not found. is an automatic
ol of file system performance. It tests the performance of file system through
ating the load of real application server rapidly.
he current performance evaluation index is designed from task angle and compared
from higher application layers. Network environment and application mode of users are
different, so these test indexes don’t have comparability. In addition, these indexes cannot
be used for performance evaluation of system level nor analyze the performance
bottleneck of system.

3. Cloud Storage Performance Evaluation Thinking

3.1. Cloud Storage Evaluation System
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Facing different users, cloud storage evaluation system is adaptable to multi-index
comprehensive evaluation system at different stages. Evaluation system includes
evaluation index, evaluation service object and service life cycle. Evaluation index
includes performance, efficiency, elasticity, availability and manageability, etc.
Evaluation service object includes final user, cloud computing service provider, cloud
computing infrastructure provider and equipment provider, etc. Service life cycle covers
the R&D, operation and dilatancy of cloud computing and cloud storage system.

3.2. Cloud Storage Evaluation Environment

The basic thought of evaluation is applying parallel evaluation and comprehensive
analysis method to get performance index of system. The whole evaluation system is
made up of the following parts:

3.2.1. Basic Storage Device Test: For basic storage device test, load generativ 0\«?90
produces mass of load to test throughput rate and IOPS performance of cIm&& ge
device.

3.2.2. Virtual Storage Pool Test: It connects multiple h%dewc her through
high-speed network, forms storage pool of cloud stora e istributes it to

each test node. Every node is installed with load g for testing.

3.2.3. Interface Application Test: Make test Wstem mt&ce pplication.

10 access node 10 access de

Cloud storage information
organization and access core
system

High performance storage node

ram 2. Cloud Storage System Evaluation Environment Schematic
o)

loud Storage Evaluation Content

For evaluation content, it stresses starting from these three dimensions of benchmark
index test, different roles of users and different stages of research and operation of cloud
storage system:

On the basis of traditional mass storage system index, benchmark index test combines
the feature of cloud storage system (that is supply as needed, rapid elasticity
configuration, big access scale and wide distribution; high parallel/high throughput,
balance of computing and 10 demand, large total quantity and rapid expansion; and
international construction features of mass resources convergence, stress high-
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performance density, high-performance power consumption, etc.) and proposes
purposeful new index and testing method and tool, including benchmark test in elasticity
shortening environment and various indexes in high parallel/high connection situation,
related tests to virtualization, performance per volume, performance cost and throughput
rate/ power consumption, etc.

Cloud storage system provides access, usage, development, configuration and
management interface of different levels/ authorities for final users, application developer
and system operator. Cloud storage is a kind of service mode of IT resource provided as
needed in nature, so it should provide certain service level agreement for different roles of
users. There is an important focus of SLA, namely “measurability” and “measuring
method”. We propose to carry out proper research on index computing method and
measuring method for different types of SLA measuring indexes.

It achieves the purpose of promoting construction with evaluation through the
circulation of evaluation-->feedback-->improvement-->evaluation and provides services
for successful research of each core system of cloud storage. Meanwhile, clo M
system stress providing IT service outward, so it has the feature of updati Lc%ntly
according to operation feedback situation (for example, Google has so-c ll@ anent
Beta version” network service development and on-line t%p). It pée uiring all

kinds of situations of operation from system monitoring.interface throu -line testing
method in system operation and maintenance perigt hrougths data mining

aintai ndrdeveloper to locate
of updat nd improvement.

o
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34.Cl orage Evaluation

C Storage system has multiple nodes distributed widely. Distinct difference exists
% s when they use cloud storage service. Cloud storage test needs use limited and
reagbnable test case to complete the test of cloud storage end-user. Cloud storage
environment may cause the inconsistent test result in the same test case owing to the
environment differences led by time and geography, so we need study the scheme to
eliminating environmental affecting factors. By virtue of the idea of testing CDN network
performance with Plantnet, it can be also used for access performance test in different
physical positions of distributed network environment, construct similar cloud testing
environment and realize cloud testing with cloud scheme.

The paper proposes to provide a whole set of testing environment based on cloud
storage platform (non-target system), so tester can carry out test instantly as long as he
logs in the testing environment by means of virtual desktop. We provide software and
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hardware installation, environment configuration and environmental maintenance. After
testers assign hardware configuration, software stack (operating system, middleware,
tools software), network topology, it creates a new set of testing environment with current
virtualization technology. If tester can accept the created standard testing environment,
then he can log in immediately.

In the evaluation, “cloud testing with cloud” [7-8] is the basic testing principle. Based
on this, this subject constructs testing environment and designs test standard and testing
tools. The “cloud testing with cloud” program schematic is as shown in Diagram 4. Such
“cloud testing with cloud” methods can not only provide complete testing environment,
but also provide many additional services. For test machine, it can provide origin point for
tester to reset the virtual machine to assigned state. For large-scale test, cloud test can
provide multiple testing clients. They can download test case from main controller,
execute and submit test result and main controller reports the result to tester after

summarizing. \/
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In the evaluati %ud testing with cloud” is the basic testing principle. Based on
this, this subje structs testing environment and designs test standard and testing
tools. Testing emvironment and testing tool must turn into passive adapting to tested
system e%wﬂent from active selecting operation platform of traditional mass storage
efore, the development and usage of all tools must conform to the
n of interface of cloud storage platform environment to ensure it has good
ability and compatibility and realize the target of testing cloud storage platform.
se the structural feature of cloud storage system, main tools in testing system, such
as trace collection reset and fault injection tool must be used in distributed way and it
must have the capability of implanting different systematic layers simultaneously with the
limitation of 3D evaluation system.
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evaluate system more accurate it s support multiple interfaces and

Cloud storage evaluation system mus t@wbme h tested target system in logical
structure closely to penetrate into t ds uire effective information and
specifications in functional reall coup @ ith tested system loosely, makes the scale

of evaluation system can be ted as ne conveniently through distributed system

structure so as to realize ypiyversality ility of evaluation system.
As is shown in D 5, the g of target system is completed by actual
measuring/ analog lation co ation analysis jointly. The evaluation will consider

* take’@b k box above service interface layer as the primary
erent inde in different layers for evaluation. In the dimension of
3 em, it considers two modes of single user (end to end) and
distribu ed) cording to the feature of different indexes. Trace collection
tool is used in the r‘ of performance, storage utilization, etc. Related information
collection will befGarried out from service platform layer to multiple layers of cloud; the
most important\feature of trace reset tool is to realize distributed reset.

the whole target
thing and s i

34.1. P ance Index Test: Performance evaluation of cloud storage environment
emp on the evaluation, analysis and summarization of the whole system. In testing,
it=ge rious performance indexes of back-end cloud storage system through front-end
test and computing and describes the service level provided externally by system
thréugh evaluating performance of system on various interfaces of external service.

3.4.2. Distributed Multi-Interface Trace Collection and Reset: Firstly, determine the
layer of trace collection. It is carried out from external, so the grade of trace collection is
closer to application. Meanwhile, the development work of evaluation system and
research work proceed in parallel. In order to ensure the independence of research
schedule and tool, it needs avoid strong dependency on storage system. It proposes to
realize it with software package, executes trace collection in the part of system processing
and responding front-end interface and ensures all captured 1/0 information of system can
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record file reading, creation and retrieve, etc. According to different collection objects,
Trace tool applies software and hardware realization methods. For mass information
organization and access core system, it realizes it with software package, for example,
seal 1/O access library function on operating system. When Trace record is needed, the
sealed library function can be used for recording file writing, creation, retrieve, etc., for
high-end disk array, apply hardware + software method, firstly apply FC/iSCSI/FCP
agreement analyzer to save all kinds of commands and results stored on network, then
combine SCSI to analyze SCSI command in data package and get access demand of
various data on disk array. The difficult point is the analysis of multiple agreements and
paralleling time synchronization of 1/0.
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Trace reset lo t 1s usua ade up of five stages: plan, scene design, erect
s@ene and result analysis. Of them, design script

operation envir : ope
creation at ign stage, reset trace set creation and scene design are as shown in
Diagram 7.6 &
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3.4.3. Expandability Test: Expandability test of cloud storage system is relatively
complicated. It includes positive expansion owing to scale rising and negative expansion
owing to scale decreasing. It’s one of features that cloud storage system is different from
mass storage system. Meanwhile, the change frequency of system sale is higher than
traditional mass storage system. Therefore, in evaluation, not only does it need analyze
the performance change curve of recovering stability at the time of positive expansion,
but also it need analyze change curve of negative expansion. Moreover, it takes service
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state time that system recovers stability after expanding as an important evaluation index.
It proposes to apply combination method of actual measuring and analyzing to carry out
test on transmittability and storage capacity, etc., from different layers of application layer
of cloud storage front end and cloud storage platform service layer according to 3D
evaluation model formed by multiple dimension indexes.

Table 1. Expandability Evaluation Goal List

Type Content Description
Service ability at system node

Expand upward

Vertical unit is increased
expandability Expand Service ability at system node
downward unit is reduced
The increasing of physical .
Expand scale of system, such as \/
outward increasing of node stored ?\
Horizontal intelligently
expandability The decreasing of phygic
Expand inward dscale 0 M, SUCRES
ecr node,sto
@ telliw
me cos ed by
Cost of Cost of time stem when it is’expanded
expansion Cost of @conom\ t needed by
economy systewvhe it is expanded

Integrate all original data acqui ugh s on and actual measuring methods,
analyze data according to relat e and |mat|on of possible expansion scope
according to actual measure

4. Conclusion ’\,\Q

The evaluatlon ud stor. vironment emphasizes on evaluation, analysis and
summarization whole ioh of system. In test, it gets various performance
indexes of dclou age system mainly through cloud front-end test combined
with analysis_asid com d@md describes service level provided externally by system
i rmance of system in various interfaces of external service.

thinking and thought for solving the problem that current cloud

It evaluates, computer infrastructure and demonstrated application developed greatly
during 12*9-Year Plan of our country, including 0.1billion grade parallel cloud server,
EB gra@ d storage system, cloud service and management platform core software,
clou puting safe system architecture, etc. It aims at speeding up the development
@ of domestic computing and cloud storage product through construction promotion
evaluation and enhancing the recognition degree of domestic cloud computing and
cloud storage service through unified evaluation criteria.
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