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Abstract 

With the rapid development of wireless communication systems, multi-core DSP with 

high computing performance is an important part of SDR (Software-Defined Radio) 

platform. Research has focused on low-power design in SDR platform since the SDR 

platform is sensitive to power consumption. Following the baseband digital signal 

processing features of SDR application, this paper proposes a data-driven and task-

driven gated-clock architecture. The DSP cores in the multi-core DSP can be turned on 

and turned off with this architecture at the appropriate time. Experiments show that the 

proposed low power gated-clock architecture can provide effective low-power 

performance for multi-core DSP in SDR platforms. 
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1. Introduction 

With the development of communication technology, especially in wireless fields, 

various standards and protocols have been applied to wireless communications. 

Meanwhile, the implementation of the communication systems becomes increasingly 

complex. To accommodate these changes in communication fields, software-defined 

radio-SDR has attracted increasing attention. SDR generally adopts programmable 

processor, such as DSP, to realize the wireless communication system, which improves 

the flexibility of wireless communication implementation. At present, multi-core DSP is 

often used to build a SDR platform with its high computational capabilities [1-2]. SDR 

platform is sensitive to power consumption, and therefore, the low power design for 

multi-core DSP based SDR platform is extremely essential [3-4]. 

This paper proposes a data-driven and task driven gated-clock architecture and related 

special instructions for low power design to highlight the feature of the baseband digital 

signal processing. First of all, the master DSP can turn on or turn off the slave DSP core 

via the data-driven gated-clock architecture, when the data processing of the network load 

is coming or completed. Besides, baseband digital signal processing is divided into tasks. 

According to the relevant relationship between tasks, the tasks are assigned to each DSP 

core. The DSP core can turn itself off following task driven gated-clock architecture, 

when the assigned task is completed. Hence, DSP core with gated-clock architecture 

flexibly realizes the activation and deactivation of the DSP core, which achieves the goal 

of low power consumption. 

The organization of paper as follows: the second chapter presents the related work for 

multi-core DSP low power design. The third chapter expounds the feature of the baseband 

digital signal processing. The fourth chapter in detail design of gated-clock architecture 

and related special instructions to achieve data and task driven gated-clock. The fifth 

chapter presents the target of the multi-core DSP realization of IEEE 802.11a receiver as 

an example for evaluation and analysis the gated-clock architecture. The last chapter is 

the summary. 



International Journal of u- and e- Service, Science and Technology 

Vol.9, No. 6 (2016)   

 

 

170  Copyright ⓒ 2016 SERSC 

2. Related Work 

Figure 1 shows the model of multi-core DSP architecture, which includes DSP cores, 

interconnection between DSP cores, and on-chip memory system. Therefore, the low 

power design of multi-core DSP mainly refers to those three parts. 
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Figure 1. Multi-Core DSP Architecture Model 

The independent processor cores on multi-core processors are connected with an 

interconnection structure. Each processor core has its own independent instruction stream. 

The single-core processor achieves high-performance with complex architecture, while 

multi-core processors include many low complexity processor cores to improve 

parallelism. Therefore, multi-core processors usually use heterogeneous multicore 

architecture or dynamic voltage and frequency scaling mechanism, to reduce power 

consumption. 

The interconnection structure is an important part of the multi-core processors for 

processing data and control information between processor cores. As shown in Figure 2, 

interconnection structure can generally be classified into several types, such as 

hierarchical and mesh networks, among others [5]. Meanwhile, interconnection structure 

also results in a certain amount of power consumption overhead, which passes from the 

switch unit and data traffic in interconnection structure. Tran proposed a multilayer 

interconnection structure, which makes long-range processor cores of the mesh 

interconnection structure directly connected to each other with an additional 

programmable switch unit[6,7]. The situation of long-range processor cores 

communicating with each other is avoided through a large number of switch units in 

traditional mesh interconnection structure. This multilayer interconnection structure 

reduces the overhead of the switch unit, thereby reducing the power consumption of 

multi-core processors. L Hang adopts a dynamic voltage/frequency scaling mechanism for 

communication line in interconnection structure, which is based on the usage of the 

interconnection that dynamically adjusts the voltage of communication line for low power 

consumption [8]. 
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Figure 2. Interconnection Structure 

Considering that off-chip memory access brings latency and power consumption, 

multi-core processor often integrates a certain number of on-chip storage unit to improve 

the speed of memory access, and to reduce the power consumption [9-10]. On-chip 
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memory optimization mainly involves the reasonable allocation of on-chip memory to 

reduce the off-chip memory access. G Suh based on the real-time collection of the cache 

miss rate, dynamically allocated the second-level cache between the different processes to 

reduce the off-chip memory access [11-12]. N Vujic proposed an adaptive and prediction 

mechanism for CELL multicore processor code optimized to reduce the execution time of 

the program [13-14]. 

Numerous studies show that low-power design on multi-core processor architecture has 

attracted more attention. As type of multi-core processor, multi-core DSP in software-

defined radio is often used in demanding low-power requirements of mobile devices. 

Therefore, multi-core DSP can optimize power consumption based on the characteristics 

of baseband digital signal processing. 

As shown in Figure 3, baseband digital signal processing in a wireless communication 

system can be divided into the receiver and the transfer. The receiver demodulated the 

signal from radio front end module, and then sent the bit stream data to the MAC layer. 

The transfer modulated the MAC layer bit-stream data to the physical layer frame, and 

then sends it through the wireless front-end. According to different processing purposes 

baseband digital signal processing can be divided into three parts, which are digital front-

end, modem, and codec. The current popular wireless communication standards, such as 

WLAN, WiMAX, etc., are data-stream dominant and has synchronous data flow 

characteristic in digital processing [15-16]. 
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Figure 3. Baseband Digital Signal Processing 

3. Multi-core DSP Low-Power Design 

3.1. Data Driven Gated-clock 

The A/D converter in wireless communication system receiver is not sampling the 

physical frame in real-time, and the MAC layer is not sending bit-stream data to the 

physical layer in real-time. When the baseband digital signal processing task is assigned 

to each DSP core of the multi-core DSP, if no data is available to process, the DSP core 

may be deactivated until it is required. Therefore, this paper designs data driven gated-

clock for activating and deactivating the DSP core; its architecture as shown in Figure 4. 

This data-driven gated-clock architecture involves the selection of one DSP core as the 

master DSP core for monitoring communication payload. In addition to the basic DSP 

core architecture, this DSP also includes a control unit, a MUX unit, and a state machine. 
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Figure 4. Data Driven Gated-Clock Architecture 

Table 1 shows the special instruction format of the master DSP core for controlling the 

turn on or turn off functions. The master DSP fetches the special instruction and decodes 

it to the corresponding control unit. The control unit sends the last two bits of special 

instruction to the state machine unit. The two bits are known as the clock control signal, 

and may be generated to make the state machine strobe the enabling signal. These two 

bits are which make the state machine generate the enabling signal to MUX. Finally, via 

the MUX, the turn on or turn off function controls the other DSP core. Figure 5 shows the 

state machine. 

Table1. Special Instruction on Master DSP Core 

special instruction(n bits) 

Operation 

special 

instruction 

flag(n-2 bits) 

Parameters 

bit(2 bits) 

1 1 Turn on the 

other DSP cores 

1 0 Turn off the 

other DSP cores 

0 1 
idle 

0 0 
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enable=0
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enable=0
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Master DSP core send a Dynamic Turn off 
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Master DSP core send a static 

Turn on control signal for itself

 

Figure 5. State Machine of Data Driven Gated-clock Architecture 

Programmers, by using a special instruction in the master DSP core, can turn on or turn 

off the other DSP cores, such that the other DSP core can be turned on when obtaining 

valid data to reduce average power consumption. 
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3.2. Task Driven Gated-clock 

When multi-core DSP obtains valid data for processing, the baseband digital signal 

processing is mapped to the DSP cores in the multi-core DSP. Considering the features of 

the baseband digital signal processing, the processing generally splits into various tasks 

and static mapping. This step takes advantage of the multi-core DSP features to achieve 

parallel task levels. In Figure 6, assume the baseband digital signal processing is split into 

four tasks, which are mapped to the four DSP cores. Each DSP checks and processes the 

received data packet pipeline. At time t4 in Figure 6, when the DSP core 1 processes the 

fourth packet’s first task, and the DSP core 2 processes the third packet’s second task. The 

DSP core 3 processes the second packet’s third task, and the DSP core 4 processes the 

first packet’s fourth task simultaneously. In addition, the multi-core DSP can handle 4 

packets in parallel with its different tasks, and each DSP core only processes the task that 

is assigned to it, without changing the task online. 
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Figure 6. Parallel Task Execution on Multi-core DSP 

Figure 6 indicates that the multi-core DSP can execute the tasks of baseband digital 

signal processing with parallel pipeline. The pipeline length depends on the longest 

execution time of the tasks. However, task mapping cannot guarantee the task execution 

time on the DSP cores to be exactly the same. As a result, the DSP cores, which have the 

shorter task execution time, must wait for a certain period before the next task execution. 

In addition, the start and end processing of physical layer frame only requires certain DSP 

cores. Based on these two reasons, this paper introduces a task-driven gated clock. And 

expands the special instructions of the data driven gated-clock for combining the data 

driven gated-clock and task driven gated-clock. When the DSP core obtains valid data, the 

DSP cores can be dynamically turned off and the static turned on to reduce power 

consumption 

Static activation refers to the DSP core, which is based on the fixed assigned tasks, and 

the assigned tasks do not change online. A master DSP core (DSP core 1) turns on the 

other DSP cores for every intervals pipeline time. The master DSP core turns on DSP 

cores 2, 3, and 4 at t4, as shown in Figure 6. When a physical layer data frame starts or 

ends to be processed, the master DSP turns on the DSP cores in proper sequence. 

Dynamic deactivation means that the DSP cores, except the master core, turn off when the 

DSP core has completely processed the assigned tasks. 

 

3.3. Dynamic Turn Off and Static Turn On 

To realize the dynamic turn off and static turn on, this paper designs the special 

instruction for task driven gated-clock and expand the data driven gated-clock special 

instruction. The hardware architecture of the task driven gated-clock and data driven 

gated-clock is shown in Figure 7. Each DSP core has an internal control unit. Special 

instructions are decoded by calling the control unit to generate a clock control signal. In 

addition to other DSP cores, each DSP core consists of a strobe and a state machine to 

implement DSP cores on and off. As shown in Figure 8, the state machine is different in 

data driven gated-clock, which generates the enabling signal to turn off the DSP core by 
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itself. The special instructions on the master DSP core and the other DSP core are listed in 

Table 2 and 3. 
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Figure 7. Task Driven Gated-clock Architecture 
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Figure 8. State Machine of the Task Driven Gated-clock Architecture 

Table 2. Modified Special Instruction on Master DSP Core 

Special instruction (n bits) 

operation 

Special 

instruction 

flag (n-6 bits) 

Identify bit 

(4 bits) 

Parameters 

bit(2 bits) 

identify the DSP 

core’s ID，( 

0000 is global 

turn on or global 

turn off) 

1 1 Turn on the DSP core 

2 to DSP core with 

identify bit 

1 0 Turn on the DSP core 

with identify bit to 

DSP core with the max 

id 

0 1 
idle 

0 0 

 

4. Evaluation and Analysis 

The heterogeneous multi-core DSP and low power design architecture are described by 

Verilog HDL, evaluated and analyzed the power consumption by EDA tools (Synopsis 

Design Complier) and Xilinx Viretex-4 FPGA , as shown in Figure 9. The related digital 

signal processing module on the heterogeneous multi-core DSP was the IEEE 802.11a 

baseband receiver processing [17]. 
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Figure 9 FPGA Implementation Platform 

A Heterogeneous multi-core DSP in evaluation and analysis is based on ring 

interconnection, which is illustrated in Figure 10 [18-19]. The heterogeneous processor 

has two processor cores, and all processor cores run at 400 MHz. Each processor core has 

different computational capacity. The 32x32bit register files and a number of private 

memories (PM) are included in the memory system of each processor core. A shared 

memory (SM) is implemented between two processor cores, which are used to transfer 

data between the DSP cores. The IEEE 802.11a baseband receiver processing is divided 

into preamble and data symbol parts. For the preamble parts, processing includes frame 

synchronization, carrier frequency offset estimation, carrier frequency-offset 

compensation, guard removal, channel estimation, and so on. Data symbol part processing 

includes carrier frequency offset compensation, guard removal, 64 point FFT, channel 

equalization, pilot removal, demodulation, de-puncture, Viterbi decoding, de-scramble, 

and so on. 
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Figure 10. Architecture of Heterogeneous Multi-core DSP 

IEEE 802.11 baseband receiver processing tasks are mapped on multi-core DSP as 

shown in Figure 11. The heterogeneous multi-core DSP with a Viterbi hardware 

accelerator has a 9 DSP core. It is synthesized with 45 nm logic technology by EDA tools 

[20]. The die area of the multi-core DSP without gated-clock is 3.43 mm2, and with gate-

clock, the die area is 3.4302 mm2. The average power of multi-core DSP is 1244.42 mW, 

which is under the 1.1 v global voltage and runs at 400 Mhz. The results of the 

experiment show that the die area of multi-core DSP with gated-clock is increased by 

0.005%. The multi-core DSP is still effective for IEEE 802.11a baseband receiver 

processing. Due to the gated-clock, the multi-core DSP can turn off the idle DSP core at 

the proper time. For the processing of the preamble and data symbols, the heterogeneous 
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multi-core DSP average power consumption is 830.35 mW and 830.35 mW respectively. 

In contrast to the multi-core DSP without the gated-clock, the average power is reduced to 

33.27% and 27.54%. Unlike MCMT multi-core DSP and the godson III multi-core DSP 

with the in-core gated-clock, the gated-clock proposed is actually data- and task-driven to 

turn off and turn on the DSP core. Meanwhile, the proposed gated-clock low power 

design method can cooperate with other low-power techniques for achieving lower power. 
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Figure 11 IEEE 802.11 Baseband Receiver Processing Model 

5. Conclusions 

According to the characteristics of the OFDM systems, this paper proposes a novel 

data-driven and task-driven gated-clock architecture for multi-core DSP based SDR 

platform’s power and energy efficient. The DSP cores in the multi-core DSP can be 

turned on and turned off with this architecture at the appropriate time. The results show 

that this architecture is possible in multi-core DSP based SDR platform and that, as 

expected, can reduce energy and power by up to 33.27% in OFDM preamble processing . 

Future work involves using the technology with other DSP in different process node. And 

investigate the margins that exist at lower feature sizes and also exploring how this data-

driven and task-driven gated-clock architecture can be incorporated into an energy-aware 

operating system. 
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