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Abstract

Three dimensional (3D) mapping of environments has gained tremendous attention, from academic to industry to military, owing
to the ever increasing needs of environmental modeling as well as monitoring. While many highly effective techniques have been
reported thus far, a few even turned into commercial products, none has explored the use of wearable sensors to capture human foot
motion, gait, and phase for 3D map construction, especially in the Architecture, Engineering, and Construction (AEC) domain. In
this work, we propose a smart (and wearable) shoe, called “Smart Shoe”, which integrates multiple laser scanners and an inertial
measurement unit (IMU) to build a 3D map of environments in real time. Such a Smart Shoe can be a potential tool for floor
plan surveying, in-construction monitoring, planning renovations, space usage planning, managing building maintenance and other
tasks in the AEC domain. Besides, this Smart Shoe could assist disabled people (blind people) to navigate and avoid obstacles
in the unknown environment. In another case, the shoes may help firefighters quickly model and recognize objects in the firing,
dark, and smoky buildings where traditional camera-based approaches might not be applicable. We integrate this shoe with a novel
foot localization algorithm that produces a smooth and accurate pose and trajectory of human walking, which is the key enabling
technique to minimize data registration errors from laser point cloud.
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1. Introduction

Three dimensional (3D) mapping of an unknown environ-
ment is open and important research since it has broad applica-
tions in environmental searching, automation in construction,
exploring and monitoring [1, 2]. Laser scanners can be used to5

collect 2D measurements of a facility’s as-built condition, and
the resulting point cloud can be processed to construct a 3D
map for the Building Information Models (BIMs) [3]. There are
successful research efforts in this field, and some of which have
been turned into commercial products such as Velodyne LiDar10

[4]. Integration of laser scanners or 3D LiDar sensor to build
a 3D map of the environment is reported in [5, 6, 7, 8]. Their
proposed 3D mapping systems integrated on a mobile vehicle
can work in large scale environments, but they are not appro-
priate to a normally worm device such as the Smart Shoe in this15

paper. Due to natural localization challenges [9, 10, 11, 4] of
human foot motion based wearable sensors, not much research
on 3D real-time mapping wearable sensor devices on the foot
has been reported yet.

The original idea for this paper started from our observation20

of human foot motion gait of which we can exploit to design a
Smart Shoe which is a compact wearable device. This Smart
Shoe with 3D real-time mapping abilities has potential appli-
cations such as: helping visually impaired users improve their
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capabilities of navigation and movement; or helping firefighters25

quickly model and recognize objects in the fire and dark smoky
buildings where cameras may not be useful.

In the Architecture, Engineering, and Construction (AEC)
domain, the Smart Shoe can be used for floor plan surveying,
in-construction monitoring, planning renovations, space usage30

planning, managing building maintenance. Since the Smart
Shoe is lightweight and works in real-time it can be used as
a construction safety monitoring and training tool.

This Smart Shoe implementation with wearable sensors in-
cluding laser scanners and an inertial measurement unit (IMU)35

faced several challenges. First, it requires a very compact de-
sign for the natural movement of feet, such as: fast walking,
climbing up or down, running or jumping. Second, the accu-
racy of tracking position and orientation of foot motion is cru-
cial in building a 3D map [12, 13]. Finally, because the swing of40

laser scanners during foot motion definitely increases the noise
of collected data, it obviously reduces the accuracy of 3D map
result.

In order to deal with these challenges, we utilized the human
foot motion gait to implement a human foot motion localization45

algorithm for accurate and smooth foot motion position, and to
swing laser scanners how they could scan a full 3D mapping of
environments. The results of this proposed Smart Shoe could
be a frame work for other potential researches and applications
of mobile wearable devices for 3D mapping in real-time. The50

initial report of this work has been presented in [14].
The remainder of the paper is organized as follows. The next

section presents an overview of the Smart Shoe design, and data
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collection and processing. Section 3 presents a real-time human
foot motion localization scheme. The 3D mapping algorithm55

for the Smart Shoe is presented in Section 4. Section 5 presents
experimental results to demonstrate the effectiveness of the pro-
posed Smart Shoe. Finally, an extended discussion of possible
applications of the Smart Shoe in ACE and future work con-
cludes the paper in the conclusion section, Section 6.60

2. Overall Design of a Smart Shoe

In order to help reader be insightful the methodology of this
Smart Shoe and how it could exploit gait phases of human foot
motion to build a 3D map of environments, this section shows
an overview of the proposed Smart Shoe design and how this65

design guarantees for successfully building a 3D map.

2.1. Design of a Smart Shoe
The Smart Shoe sketch and its components are depicted in

Fig. 1 and Fig. 2, respectively. There is one IMU sensor
mounted on the front top of the shoe to help localize the foot70

during walking. Additionally, two 2D laser range scanners are
mounted on the front and rear of the shoe to scan the surround-
ing environment. Data from these IMU and laser range scanners
are transfered to laptop computer for real-time data processing.
Both real-time human foot localization and 3D mapping algo-75

rithms (Fig. 2) run in the computer to create a 3D map of the
surrounding environment during the foot motion.

Mounting the laser range scanners on the shoe/foot has sev-
eral advantages comparing to mounting on other body parts.
First, by utilizing the foot motion during the walk, a 3D scan-80

ning field can be created without using other supporting actu-
ation mechanisms such as motors to rotate the laser scanners,
and this can help save energy/power. Likewise, mounting on
the wearer’s chest, back, or head leads to a need of an actua-
tor to rotate the laser scanner in order to have a 3D scanning85

field. Second, the foot motion has two different phases, stance
and swing, as shown in Fig. 3 which can be utilized to reduce
IMU drift to enhance the accuracy of the foot localization. The
higher accuracy of foot localization, the better accuracy of the
3D map. Third, it is more convenient and easier to mount laser90

scanners on the shoe than on other body parts.
In this design (Fig. 1), the S martS hoe frame is considered as

a rigid body frame [15] which includes three sub-body frames:
Laser S canner1 on the front of the shoe, IMU under the front
laser scanner, and Laser Scanner 2 on the rear of the shoe. The95

distance between the two centers, O1 of the Laser Scanner 1
frame and O2 of the Laser Scanner 2 frame, is dO1O2 , and an
axis O1O2 is parallel to the ground. Because the body frame of
the Laser Scanner 1 is setup to be the same as the Smart Shoe
frame, O1 is equivalent to OS of the Smart Shoe frame.100

Likewise, the IMU frame is also equivalent to the
S mart S hoe frame, hence the original center OI of IMU frame,
OS of Smart Shoe frame, and O1 of Laser Scanner 1 frame are
equivalent, or OS ≡ O1 ≡ OI , as shown in Fig. 1. This leads
to the angle rate of IMU (Roll, Pitch, Yaw) during foot move-105

ment be also the angle rate of Laser Scanner 1 and Smart Shoe
frames, respectively.

  

OS ≡ O1 ≡ OI
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Figure 1: The Smart Shoe design.
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Figure 2: The Smart Shoe’s Components.

Since two laser range scanners are mounted on different posi-
tions, they have different detected/scanned areas, detected dis-
tances, number of points per scanning, and scanning frequen-110

cies. In this design, because the coordinate systems of Smart
Shoe and Laser Scanner 1 are setup equivalently to IMU co-
ordinate system, their Z axis is pointing toward the ground as
shown in Fig. 1. Also, X1, XI and XS are equivalent to the Roll
axis; Y1, YI and YS are equivalent to the Pitch axis; and finally115

Z1, ZI and ZS are equivalent to the Yaw axis.

2.2. Scanning Field of the Smart Shoe

Because a crucial requirement for this Smart Shoe to success-
fully build a 3D map is its capability of helping laser scanners
scan fully 3D sphere space above the ground, missing any por-120

tion of this space can lead to the failure of building a full 3D
map of environments. When observing gait phases of human
foot motion (see Fig. 3), we discovered that the changing angle
of foot motion could help the front and rear laser scanners scan
a maximum angle of 5π/6 around the Pitch axis. This maximum125
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angle, of course, depends on walking speeds [16] [17]. Hence,
by integrating two laser range scanners on the rear and front
of a shoe, the scanning field can reach to a maximum covered
angle 5π/6 such as in Fig. 4.

  

Figure 3: The Human Motion Gait Phase.
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Figure 4: The Smart Shoe Scanning Field by Gait phase.

In Fig. 4, the yellow and green major sectors are the detected
areas of the Laser Scanner 2 and the Laser Scanner 1, respec-
tively. The 3D space volume covered by the yellow and green
color areas is the scanning field of the Smart Shoe moving from
the stance phase to the swing phase in one step. Furthermore,
the gait and positions of this movement can be divided into two
phases and 8 positions [16] [17] as shown in Fig. 3. The maxi-
mum scanning angle of Laser Scanner 1, γ̂1,6

1 , and Laser Scan-
ner 2, γ̂1,6

2 , can be estimated at positions 1 and 6 of the human
gait phase in Fig. 3 and Fig. 4. Therefore, a total physical
scanning angle composed by both Laser Scanners 1 and Laser
Scanner 2 is obtained as followed:

γ̂1,6
1U = γ̂1,6

1 − γ̂
1,6
1L (1a)

γ̂1,6
2U = γ̂1,6

2 − γ̂
1,6
2L (1b)

γ̂b = π − (̂γ1,6
1U + γ̂1,6

2U), (1c)

where γ̂1,6
1U , γ̂1,6

2U are real scanning angles of Laser Scanner 1130

and Laser Scanner 2 above the ground, respectively; γ̂b is un-
scanned angle of this Smart Shoe. The estimation value of the
un-scanned angle is γ̂b (π/6 ≤ γ̂b ≤ π/3) as shown in Fig. 5.

Obviously, the un-scanned angle of the Smart Shoe depends
on walking speeds too, and it may fluctuate from π/6 to π/3. At135

a normal walking speed, it is approximate to π/4. However, this
lacking volume can be compensated by the scanning volume of
a next step. Therefore, this design can guarantee to fully scan
a 3D map of the half sphere above the ground of environments
during foot motion. This is the advantage of mounting laser140

range scanners on the foot.

2.3. Data Collecting and Processing
Based on the design of the Smart Shoe presented in the pre-

vious section, we can compute 3D positions of scanning points
from laser scanners in their body frames and then transform145

them to the North East Down (NED) frame [18][19]. Without
loss of generality, we assumed that the Laser Scanner 1 and the
Laser Scanner 2 are different laser scanners. Hence, the detec-
tion areas dA0

1, dA0
2 are different as shown in Fig. 5. Also, the

maximum detected distance at any scanning time t of any point150

i of Laser Scanner 1, dt
1(i) and that of Laser Scanner 2, dt

2(i)
are different; and the number of points for each degree of Laser
Scanner 1, nP1 and Laser Scanner 2, nP2 are also different.

Figure 5: The Smart Shoe Scanning Field Estimation.

The Laser Scanner 1 and Laser Scanner 2 have total scanning
points of scanning ranges Dmax

1 ∗ nP1 and Dmax
2 ∗ nP2, respec-155

tively. Dmax
1 and Dmax

2 are the maximum scanning range of laser
scanner 1 and 2, respectively. For example, Hokuyo laser range
scanner URG-04LX-UG01 has the maximum scanning range
of 2400, but UST-10LX has the maximum scanning range of
2700. The duration for one full scanning of Laser Scanner 1 is160

δ1t and Laser Scanner 2 are δ2t, δ1t , δ2t, respectively. The
duration time for IMU sensor respondent is δI t which normally
is thousand times smaller than δ1t and δ2t.

In order to build a 3D map, we need to calculate scanning
point of each laser scanner and transform them into the NED165

frame system as discussed in the following subsections.
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2.3.1. Front Laser Scanner 1 Data
In this subsection, we convert each point from Laser Scanner

1 into its 3D body frame such as in Fig. 6.
The 3D coordinate values of any point i at a discrete scanning

time t of Laser Scanner 1 is obtained as follows:

xt
1(i) = 0.0 (2a)

yt
1(i) = dt

1(i) ∗ cos(αt
1(i)) (2b)

zt
1(i) = dt

1(i) ∗ sin(αt
1(i)) (2c)

Whereas αt
1(i) and i :170

i f imin
1 ≤ i < i01 then αmin

1 ≤ αt
1(i) < 2π;

i f i01 ≤ i ≤ imax
1 then 0.0 ≤ αt

1(i) ≤ αmax
1 ;

imin
1 = 0, i01 = ((Dmax

1 − π)/2 − π) ∗ nP1; imax
1 = Dmax

1 ∗ nP1;
αmin

1 = (π − (Dmax
1 − π)/2), α0

1 = 0.0; αmax
1 = (Dmax

1 − π)/2
175

  

Figure 6: Field of View of the front Laser Scanner 1.

Because OS ≡ O1 ≡ OI , we can easily transform a Laser
Scanner 1’s 3D point coordinate (xt

1(i), yt
1(i), zt

1(i)) into the
Smart Shoe frame (xt

1S S (i), yt
1S S (i), zt

1S S (i)) as followed:

xt
1S S (i) = xt

1(i) (3a)
yt

1S S (i) = yt
1(i) (3b)

zt
1S S (i) = zt

1(i) (3c)

The subscript S S in these equations stands for the Smart Shoe
body frame.

Last but not least important, we need to transform this 3D
coordinate values from Smart Shoe frame into the NED frame
as presented in subsection 2.4.180

2.3.2. Rear Laser Scanner 2 Data
The field of view of the Laser Scanner 2 is explained in Fig.

7. Equations to convert a distance of any point i in any discrete
scanning time t from Laser Scanner 2 into a 3D coordinate are:

xt
2(i) = dt

2(i) ∗ sin(αt
2(i)) (4a)

yt
2(i) = dt

2(i) ∗ cos(αt
2(i)) (4b)

zt
2(i) = 0.0 (4c)

Whereas αt
2(i) and i :

i f imin
2 ≤ i < i02 then αmin

2 ≤ αt
2(i) < 2π; i f i02 ≤ i ≤

imax
2 then 0.0 ≤ αt

2(i) ≤ αmax
2 ;

imin
2 = 0, i02 = ((Dmax

2 − π)/2 − π) ∗ nP2; imax
2 = Dmax

2 ∗ nP2;185

αmin
2 = (π − (Dmax

2 − π)/2), α0
2 = 0.0; αmax

2 = (Dmax
2 − π)/2.

The rear Laser Scanner 2 frame has a slightly different β̂O1O2

angle than the others, and it has a distance dO1O2 from its
body frame to the Laser Scanner 1 frame. Therefore, the
O2Z2 and O1Z1 are different by β̂O1O2 as shown in Fig. 1.
Then, the process of transformation the Laser Scanner 2 data
(xt

2(i), yt
2(i), zt

2(i)) into the Smart Shoe body coordinate system
(xt

2S S (i), yt
2S S (i), zt

2S S (i)) is obtained as followed:

xt
2S S (i) = (xt

2(i) + dO1O2 ) ∗ cos(̂βO1O2 ) (5a)
yt

2S S (i) = yt
2(i) (5b)

zt
2S S (i) = (xt

2(i) + dO1O2 ) ∗ sin(̂βO1O2 ) (5c)

  

Figure 7: Field of View of the rear Laser Scanner 2.

2.4. Transforming Laser Scanning Data into the NED frame

This is an important step in laser scanning data processing.
As discussed in the previous section, since the Smart Shoe has
multiple different coordinate systems from Laser Scanner 1190

frame, Laser Scanner 2 frame and IMU frame, the data col-
lected at each frame has its own coordinates. Therefore to en-
able 3D mapping, we need to convert/transform them into a
common frame, namely NED.

It is supposed that an arbitrary point Pt
S S (i) =

(xt
S S (i), yt

S S (i), zt
S S (i)) in the Smart Shoe body frame is

any point i in the data set collected from Laser Scanner 1 or
Laser Scanner 2 at a any time t. We need to transform all
points in this data set into the NED system. The transformation
can be obtained as followed:

Pt
eS S (i) = Mt

NED ∗ Pt
S S (i), (6)

where Mt
NED = Mt|t

NED is a transformation matrix in Equ. (17).195
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3. Real-Time Human Foot Motion Localization Algorithm
for The Smart Shoe

As briefly discussed in subsection 2.1, the Smart Shoe is
equipped with an IMU to help localize the foot motion dur-
ing the walk. The scanning data is then associated with the foot200

position to enable 3D mapping process. However, human local-
ization using IMU is challenging problem due to IMU drift and
local magnetic disturbances from external environment.

We used the Dynamic Gait Phase (DGP) algorithm, proposed
in our previous work [20], to accurately detect the stance and205

swing phases of the foot motion. We then use the Zero Ve-
locity Update (ZVU) algorithm [20, 10, 21, 22] to mitigate the
IMU drift. The approach is based on the fact that at each stance
phase (the foot on the ground), the foot velocity should be zero.
Therefore, if the IMU still returns a velocity different than zero210

during this phase, there should be errors caused by IMU drift.
Hence, combining DGP and ZVU algorithms we can signifi-
cantly reduce the IMU drift problem.

Another useful observation is that, during the walk the char-
acteristic of human foot swing usually occurs in a straight di-215

rection. For this reason, a Heuristic Heading Reduction (HDR)
algorithm [20, 23, 21] is applied to adjust the drifted yaw an-
gle of heading direction. If the magnetic field of environment
makes change in a heading direction, HDR would reduce the
bias of this yaw angle.220

IMU device usually includes three embedded sensors: Ac-
celerometers measuring the acceleration at+1

b , Gyroscopes mea-
suring the angular rate wt+1

b , and Magnetometer measuring the
magnetic field of the Earth ot+1

b . The subscript b in these vari-
ables refers to their value in the body frame of the IMU device.225

The superscript t + 1 refers to the value of these variables at
discrete time t + 1 in the IMU’s time series.

Since the IMU normally outputs data of the acceleration at+1
b ,

the angular rate wt+1
b , the Earth magnetic field ot+1

b , and the
quaternion qt+1, we need to derive the Euler rotation angles,230

Roll (αt+1), Pitch (βt+1) and Yaw (γt+1), from these raw data.
The detail of obtaining these rotation angles can be found in
[24].

Once the DGP detected a stance phase of the foot motion at
time t+1, the ZVU and the HDR algorithms estimate the vector
mt+1 of the actual error measurement:

mt+1 = (δψt+1, δwt+1
b , δvt+1) (7)

where, the bias error of yaw angle δψt+1 is obtained by the HDR
algorithm as:

δψt+1 = γTi −
γT(i−1) + γT(i−2)

2
(8)

where, Ti is the last discrete time of the stance phase of step i.
The bias error of velocity is obtained as follows:

δvt+1
b = vt+1

b − vt+1
a (9)

where, vt+1
b is the velocity of motion in the IMU’s body frame,235

which can be obtained as vt+1
b =

∫
at+1

b dt. vt+1
a is the actual ve-

locity of the foot in the stance phase, or vt+1
a = [0 0 0]T .

The bias error of the angular rate is obtained as follows:

δwt+1
b = wt+1

b − wt+1
a (10)

where, wt+1
a is the actual angular rate of the foot in the stance

phase, or wt+1
a = [0 0 0]T .

After applying the ZVU and the HDR algorithms to estimate240

the vector mt+1 of the actual error measurement as in Equ. 7,
we use an Extended Kalman Filter (EKF) to estimate the errors
of the attitude, the angular rate, the position, the velocity, and
the acceleration of the foot/shoe motion.

The EKF’s error state vector at the previous time t is a 15
element vector δXt|t, and its function corrects the INS’s output
values: the velocity, the position, and the attitude:

δXt|t = δXt(δϕt, δwt, δpt, δvt, δat
b) (11)

where, δϕt, δwt, δpt, δvt, and δat
b represent the EKF’s estimated

errors of the attitude, the angular rate, the position, the velocity,
and the acceleration at the previous time t.
The EKF’s predicted error state vector at time t + 1 is:

δXt+1|t = Φt+1δXt|t + nt
p (12)

where, nt
p is the process noise with a covariance matrix Qt =245

E[nt
p(nt

p)T ].
The EKF’s state transition matrix,Φt+1, is a 15× 15 matrix:

Φt+1 =


I ∆t·Mt+1|t

NED 0 0 0
0 I 0 0 0

0 0 I ∆t·I
−∆t2

2
·S(at+1

n′ )

−∆t·S(at+1
n′ ) 0 0 I ∆t·Mt+1|t

NED

0 0 0 0 −∆t·S(at+1
n′ )

 (13)

where, I is a 3 × 3 unit matrix, 0 is a 3 × 3 zero matrix. S(at+1
n′ )

is the skew-symmetric matrix of the accelerations:

S(at+1
n′ ) =

 0 −at+1
n′ (2) at+1

n′ (1)
at+1

n′ (2) 0 −at+1
n′ (2)

−at+1
n′ (1) at+1

n′ (0) 0

 (14)

where, at+1
n′ is the bias-corrected acceleration in the NED frame:

at+1
n′ = Mt+1|t

NED · a
t+1
b′ (15)

where, Mt+1|t
NED is the transformation matrix as in Equ. (17).

The bias compensations for the acceleration at+1
b′ and angular

rate wt+1
b′ from the EKF error state vector δXt|t in Equ. (11) are

obtained as follows:

wt+1
b′ = wt+1

b − δwt+1
b (16a)

at+1
b′ = at+1

b − δat+1
b (16b)

where, the raw data of the acceleration at+1
b , and the angular

rate wt+1
b here is in the IMU’s body frame.

The transformation matrix [22, 21], Mt+1|t
NED that transforms

the data from the IMU’s body frame into the NED frame is
obtained as follows:

Mt+1|t
NED = Mt|t

NED ·
2I3×3 + δΩt · ∆t
2I3×3 − δΩt · ∆t

, (17)
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where, δΩt is a skew symmetric matrix of the angular rate:

δΩt =

 0 −wt
b′ (2) wt

b′ (1)
wt

b′ (2) 0 −wt
b′ (0)

−wt
b′ (1) wt

b′ (0) 0

 (18)

where, wt
b′ is computed by Equ. (16a), and Mt|t

NED is the last
rotation matrix updated by the EKF at the previous step t. At
the first time, t + 1 = 1, M1|0

NED is estimated as follows:

M1|0
NED =

[ c(γ)c(β) c(γ)s(α)s(β)−c(α)s(γ) s(α)s(γ)+c(α)c(γ)s(β)
c(β)s(γ) c(α)c(γ)+s(α)s(γ)s(β) c(α)s(γ)s(β)−c(γ)s(α)
−s(β) c(β)s(α) c(α)c(β)

]
(19)

here c, s, α, β and γ are cosine(), sine(), Roll (α1), Pitch (β1)250

and Yaw (γ1), respectively.
The EKF’s error state at time t + 1 can be obtained as:

δXt+1|t+1 = δXt+1|t + Kt+1[mt+1 − HδXt+1|t] (20)

where, Kt is the Kalman gain defined in Equ. (23); mt+1 is
defined in Equ. (7) and H is a measurement matrix:

H7×15 =

[
O1

1×3 O0
1×3 O0

1×3 O0
1×3 O0

1×3
O3×3 I3×3 O3×3 O3×3 O3×3
O3×3 O3×3 O3×3 I3×3 O3×3

]
(21)

where, O1
1×3 = [0 0 1], O0

1×3 = [0 0 0], I3×3 is a 3×3 unit matrix,
and O3×3 is a 3 × 3 zero matrix.
The EKF’s measurement model is defined by:

zt+1 = HδXt+1|t+1 + nt+1
z (22)

where nt+1
z is the measurement noise with covariance matrix

Rt+1 = E[nt+1
z (nt+1

z )T ].
The Kalman gain is obtained as follows:

Kt+1 = Pt+1|t HT (HPt+1|t HT + Rt+1)−1, (23)

where, Pt+1|t is the estimated error covariance matrix which is
computed at time t + 1 of the IMU’s output sequence:

Pt+1|t = Φt Pt|t(Φt)T + Qt (24)

where, where Qt is the process noise covariance matrix; and the
previous Pt|t is computed by:

Pt|t = (I15×15 − Kt H)Pt|t−1(I15×15 − Kt H)T + Kt Rt(Kt)T (25)

The acceleration at+1
e of human motion in the NED frame can

be obtained by transforming the bias-compensated acceleration
from Equ. (16b) to the NED frame then subtracting the vector
ge from it as follows:

at+1
e = Mt+1|t

NED · a
t+1
b′ − ge. (26)

The predicted velocity of the EKF in the NED frame at time
t + 1 is integrated from an motion acceleration as:

vt+1|t = vt|t + at+1
e · ∆t. (27)

This velocity is integrated one more time to compute the foot
position in the NED frame:

pt+1|t = pt|t + vt+1|t · ∆t (28)

Finally, we can use the EKF’s error state vector in Equ. (20)
to adjust the values of the velocity in Equ. (27), the position in
Equ. (28), and the attitude in Equ. (17):

vt+1|t+1 = vt+1|t − δvt+1|t+1 (29)

pt+1|t+1 = pt+1|t − δpt+1|t+1. (30)

4. Real-time 3D Mapping Algorithm

4.1. Integrating Laser Data and Foot Motion Trajectory255

Laser data point Pt
eS S (i) in the NED system needs to be in-

tegrated with the foot motion trajectory to build a correct map
of environments. Because the Smart Shoe body frame centered
at OS is equivalent to the IMU body frame centered at OI , the
trajectory of foot motion based on the movement of Smart Shoe
rigid body system OS is equivalent to OI . This also means that
the real-time position of OI or trajectory of foot movement is
the root for every laser point Pt

eS S (i) in a 3D map. Hence, we
can compute the real-time position of all 3D mapping points
of the surrounding environment along with the foot movement
Pt

NED3D(i):
Pt

NED3D(i) = Pt
eS S (i) + pt (31)

where, the pt = pt|t is a 3D position on the human foot motion
trajectory at time t in the NED frame.

4.2. Real-time 3D Mapping Algorithm

The real-time 3D mapping algorithm, which is designed in
Robotic Operating System (ROS) environment, is presented in260

Fig. 8. The algorithm starts at the Start event to mount Laser
Scanner 1, 2 and IMU sensor. The result of this event is three
new Listener nodes: L2−Listener, L1−Listener and I−Listener
for Laser Scanner 1, 2 and IMU, respectively. Each of them op-
erates independently and parallel to each other.265

Because their output data rate is different, the waiting time
δt

1, δ
t
2, and δt

I are different. Whenever these devices finish their
data collection phase, they send an interruption to their Listener
nodes. Then these agents describe the collected data to other
modules waiting to process this data.270

In this diagram (Fig. 8), Comp Pt
2(i), Comp Pt

1(i) and EKF
INS pt are the processing modules. The modules Pt

1(i) and
Pt

2(i) process the stream data from Laser Scanner 1 and 2 ,
respectively. They convert the distant point i in the scanning
data at time t into the 3D coordinate data in the Smart Shoe275

body frame by the Equ. (2), (3),(4), and (5). Then, the module
Pt

eS S (i) transforms this data from the Smart Shoe frame into the
NED system by Equ. (6).

The I − Listener node of the IMU sensor gets the stream
data from the IMU and then describes it to EKF INS pt mod-280

ule. This module uses the acceleration, angle rate, and mag-
netic data from the IMU description to output the velocity and
position of the foot motion. This process is supported by the
EKF filter presented in the previous section. The EKF INS filter
helps minimize accumulated errors from IMU drift over time.285
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Figure 8: A Real-time 3D Mapping Algorithm.

This EKF INS pt module outputs an accurate trajectory data of
foot motion.

The module “Calibrating 3D laser data with Foot Trajectory”
processes the calibration of the foot trajectory data with 3D
laser data to build a 3D map of the environment.290

5. Experimental Results

We implemented the Smart Shoe on a Puma sport shoe with
a white soft ring around its header as shown in Fig. 9. On
the white soft ring, we attached two Hokuyo URG-04LX-UG01
laser scanners and one MicroStrain 3DM-GX3-25 IMU sensor.295

The design and implementation of the white soft ring fol-
lows all requirements of the Smart Shoe design in Fig. 1.
Namely, Hokuyo 1 is attached at the Laser Scanner 1 position,
and Hokuyo 2 is attached at the Laser Scanner 2 position, and
MicroStrain 3DM-GX3-25 IMU is attached under the Hokuyo300

1.
The white soft ring in this implementation is tied onto the

shoe by the shoe string. This white soft ring has two roles. It is
hard enough to be able to attach all devices on the shoe tightly.
But it also warranties the required designing angle between the305

  

Hokuyo 1

Hokuyo 2

IMU       

Figure 9: A Smart Shoe implementation.

  

Infront Hokuyo 1

Figure 10: Converting scanning points into 3D body frame of Hokuyo 1.

  

Rear Hokuyo 2

Figure 11: Converting scanning points into 3D body frame of Hokuyo 2.
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Figure 12: The obtained 3D map of the 3rd floor hallway associated with foot’s trajectory in the SEM building by using our Smart Shoe. (1) Trajectory of the foot
during walking in a closed loop with an indication of starting and ending positions. (2) A 3D map of the hallway during walking with some zoom-in areas.

Hokuyo 2 body frame and the Smart Shoe body frame. The
white soft ring here also makes the Smart Shoe light and com-
fortable for wearing, and it can be removed from the shoe easily.
All integrated devices can be connected to a computer through
wireless connections such as BLE or NFC for mobility. How-310

ever, for simplicity, we used USB connection among them.

Two Hokuyo laser scanners in this implementation have

the identical technical specifications. The maximum scanning
range Dmax

1 ,Dmax
2 is 2400. The number of scanning points

nP1, nP2 for each degree of scanning detection area is approxi-315

mated 3 points. The maximum detection distance dt
1(i), dt

2(i) is
less than or equal to 4,000 mm. Time of one full 2400 scan is
nearly 0.8 s. The distance dO1O2 is 0.22 m. The different angle
β̂O1O2 is π/6.
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We show the technical specification and implementation of320

these Hokuyo laser scanners and how to calculate 3D positions
of any point i from any scanning time t in Fig. 10 and Fig. 11.

All collected data is processed by the proposed real-time
mapping algorithm as presented in Fig. 8. This algorithm is
coded in C++ on the ROS platform. We conducted the exper-325

iment of the Smart Shoe inside the 3rd floor in the Scrugham
Engineering and Mines (SEM) building, University of Nevada,
Reno (UNR) campus. The Smart Shoe collected more than 3
million 3D points for this hallway and the size of the raw data
set for one time collection is over 135 Mb.330

Fig. 12 shows the obtained result of a 3D map of the SEM
hallway along during walking. The user is walking in a closed
loop along the hallway, and his walking trajectory is plotted in
Fig. 12 (1). As can be seen, the starting and ending positions
are close to each other, and the walking trajectory matches well335

with the floor plan. This clearly shows the high accuracy of
the foot localization. During walking, the Smart Shoe collects
laser scanning data and builds a 3D map in real-time as shown
in Fig. 12 (2). To intuitively demonstrate the quality of the 3D
map, some zoom-in areas of the map are presented at the top of340

this figure.
To better illustrate the 3D mapping result, we show both 3D

map and visual image of the hallway as presented in Fig. 13.
We can see that the structure of the built 3D map is similar
to the visual image. Since this is an intuitive comparison, in345

the future work we will develop a ground truth model using
terrestrial scanning (i.e. based on ) to evaluate accuracy of the
mapping results from our Smart Shoe.
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Figure 13: Visual image of the hallway versus the 3D map.

6. Conclusion and Discussion

This paper proposed a new comfortable wearing device,350

Smart Shoe, for building a real-time 3D map of the surrounding
environment. By wearing this shoe, the user can work normally
and build a real-time 3D map. Overall design of the Smart Shoe
with details of sensor integration, data collection, transforma-
tion and processing was reported. To enable 3D scanning data355

registration, a foot localization algorithm was proposed and in-
tegrated to accurately track and localize the shoe/foot motion.

A 3D real-time mapping algorithm was introduced to build a
map of environments. Experimental results of the foot motion
localization and 3D mapping are conducted to demonstrate the360

proposed Smart Shoe.
The success of this Smart Shoe could open up a wide range

of possible applications.
In the Architecture, Engineering, and Construction (AEC)

domain, the Smart Shoe can be used for floor plan surveying,365

in-construction monitoring, planning renovations, space usage
planning, managing building maintenance, just to mention a
few. The low cost, lightweight, and unobtrusive virtues of the
Smart Shoe make it a suitable site surveillance tool in construc-
tion fields. The shoes, for example, can serve as a platform370

for building and collecting 3D models of small constructions
sites, from which a large-scale construction field model can be
constructed cost-effectively, efficiently, accurately and timely.
Such an application can be realized by equipping a number of
construction workers with the Smart Shoe.375

In addition, the real-time outputs from the Smart Shoe can
also be used for construction progress monitoring, from which
construction planning and management can benefit accordingly.
The depiction of the state of the facility as it was actually built
is valuable information for construction manager. For instance,380

once the foundation worker’s shoes report that the foundation
is at 90% of completion, the construction manager can initiate
the foundation inspection process so that it can be started right
after the foundation is built, shortening the waiting period. The
shoes’ real-time output can also be used for clash detection,385

which is the collision between built components and those in
a design model. The key advantage here is the ability to detect
such collision in timely manner, during the construction, so that
correction can be done early on, cutting down the cost and re-
duce the possibility of unexpected delays during construction.390

Another application of our proposed device is on construc-
tion safety monitoring and training. Since the shoes can indi-
cate both the motion of the workers and their surrounding, its
output can be used to tell when the worker is following specific
safety and health code. If a series of non-safe practice observed395

by the shoes, it can send real-time report to the worker’s super-
visors or colleagues to prevent incidents. In essence, a closed-
loop feedback algorithm can be developed based on the Smart
Shoe for detecting and preventing unsafe practices in real-time.
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