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Spectral Anomaly Methodsfor Aerial Detection using KUT Nuisance Rejection
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Abstract

This work discusses the application and optimization of a spectral anomaly method for the real-
time detection of gamma radiation sources from an aerial helicopter platform. Aerial detection
presents several key challenges over ground-based detection. For one, larger and more rapid
background fluctuations are typical due to higher speeds, larger field of view, and geographically
induced background changes. As well, the possible large altitude or stand-off distance variations
cause significant steps in background count rate as well as spectral changes due to increased
gamma-ray scatter with detection at higher altitudes. The work here details the adaptation and
optimization of the PNNL-developed algorithm NSCRAD (Nuisance-Rejecting Spectral
Comparison Ratios for Anomaly Detection), a spectral anomaly method previously developed

for ground-based applications, for an aerial platform. The algorithm has been optimized for two
multi-detector systems; a Nal(Tl)-detector based system and a Csl detector array. The
optimization here details the adaptation of the spectral windows for a particular set of target
sources to aerial detection and the tailoring for the specific detectors. As well, the methodology
and results for background rejection methods optimized for the aerial gamma-ray detection using
Potassium, Uranium and Thorium (KUT) nuisance rejection is shown. Results indicate that use

of a realistic KUT nuisance rejection may eliminate metric rises due to background magnitude
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and spectral steps encountered in aerial detection due to altitude changesgasohgzally

induced steps such as at land-water interfaces.

Keywords. Spectral Anomaly Detection, KUT Nuisance Rejection, Aerial SearchalAeri

Detection, Radiation Detection

1.0 Introduction

Aerial detection combines all the challenges of standoff detection with alifficalties of

mobile survey, including large and varying standoff distances and abrupt antt@grahanges
in background. Critical issues for aerial detection include land-water iceésrfeapidly changing
KUT backgrounds, and varying down scatter with altitude changes. To addresisshes a
spectral anomaly method has been adapted to aerial detection. The NSCRAD @Nuisanc
Rejection Spectral Comparison Ratio) algorithm was initially developeNidt For medium
resolution detectors [1]. The algorithm has been used for a range of ground-ltesedde
applications, including ground-based detection, portal monitoring, and OSI applications
[2,3,4,5]. The method used in NSCRAD includes both optimized energy windows for detection
of threat sources and a nuisance rejection capability. The spectral pmoetiadbd was
optimized in this work for aerial detection systems to increase the propabilietection of
threat sources in aerial search while using the nuisance rejection cgpaliinimize false
alarms from rapidly changing aerial background. The implementation of NBG@#t aerial
detection requires optimizing energy windows, adapting KUT nuisance ogjéctiaerial
backgrounds, developing new methods for background tracking, and adjusting tracking and

detection thresholds.

2.0 Methodology
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2.1 NSCRAD Method

Previous methods have been developed for detection of anomalies in spectra [6]. Tioce speci
methodology used here by NSCRAD involves the following steps [1,7]. First, speictt@ws

are optimized for a given set of threat and nuisance sources by maximizinfjeirendes

between these categories as measured by the windows [7]. The process invblves bot
optimization of detection of the threat sources and rejection of the background amt@uis
sources [8]. Nuisance sources typically include background compdftent®u and®**Th

(KUT) and progeny, but may also include medical or industrial sources. An exaetf

windows is shown in Figure 1.

Next, the vector of background-scaled spectral comparison ratios (SCRsplated for each
spectra or sample time. The SCR’s are count rate differences betwe#alspindows, scaled

by the mean backgrounds, as shown here:

4
C =c,——C,,
(1) a(1,2) 1 1, 2

where | is the mean background and the numerals in the subscripts refer to thet diffectral
windows. Next, vector SCRs are calculated for the Naturally Occuring RédeMaterial
(NORM) and assumed nuisance spectra, and these components are removed froplehe sam

spectra using an orthogonal subspace projection:

(2) Pa = Aa(Azz;lAa)_l AZZ;I’ Aa = [aal aaz aa3 aa4 ]

Here,Y is the background covariance. Finally, the standardized distance meaicuisted,
and weighted by background covariance as shown below; an observed value abowe a give

threshold, D, indicates threat or anomalous source.
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Figure 1. Example of NSCRAD Energy windows for two sets aktt sources, with KU

rejection.

2.2 General Approach

The spectral anomaly method NSCRAD was optimizedwo helicopte-based gamn-ray
detection systems using Nal(Tl) and CslI(Na) deteatays. The adaptation of the spec
anomaly method NSCRAD for aerial detector systemslves both optimiation of the
background rejection methodology for aerial detetas well as optimization of paramet
related to source detection. An important faatosource detectit, which varies with star-off
distance and speeid,the integration time used in the algorithm; timse wasoptimized througt
analysis using source injectiottsa value of 3 secon. This factoragreed with past calculons
based on speed and offset [9]helbackground rejection methodology antings were
investigated using aerial background flyover dadanfa Nal(Tl) based detector system span
a large altitude range of 30 m to 400 m and invawiwo flight location. We examinec

whether the NSCRAD settings need to be adjustdd alfttuce and location.The spectra
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ROI’s for a set of target sources were also opthitor the particular detection system us

simulated spectra at a typical flight altitude 6D3t.

The results with reptimization of windows and addition of backgrd K, U and Th nuisanc
rejection based on the particular detector systemwed a significant reduction in t|
background-induced jumps the NSCRAD metriccorresponding to altitude changes. -
results also indicated that with realistic nuisargjecton and energy windows optimization,

altitude dependent thresholds were neec
2.3 Background Tracking and Detection Threshold Optimization

Two established methods for background trackingg WiSCRAD were adapted for the ae
detection applicationdescribed he [9]. One is the Rolling Sum using a 60 second -

constant, based on the following equai

(4) 60

The second is the Exponentially Weighted Moving rage (EWMA):

) B -(1-2)B _+B

ko = I
The exponential constant here is set to a vale0zf43 to match the0% power cutof
frequency of the EWMA to that of a 60s rolling aage. The value of 60 seconds was ch

from optimization studies using source injectiongeal flight background data for the Nal(—

based detector system.

Detection and tracking thsholds were set using available flight data fordatector system, ar
balancing the percent of false positi [9]. The data included two sets of flight data, il

different geographic locations, spanning altitugileges of 50 fabove ground levelAGL) to
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600-700 ft AGL, with a combined total of over 10,000 data points. Below in Figure 2 is an
illustration of the method for one geographic location, of 9,300 data points. The method
illustrates the requirements of setting the alarm and tracking thredlasdd the allowed
number of false positives. The metrics are shown for three sets of energy windows

corresponding to specific low, medium and high energy sources.
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% False Positives in Gov Wash 201215_214129 (less takeoff and landing <50')

Figure 2. Balancing alarm thresholds vs. false positive rates for the rolling 60 second

background method.
3.0 Results
3.1 Window Optimization

A comparison of the NSCRAD metric before and after the adapted KUT loacidjrejection
and window optimization for a particular set of energy for detectidi’®& and*"1 is shown in
Figure 3. Here, results on the left use generic energy windows ferN&igT|) detector

geometries from land-based applications. Results on the right use energy swuldctv are
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optimized for a similar detector geometry, butderial applications. The new windows were
developed using the adjusted detector responséidariztased on air attenuation and scatter,

using real flight data from the Nal(Tl)-based aledietector system at a range of flying altitudes.

NSCRAD metric results from real flight data fromstsystem are shown below, using previous
generic land-based windows on the left and windopignized for the aerial detector system on
the right. This data set included several realiocaihdustrial sources as indicated by the
elevated metrics in the figure; these are detduoydabth sets of parameters. However, other
metric rises shown in the left figure are assodiatéh altitude or background changes; these are
reduced or eliminated with the addition of the Kbidlisance rejection and re-optimized energy
windows. In addition, an important result from pt#dion of windows for aerial detector
response function is that since the metric risesfbackground and altitude changes are

minimized with aerial energy windows, altitude-deg@ent thresholds are not required.

40
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Real source 30t Real source
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=~ 20t ; o = ol
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=
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Figure 3. Comparison of NSCRAD Metrics without optimizatiflaft) and with optimization
for aerial applications (right), as a function tftade for data from an urban/maritime area and a

relatively homogeneous background area.
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An example showing the importance of adapting spectral anomaly windows fotebtde

system geometry specifications is shown below. Here, analysis is shosimiated flight

data using simulated background, with source injections, as has been done with fFRADNSC
sensitivity comparisons [9,10]. Source injections included Cs-137 and Co-60 source @ varyin
strengths. Results in Figure 4 show a comparison of the analysis with two setd@#/gyiboth
optimized for aerial detection at similar altitude ranges, but for differeattetgeometries.
Windows on the left are based on a Nal(Tl) array of large crystals, wimteows on the right

are based on a Csl array with smaller detector geometries.

The simulated background was developed using measured ratios of KUT compameriligjffit
data form the Nal(Tl) based detector system over a relatively homogenousooackgThe
background spectral response was simulated for a new detector geonsetdypban array of
Csl detectors of smaller detector geometries, using the measureddfiddntrations. Next,
simulated second-by-second flight data was developed using simulated backgrotnadrgtiec
Poisson variation added, and injections of source spectra were made using simwdated det
responses for a particular flight altitude and source offset. Figure 4 shows aisompéthe
analysis with two sets of windows, at a flight altitude of 300 ft AGL, for both zedt@80 ft
offsets. There is an approximately 30% gain in sensitivity, taken as the rdt@sufurce metric

to the average background, using the energy windows adapted to new detector geometry.
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Figure4. Comparison of NSCRAD metric results using aerialdaws optimized for a C-
based deteot geometry (left) and aerial Nal(-based windows (right) using simulated fli¢

data for the Csbased detector syste

3.2 KUT Background Rejection Optimization

3.2.1 Analysisof Performancewith Artificial Background Steps

As part of the optimization for aeridétection, analysis involving real and induced lgaclund
magnitude and spectral steps, such as those eecedmtt a lar-water interface, wa
conducted. Initial analysis involved artificiallgduced background steps of both count rate
of an indivdual background spectral component. This anahlksved a controlled evaluatic
of performance of the NSCRAD background rejectiapabilities. Here, background flight d:
was generated for the 12 detector Nal(Tl) systeimyusmulated background sctra from

measured KUT concentrations at 100 ft AGL for agraof relatively homogeneous backgrot
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with Poisson variation added. NSCRAD analysis was conducted using the two background
methods. For both methods, background tracking thresholds were set for the Nal@'1)-base
detector system using real flight data. Metric results from a 5 X backijstep in count rate
only is shown in Figure 5; here the relative background spectral components ar@nkégattc
(with addition of Poisson variation). The results without nuisance rejectionbatedaas
SCRAD; results with nuisance rejection are labeled as NSCRAD. A dgorr¢aithe covariance
matrix based on the gross count rate was also applied for these results [93.régatts are
scaled by a detection threshold set for the Nal(TI) system from igdetl dlata, with a value of
one corresponding to a detection. The results show some sensitivity to the backgpund st
without nuisance rejection, with some difference in this example between theakgvdaand
methods. However, for both methods, NSCRAD results (with nuisance rejection) tieeluce

metric at the spectral step to a value at or below the detection threshold.

Metric results from a 5 X step in an individual spectral component are shown ied=@and 7;
here a single spectral component is varied, while keeping the background t®gonstant.
Results from steps in K-40 have a close similarity in the SCRAD resutte(Wwnuisance
rejection) between background methods (Figure 6). Stef8Urand®**Th (Figure 7) show
some differences in the SCRAD responses between background methods. Howeveasasall ¢
the SCRAD response show sensitivity to the background step, with a metric abovedkierde
threshold, as the step differs spectrally from the background. In all casesGRANSnetric
(with KUT nuisance rejection) shows a similar response for both methods, and aagnifi

reduction in the metric at the step, reducing the metric to below the detectidioltires
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Figure 7. Results with / without nuisance rejection for 5X spectral stéffirand®*Th.

3.2.2 Background Tracking Thresholds

As described in section 2.2, the above analysis used a background tracking threshald that w
optimized for the Nal(Tl)-based detector system. Figure 8 illustiagesftect on varying

tracking thresholds on the SCRAD and NSCRAD metrics. The responses for the EWMA
background tracking method are shown for a 5 X step ifftbebackground component, for

three sets of thresholds. Results are shown for the optimized threshold, one-half amd 2X th
threshold. It is apparent that lower tracking thresholds increase the SE&Rp@nse to the
induced background step, while higher thresholds reduce the response to the step. However,
higher thresholds may also reduce the NSCRAD responses to real sourcesn, Asrew,
optimum and high tracking thresholds, the NSCRAD response (with nuisance rejeéoten)

significantly reduce the metric value at the background step.
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Figure 8. Effects of Background tracking Threshold on SCRAD/NSCRAD Response for 5X

Step in®U.
3.2.3 KUT Rejection with Land/Water Interface

An example of the background rejection response of the algorithm to real flight da& ov
land/water interface using optimized KUT nuisance rejection is shown ineFgu The flight

data, with gross count rates shown at the left, is from a 12-detector Nal(Y|)aardacontained

multiple count rate jumps due to repeated passes over the land-water interiadSARAD

metric response is shown on the right, using the two background methods mentioned above, with
EWMA in red and the Rolling sum in blue, for a set of spectral windows for high energgsourc
The absolute metric is shown (not scaled by the detection threshold). Bothooackgrethods
produce similar results using KUT nuisance rejection. As well, the metetaisvely flat over

the large steps in count rate, and less than a typical detection threshold of 4-Baokgiound

jumps.
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Figure 9. Lake Mohave flight data showing total count rate (left) with NSCRADrigletsults

for land-water interface.

4 Conclusion

The spectral anomaly methods described here, with nuisance rejection, have dézdadhstra
capability for adaptation to aerial detection. The optimization process iscualflestment of
energy regions or windows for a particular set of threat and nuisance souseglspbdhe given
detector response function. It was demonstrated that optimization of windowdes! foeth for
differences in application, such as ground-based detection vs. aerial detactvet, a5
different detector geometries. Results with energy windows optimized fpeccdis aerial
detection system show the ability for improved detection of threat sources ectibrepf

background-induced false-alarms encountered in aerial detector searchteypysl.

As well, the optimization of KUT nuisance rejection for a given aeriaktimtsystem shows
promise for improved rejection of the false alarms caused by sharp steps irobadkgrhis
optimization was demonstrated with real flight data over a land/water ceevidich included
both sharp count rate steps and spectral changes. The results showed that \eidhkadiapt

nuisance rejection, the steps were largely eliminated and remained belowettimde
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thresholds. The addition of KUT rejection with optimized energy windows also showed a
reduction in the effects of altitude changes during flight, eliminatingebkd for altitude specific
thresholds. Future work will investigate the dependence of energy windows K&Ahoei
rejection on specific backgrounds for aerial detection, to determine if sagsitiproves with

use of background-specific windows in certain scenarios such as a land/watacénterf
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