
TESTING THE GENERALIZATION EFFICIENCY OF OIL SLICK CLASSIFICATION 

ALGORITHM USING MULTIPLE SAR DATA FOR DEEPWATER HORIZON OIL SPILL 
 

C. Ozkan1, B. Osmanoglu2, F. Sunar3, G. Staples4, K. Kalkan3, F. Balık Sanlı5 

 
1 Erciyes University, Engineering Faculty, Geodesy and Photogrammetry Engineering Dept., 38039 Kayseri, Turkey, 

cozkan@erciyes.edu.tr 
2 University of Alaska - Fairbanks, P.O. Box 757320, Fairbanks AK 99775, bosmanoglu@alaska.edu 

3 Istanbul Technical University, Civil Engineering Faculty, Geomatics Engineering Dept., 34469 Maslak Istanbul, 

Turkey, fsunar@itu.edu.tr, kalkank@itu.edu.tr 
4 MDA,13800 Commerce Parkway, Richmond, V7S 1L5, Canada, gstaples@mdacorporation.com 

5 Yıldız Technical University, Civil Engineering Faculty, Geodesy and Photogrammetry Engineering Dept., Davutpasa 
Campus, 34220 Esenler, Istanbul, Turkey, fbalik@yildiz.edu.tr 

 

Commission VII, WG VII/2 

 

KEYWORDS: Marine pollution, Oil spill classification, Generalization, SAR 

 

ABSTRACT: 
 
Marine oil spills due to releases of crude oil from tankers, offshore platforms, drilling rigs and wells, etc. are seriously affecting the 
fragile marine and coastal ecosystem and cause political and environmental concern. A catastrophic explosion and subsequent fire in 
the Deepwater Horizon oil platform caused the platform to burn and sink, and oil leaked continuously between April 20th and July 
15th of 2010, releasing about 780,000 m3 of crude oil into the Gulf of Mexico. Today, space-borne SAR sensors are extensively used 

for the detection of oil spills in the marine environment, as they are independent from sun light, not affected by cloudiness, and more 
cost-effective than air patrolling due to covering large areas. In this study, generalization extent of an object based classification 
algorithm was tested for oil spill detection using multiple SAR imagery data. Among many geometrical, physical and textural 
features, some more distinctive ones were selected to distinguish oil and look alike objects from each others.  The tested classifier was 
constructed from a Multilayer Perception Artificial Neural Network trained by ABC, LM and BP optimization algorithms. The 
training data to train the classifier were constituted from SAR data consisting of oil spill originated from Lebanon in 2007. The 
classifier was then applied to the Deepwater Horizon oil spill data in the Gulf of Mexico on RADARSAT-2 and ALOS PALSAR 
images to demonstrate the generalization efficiency of oil slick classification algorithm. 

 

INTRODUCTION 

 
Marine oil spills, a form of pollution, caused by releases of 
crude oil from tankers, offshore platforms, drilling rigs and 
wells, etc. can seriously affect the fragile marine and coastal 
ecosystem and cause political and environmental concern. 
The amount of oil spilled annually worldwide has been 
estimated at more than 4.5 million tons (Bava et al., 2002). 
The Deepwater Horizon oil spill (also referred to as the Gulf 

of Mexico oil spill) happened on April 20, 2010, is the largest 
accidental marine oil spill in the history of the USA 
petroleum industry. The resulting oil slick quickly expanded 
to cover hundreds of square miles of ocean surface, being a 
threat to marine life and adjacent coastal wetlands and to the 
Gulf's fishing and tourism industries. 

 
For rapid emergency response activities, four basic issues; i) 

prevention ii) alarm, iii) monitoring and iv) damage 
quantification, should be planned carefully (Bava et al., 
2002).  In order to lessen its effect, the improvement of its 
detection and continuous monitoring are the most important 
issues to effectively plan countermeasures responses. Today, 
remote sensing   technology is being used for this purpose 
over the past decade. Synthetic Aperture Radar (SAR) 
satellites are often preferred to optical sensors due to the all 

weather and all day capabilities and  being used to detect the 
oil spills discharged into the sea with sufficient accuracies 
(Solberg et al., 2007). Oil-Spill detection procedures in SAR 
data generally comprise segmentation, feature extraction and 
classification stages (Solberg et al., 2007; Brekke and 
Solberg, 2005). 

 
The backscatter energy level for oil-spilled areas received in 
SAR systems is too low since the oil dampens the capillary 
waves of the sea surface. However, there is a serious problem 
that the other natural phenomenas also dampen the short 
waves and create dark areas on the sea surface due to 
suspension of Bragg scattering mechanism depending to 
ocean and/or atmospheric conditions, (Solberg et al. 2007). 

Thus, the dark image regions of which the probabilities of 
being either oil spill or alike are high must be segmented. 
These segmented parts of original images are used to obtain 
the features of shape, contrast and textural characteristics. In 
terms of these features, some classification algorithms based 
on statistical, neural, fuzzy, rule based, boosting algorithms 
etc. are used for identification of the dark areas in a manner 
of binary classification, i.e. oil or alike (Fiscella et al., 2000; 

Del Frate et al., 2000; Solberg et al., 1999; Keramitsoglou et 
al., 2006; Ramalho and Medeiros, 2006). 

  

In this study, segmentation of dark objects was done by 
eCognition software. Among many geometrical, physical and 
textural features, some more distinctive ones were selected to 
distinguish oil and look alike objects from each others. The 
tested classifier was constructed from a Multilayer Perceptron 
Artificial Neural Network trained by Artificial Bee Colony 

(ABC), Levenberg-Marguardt (LM) and Backpropagation 
(BP) optimization algorithms. The training data to train the 
classifier were constituted from SAR data consisting of oil 
spill originated from Lebanon in 2007. The classifier was 
then applied to the Deepwater Horizon oil spill data in the 
Gulf of Mexico on RADARSAT-2 and ALOS PALSAR 
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images to demonstrate the generalization efficiency of oil 

slick classification algorithm.   

 
STUDY AREA and DATA USED 

 

The Deepwater Horizon is a 9-year-old semi-submersible 
mobile offshore drilling unit that could operate in waters up 
to 2,400 m deep and drill down to 9,100 m. At the time of the 
explosion, it was drilling an exploratory well at a water depth 
of approximately 1,500 m in the Gulf of Mexico about 66 km 
off the Louisiana coast of the United States (Figure 1).  

 

   
Figure 1. Map of the study area (Encyclopaedia Britannica).  

 
In this study, as an active sensing system, 2 SAR (Radarsat -2 
and ALOS PALSAR) images acquired on the same date were 
used in the analyses (Table 1). 
 
Table 1. The characteristics of the radar dataset used. 

 

METHODOLOGY 
 
Radar images have an advantage for oil spill detection due to 
the dampening effect of oil on capillary waves causing them 
to be detectable as black patches on images. However, SAR 
images must be processed carefully since the dark areas 

might occur because of some natural phenomena without oil 
like smooth water (low wind areas), organic films, wind front 
areas, areas sheltered by land, rain cells, grease ice, internal 
waves and shallow bathymetric features (Sabins, 1997; 
Alpers et al., 1991; Hovland et al., 1994). The procedure 
steps of oil spill detection in SAR data can be generalized as 
segmentation (dark object extraction), feature extraction and 
classification (determination oil) stages (Pavlakis et al., 2001; 
Brekke and Solberg, 2005; Solberg et al., 2007; Shi et al., 

2008; Topouzelis et al., 2009). 
 

Before the procedure steps, all SAR imagery used in this 
study was calibrated to obtain Normalized Radar Cross 
Section (NRCS, σ0) values. The NRCS calibrations correct 

the radar imagery for the effects of antenna pattern and local 

incidence angle. Calibration of ALOS SAR images was done 
using Gamma Interferometric SAR Processor, while the 
RADARSAT-2 images were calibrated using the look-up 
table provided in the products meta-data. 

 
  Segmentation 

 
Segmentation can be defined as the subdivision of original 
image into small and homogeneous regions that correspond 
to individual surfaces, objects, or natural parts of objects 
(Figure 2). Since the segments, composed by pixels, provide 
spectral and geometric information, the parameters extracted 
from shape (area, length, etc.) and neighbor’s relationship can 
be included on classification strategies to promote better 

discrimination of objects with similar spectral responses. In 
this study, segmentation of dark objects from the others was 
done by object-based classification using eCognition 
software. 

 
 
 
 
 
 
 
 
 
 

Figure 2. Objects from ALOS PALSAR (left) and 

RADARSAT-2 (right). 

 

In the segmentation process, “multi-resolution segmentation” 
procedure of object based image analysis concept (OBIA) 
was applied. For the SAR images used, scale factor was 
chosen very small to obtain correct oil spill features in the 
images; (25 for ALOS and 15 for RADARSAT-2). After 

segmentation process, classification process was done by 
using class features defined in class hierarchy. For 
classifications of the oil objects, mean layer value of each 
object was used with a defined threshold. By using process 
based classification tree, all processes were programmed in a 
suitable order and then the mask image of oil objects was 
exported as a final step. 
 

  Feature Extraction 
 

In general, the features of oil spill are its geometric 
characteristics (such as area, perimeter, complexity), physical 
behaviours (such as mean, standard deviation or max 
backscatter value) and context (such as number of other dark 
formations, presence of ships and proximity to and route of 
ships) (Del Frate et al., 2000, Karathanassi et al., 2006, 

Brekke and Solberg, 2005). Moreover, Haralick textural 
features computed based on Haralick's cooccurence matrix 
are widely used (Haralick, 1979), such as angular second 
moment, contrast, correlation, dissimilarity, entropy, mean 
and standard deviation (Assilzadeh and Mansor, 2001).  

 
The widely used textural features are; 
- SP2 (Shape factor 2) describes the general shape of the 

object which is also called as ‘first invariant planar 
moment’, ‘form factor’, and ‘asymmetry’. 

- BSd (Background Standard deviation) is the standard 
deviation of the intensity values of the pixels belonging 
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to the region of interest, selected by the user surrounding 

the object. 
- ConLa (Local area contrast ratio) is the ratio between the 

mean backscatter value of the object and the mean 
backscatter value of a window centred at the region. 

- Opm (Object power to mean ratio) is the ratio between 
standard deviation of the object and the mean of the 
object. 

- Opm/Bpm (Power to mean ratio) is the ratio between the 

object power to mean ratio and the background power to 
mean ratio. 

- OSd (Object standard deviation) is the standard deviation 
of the object.  

- P/A (Perimeter to area ratio) which is the ratio between the 
perimeter (P) and the area (A) of the object. 

- C (Object complexity) describes how simple (or complex) 
the geometrical objects. 

- THm (Mean Haralick texture) is computed based on the 

average of the grey level cooccurrence matrices of the 
sub-objects. 
 

In this study SP2, P/A, and C were used for geometrical 
characteristics; BSd, ConLa, Opm, Opm/Bpm, and OSd were 
used for physical characteristics, and THm was used for 
textural characteristic (Topouzelis et al., 2009, Ozkan et al., 
2011). Totally 7 oil objects from   RADARSAT-2 and 8 oil 

objects from ALOS PALSAR were extracted. All of these 
objects are used for the testing purpose. The statistics of oil 
objects are given in Table 2. 

 

Table 2. Statistics of features obtained from oil objects. 

Features 
RADARSAT-2  

Minimum Maximum Mean Std. 

SP2 0.172 1 0.67 0.269 

BSd 35.583 52.582 47.382 6.153 

ConLa 0.334 0.544 0.455 0.085 

Opm 0.37 0.697 0.55 0.136 

Opm/Bpm 1.11 1.551 1.383 0.161 

OSd 16.365 34.026 25.827 6.98 

P/A 0.076 0.293 0.182 0.067 

C 1.543 5.442 3.628 1.512 

THm 5.622 23.371 13.056 6.922 

 
ALOS PALSAR  

Minimum Maximum Mean Std. 

SP2 0.319 1 0.719 0.196 

BSd 148.546 785.317 388.672 218.870 

ConLa 0.590 0.769 0.688 0.066 

Opm 0.124 0.212 0.148 0.030 

Opm/Bpm 0.260 1.132 0.679 0.364 

OSd 104.009 182.516 135.732 34.523 

P/A 0.080 0.573 0.367 0.198 

C 1.377 2.524 2.167 0.358 

THm 1.092 17.010 5.487 6.922 

 

  Classification 

 
Artificial neural networks are computational systems based 
on the principles of biological neural systems, i.e. it is a 
mathematical model composed of many neurons operating in 
parallel. These networks have the capacity to learn, memorize 
and create relationships amongst data. They have some 
advantages such as their non-parametric and non-linear 
nature, arbitrary decision boundary capabilities, easy 
adaptation to different types of data and input structures, and 

good generalization capabilities over classical statistic and 
analytic approaches. Although the network design as a 

classifier is a hard task despite the increment in the 

performance of classification, an approach for oil spill 
detection based on a Multilayer Perceptron (MLP) neural 
network are described in recent research studies (Del Frate et 
al., 2000), (Topouzelis et al., 2005). The optimization process 
to determine weight and bias parameters of ANN is called 
learning. Backpropagation Delta rule (BP) is the most well 
known learning algorithm. Besides to derivative based 
conventional approaches such as Levenberg-Marquardt 

(LM), some heuristic optimization methods such as Genetic 
Search have been used in learning phase of ANN, as well. 
Artificial Bee Colony (ABC) is such an optimization method 
that can be used for ANN. Artificial Bee Colony algorithm is 
a new meta-heuristic population based swarm intelligence 
algorithm developed by Karaboga (2005). The ABC 
algorithm mimics the intelligent foraging behaviour of 
honeybee swarms. The first researches about ABC algorithm 
focused into examining the effectiveness of ABC for 

constrained and unconstrained problems against other well-
known modern heuristic algorithms such as Genetic 
Algorithm (GA), Differential Evolution (DE), and Particle 
Swarm Optimization (PSO) (Karaboga and Basturk, 2007; 
Karaboga and Akay, 2009). Later on, ABC has been used for 
ANN classifier training and clustering problem (Karaboga 
and Ozturk, 2009) where some benchmark classification 
problems were tested and the results were compared with 

those of other widely-used techniques.  

 
APPLICATION and RESULTS 

 
The artificial neural network models used in this study are the 
ones that were used in the earlier study (Ozkan et al., 2011) 
related to oil spill detection in the Lebanon coast in 2007. 
Since the main purpose of the paper is to examine the 
generalizing capability of different ANN learning algorithms, 

no training process was applied. The network topology used 
is 9-6-2 consisting one hidden layer with 6 neurons. Input and 
output layers are fixed by the dimension of input and output 
patterns. Two classes (oil and look-alike) are represented by 
2 neurons in the output layer and nine different features are 
represented by 9 neurons in the input layer. The logarithmic 
sigmoid transfer function is employed at hidden and output 
layer neurons. In total, 74 parameters are used. The details of 

the parameters of the optimization algorithms ABC, LM and 
BP and other application features can be found in Ozkan et 
al. (2011).  

 

As in Ozkan et al. (2011), each algorithm has been run 30 
times independently to reveal the robustness of the 
algorithms used.  For epoch numbers, two different 
approaches were considered: (i) all algorithms were trained 
1000 epochs; and (ii) different optimum epoch numbers for 
each algorithm were used. The robustness can be defined as 
the consistency of performances of multiple runs, i.e. the 
narrower interval the error values of algorithms are clustered 

in, the better robustness is. Good robustness means that the 
algorithm is not sensitive to changing of the initial 
conditions. Since the artificial intelligence techniques can 
always produce some results that must not necessarily be 
optimal, robustness is a useful measure in the comparison of 
such type algorithms. Therefore, the test data results from 
BP, LM, and ABC algorithms are compared to each other in 
terms of mean and standard deviation descriptive statistics 

obtained from 30 independent runs. The producer accuracies 
and descriptive statistics of ABC, LM and BP algorithms 
through both 1000 epochs and optimum epochs are given in 
Table 3 and Table 4.  
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Table 3. Classification accuracies of ABC, LM and BP 

through 1000 epochs. 
 

Run 
RADARSAT-2 ALOS PALSAR  

ABC LM BP ABC LM BP 

1 86 100 43 75 100 0 

2 29 0 14 38 0 0 

3 100 0 86 50 0 50 

4 71 0 43 50 0 25 

5 71 0 0 13 38 0 

6 100 100 14 100 100 0 

7 86 14 43 100 0 25 

8 100 57 14 88 13 0 

9 43 14 43 13 0 13 

10 100 14 71 100 25 50 

11 86 57 71 100 13 25 

12 43 14 100 88 0 100 

13 71 0 100 50 0 88 

14 86 0 86 25 0 100 

15 14 71 29 25 50 13 

16 71 14 86 50 0 88 

17 14 86 29 13 100 13 

18 100 57 14 88 25 25 

19 0 43 57 38 50 38 

20 14 57 100 50 25 100 

21 100 0 29 75 0 0 

22 100 29 29 63 13 0 

23 100 14 29 100 0 25 

24 71 14 0 75 13 0 

25 14 14 29 63 63 38 

26 86 0 0 50 0 0 

27 43 100 14 50 88 0 

28 86 14 14 25 25 0 

29 14 57 14 0 38 0 

30 71 100 14 50 88 0 

Mean 65.7 34.8 40.5 56.7 28.8 27.1 

Std 33.5 35.7 32.3 30.2 34.9 34.6 

 

Table 4. Classification accuracies of ABC, LM and BP 

through optimum epochs. 

 
Run  ABC  

Epoch RADARSAT-2 ALOS PAL SAR 

1 457 100 88 

2 495 29 25 

3 291 29 13 

4 367 100 50 

5 468 100 75 

6 688 100 100 

7 891 86 100 

8 558 100 88 

9 425 14 0 

10 264 100 88 

11 293 86 100 

12 164 0 0 

13 695 86 75 

14 437 71 38 

15 109 86 38 

16 470 86 63 

17 553 14 13 

18 323 100 88 

19 192 86 63 

20 211 0 0 

21 970 100 100 

22 162 100 25 

23 666 100 100 

24 961 86 88 

25 514 100 88 

26 995 86 50 

27 763 43 50 

28 305 71 50 

29 694 43 38 

30 439 71 50 

Mean  72.4 57.9 

Std  33.5 33.6 

Run  LM 

 Epoch RADARSAT-2 ALOS PAL SAR 

1 15 86 75 

2 12 100 50 

3 5 0 0 

4 10 14 0 

5 19 0 25 

6 9 0 0 

7 31 14 0 

8 8 29 25 

9 6 0 0 

10 9 14 0 

11 4 14 0 

12 5 0 0 

13 6 14 0 

14 4 71 38 

15 6 100 88 

16 6 43 13 

17 3 71 75 

18 8 14 0 

19 33 43 50 

20 5 29 0 

21 35 0 0 

22 12 86 13 

23 8 14 0 

24 14 0 0 

25 5 0 0 

26 6 29 0 

27 12 86 38 

28 5 14 13 

29 15 57 25 

30 7 14 0 

Mean  31.9 17.5 

Std  33.7 26.2 

 
 

 
Run  BP 

 Epoch RADARSAT-2 ALOS PAL SAR 

1 943 43 0 

2 927 14 0 

3 790 71 50 

4 488 43 38 

5 920 0 0 

6 498 14 0 

7 499 57 100 

8 483 0 0 

9 546 43 13 

10 925 86 50 

11 763 29 25 

12 979 100 100 

13 86 100 88 

14 926 86 100 

15 9 43 63 

16 267 100 100 

17 325 29 25 

18 952 14 25 

19 685 86 63 

20 962 100 100 

21 672 29 0 

22 773 14 13 

23 820 43 25 

24 450 0 13 

25 534 71 75 

26 953 0 0 

27 676 14 0 

28 980 14 0 

29 936 14 0 

30 907 0 0 

Mean  41.9 35.4 

Std  35.2 38.4 
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CONCLUSIONS 

 
For the rapidly-growing oil spill as is in the Gulf of Mexico, 
the improvement of detection and continuous monitoring are 
the most important issues to effectively plan rapid emergency 
response activities, and lessen its effects.  In this context, 
remote sensing technology is being used as an important tool 
for both oil spill detection and monitoring the changes in its 
direction. 

 

In this study, testing the generalization ability of ANN MLP 
classifier for oil spill classification and examining the 
capacity of a very new heuristic optimization technique 
(ABC) were aimed. The generalization ability of the classifier 
was tested using a different regional SAR data. While the 
training phase (optimization of model parameters) of the 
ANN was done by using the objects extracted from the 
Lebanon oil spill event, the objects from a different case area, 
Gulf of Mexico, were used in the testing phase. In addition to 

the regional variation, the effect of using different SAR 
sensor (i.e. ALOS PALSAR) was also taken into 
consideration. 

 
The conclusions are mainly based on the means of the 
producer accuracies computed from 30 different runs. The 
multiple runs are significant for the algorithms initialized 
randomly as in ANN in order to determine the robustness. 

Each run was iterated both 1000 epochs and predetermined 
optimum epochs. The means of the procedure accuracies 
show that the generalization ability of ANN with LM and BP 
for unseen oil data is not good enough. The best results from 
optimum epochs are 41.9% for RADARSAT- 2 and 35.4% 
for ALOS PALSAR. But, ANN with ABC is relatively the 
best algorithm and gave moderate results, i.e. 72.4% for 
RADARSAT-2 and 57.9% for ALOS PALSAR. Although 

LM and BP are the well known algorithms, showing off the 
capacity of the ABC which is the first time used for oil spill 
classification is very important. 

 
Since the oil slicks imaged with C- and L-band sensors show 
different amounts of dampening under the same imaging 
conditions, this will reduce the effect of look-alikes and false 
positive alarms. The differences in Bragg scattering at 

different microwave bands will allow for development of 
better oil spill detection algorithms. In this paper, 
RADARSAT-2 and ALOS PALSAR data were compared 
showing different performances of the sensors for oil spill 
detection. The results are attractive because the difference 
between RADARSAT-2 and ALOS PALSAR is so evident. 
The reason might be due to the original training data 
extracted from RADARSAT-1 data, i.e. it works in same 
band (C band, whereas ALOS PALSAR works in L band) 

and have similar calibration parameters and similar 
normalized radar cross section values. 

 
Although results from ANN with ABC are significant enough 
for oil data, since look-alike data is absent, which is the main 
drawback of the study, it cannot be easily concluded that 
ANN with ABC method could be effectively used in a semi-
automatic determination process of any oil spill data. 
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