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Abstract – This paper reviews the Nonlinear Independent Components Analysis and its applications to blind source 
separation. An overview of the main statistical principles that guide the search for the independent components is formulated. 
The uniqueness of solution and some algorithms for estimating the nonlinear independent components are discussed. 
Experimental results using a synthetic database are used for performance comparison. A practical application in experimental 
high-energy physics is also presented. 
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Introduction 

The basic linear Independent Component Analysis (ICA) model considers that the set of N measured signals x = [x1 , ..., xN ]T  is 
generated by a linear combination of unknown sources s = [s1 , ..., sN ]T: 

Asx        (1) 

where A is the N×N mixing matrix [1] (the N-dimensional vectors s and x denote, respectively, single observations of the source 
and measured signals, this notation will be used in the rest of the paper). Formulated this way, ICA is also referred to as Blind 
Source Separation (BSS) method [2] and its purpose is to estimate the original source signals s using only the observed (mixed) 
data x. A solution can be obtained if one can find the inverse of the mixing matrix B = A−1: 

Bxs         (2) 

A general principle for estimating the matrix B can be found by considering that the original source signals are 
statistically independent. There are many mathematical methods for calculating the coefficients of matrix B. The nonlinear 
decorrelation and the maximally nongaussianity are the most applied ones [3].  There are some indeterminacies in the linear ICA 
model, the order of extraction of the independent components can change and scalar multipliers (positive or negative) may be 
modifying the estimated components. Fortunately, these limitations are insignificant in most applications [1].  

Several good performance algorithms have been proposed for solving the linear ICA/BSS problem such as JADE 
(where search for independence is performed by cumulant matrix diagonalization) [4], Nonlinear Decorrelation (explores 
higher-order statistics, and thus independence, through nonlinear transformations) [5] and FastICA (fixed point algorithm that 
uses statistical and information theoretic measures in the search for independent sources) [6]. In [7], robust solutions for the 
noisy ICA problem (x=As+n, where n is a random noise vector) were proposed. The linear ICA model has been applied 
successfully in a large number of signal processing tasks like noise removal [8, 9], passive sonar signal separation [10], 
telecommunications [11], feature extraction in biomedicine [12], face recognition [13, 14] and experimental particle  
physics [15]. Unfortunately, in problems where there is some sort of nonlinear phenomenon during the signal mixing process, 
linear ICA model may present poor results [16].  

In a more general formulation, the nonlinear independent component analysis (NLICA) model considers that the 
measured signals x are formed by a nonlinear instantaneous mixing model: 

)s(x F       (3) 

where F(.) is a RN→ RN  nonlinear mapping (the number of sources is assumed to be equal to the number of observed signals) 
and the purpose is to estimate an inverse transformation G : RN  → RN :  

)x(y G       (4) 

so that the components of y are statistically independent. If G = F −1 the sources are perfectly recovered (and so s = y) [17].  
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A characteristic of the NLICA problem is that the solutions are nonunique [17]. If x and y are independent random 
variables, it is easy to prove that f(x) and g(y), where f(.) and g(.) are differentiable functions, are also independent. So, it is 
clear that, without some restrictions, there is an infinite number of solutions for the inverse mapping G in a given application. 
The nonlinear blind source separation (NLBSS) is a more restrictive problem as its purpose is to estimate the original source 
signals from their nonlinear mixed version. Nonlinear BSS cannot be achieved without some prior information on the mixing 
model or sources. A complete investigation on the uniqueness of nonlinear ICA solutions can be found in [18]. NLICA 
algorithms have recently been applied in different problems such as speech processing [19] and image denoising [20]. 

Generally, the number of parameters to be estimated in a nonlinear ICA model increases when compared to the linear 
case. In view of this, the NLICA algorithms present higher computational complexity and consequently slower convergence. In 
the BSS problem, the accuracy of the estimated nonlinearly-mixed sources depends on the assumed mixing model, and thus the 
algorithm is usually chosen based on prior information concerning the mixing process. Considering this, the application of a 
nonlinear ICA algorithm is only justified if the estimation accuracy increases (compared to a linear algorithm) and there are no 
severe restrictions for the processing time (the developing phase may be executed offline).  

Among the NLICA algorithms proposed in the literature, we can mention a class of methods that impose structural 
constraints to the mixing model, guaranteeing that the estimated nonlinear independent components are equal to the sources 
(unless by scaling and ordering indeterminacies). Another popular approach of direct implementation is to estimate the 
nonlinear mixing mapping through self-organizing neural networks. There is also a method closely related to the NLICA 
problem, which introduces nonlinear transformations by clustering the dataset into groups of similar characteristics, after that, 
linear ICA is applied to data belonging to each cluster producing independent components. More details concerning these 
algorithms will be provided in the following Sections. 

This paper is divided as it follows.  Section 1 provides a detailed description of the statistical independence measures 
often used for nonlinear ICA. In Section 2, it is presented a review on the uniqueness of the NLICA solution. Successful 
separation algorithms for nonlinear BSS and ICA are derived in Section 3. Experimental results obtained from synthesized and 
practical application signals are illustrated in Section 4. Conclusions are derived in Section 5. 

 

1- Statistical Independence 

Considering two random vectors x and y, they are statistically independent if and only if [21]: 

)()(),(, yxyx yxyx ppp                        (5) 

where px,y (x, y), px (x) and py (y) are, respectively, the joint and marginal probability density functions (pdf) of x and y. 
Equivalent condition is obtained if for all absolutely integrable functions g(x) and h(y) the expression on Equation 6 holds:  

     )}({)}({)}()({ yxyx hEgEhgE           (6) 

where E{.} is the expectation operator [1].  

In typical blind signal processing problems, there is very little information on the source signals and so the pdfs 
estimation is a very difficult task, which can be avoided using Equation 6. Another principle that can be used to estimate the 
dependence of variables comes from the central limit theorem [22]:  “The sum of two (independent) random variables is 
always closest to a Gaussian distribution than the original variable distributions”. Thus, the independent components can be 
obtained through maximization of non-gaussianity [1].  

Through one of the principles described above, in ICA/BSS algorithms, some mathematical properties are applied to 
estimate the independence of components, the most frequently used ones are detailed in the following subsections.  

 

1.1- Nonlinear Decorrelation 

Independent variables are uncorrelated, however, the reciprocal is not always true. Linear correlation is verified by second 
order statistics, while independence needs higher order information. In the nonlinear decorrelation methods, nonlinear 
functions introduce high-order statistics, making it possible the search for independent components.  

 As mentioned in Equation 6, two random variables are statistical independent if they are nonlinearly uncorrelated.   
As it is not possible to check all integrable functions g(.) and h(.), estimates of the independent components are obtained while 
guaranteeing nonlinear decorrelation between a finite set of nonlinear functions [1].  

 For example, a well known linear ICA algorithm, proposed by Cichocki and Unbehauen in [5], searches for 
independent components while providing decorrelation between a hyperbolic tangent and a polynomial function applied to the 
input signals. 
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1.2- High-order Cumulants 

The gaussianity (and consequently the statistical dependence) of a random variable can be measured by higher order 
cumulants. Considering a random vector x, the moment αk and central moment µk of order k are defined by [23]: 

xxxxα dpE x
kk

k )(}{ 



       (7) 

xxαxαxμ dpE x
kk

k )()(}){( 11 



      (8) 

where α1=mx is the mean vector of x. If x is zero mean (||mx||=0), than for all k holds: k =µk. 

 The cumulant k of order k is defined as a function of the moments [23].  For a zero mean random variable x, the 
first four cumulants are:  
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The third and fourth order cumulants are called respectively skewness (κ3) and kurtosis (κ4) [24]. Cumulants of order 
higher than four are rarely applied in practical ICA/BSS problems. Some interesting properties of cumulants are: 

                     
Gaussian isif2for,0)(

)()()(

      xkx

yxyx

k

kkk







                (10) 

Considering this, cumulants of order higher than two shall be applied to estimate data gaussianity. The skewness 
value, for example, is related to pdf symmetry (κ3=0 indicates symmetry). Spanning the interval [−2, ∞), kurtosis is zero for a 
Gaussian variable. Negative values indicate sub-gaussianity (pdf flatter than Gaussian) and positive values super-gaussianity 
(pdf sharper than Gaussian) [23].  Kurtosis can be easily computed from data substituting expectations in Equation 9 by sample 
means.  One disadvantage is that κ4 can be seriously influenced by outliers (observations that are numerically distant from the 
rest of the data), in extreme situations the kurtosis value may be dominated by a small number of points [24].  Some studies are 
being conduced with the purpose of obtaining robust estimation of high-order cumulants, specially the kurtosis [25].  

 

1.3- Information Theoretic Contrasts 

Alternative gaussianity measures can be obtained from information theory [26]. These parameters are usually more robust to 
outliers than cumulant based ones [2].  

 Negentropy of a random variable x is calculated through [26]: 

       )()()( xHxHxJ gauss                  (11) 

where H (.) is the entropy, and xgauss  is a Gaussian random variable with the same mean and variance of x.  Entropy is one of the 
basic concepts of information theory and can be interpreted as the level of information contained in a random variable.  
Entropy H(x) can also be viewed as the minimum code length needed to represent the variable x. Considering a discrete 
random variable x, entropy is defined as [27]:  

   
i

ii axPaxPxH )(log)()(                 (12) 

where ai are the possible values assumed by the variable x, and P(x = ai) is the probability that x = ai . 

 An important result is that the Gaussian variable has maximum entropy between the variables of same variance [1]. So 
both entropy and negentropy can be used as gaussianity measures. The advantage of J(x), compared to H(x), is that it is always 
non-negative and zero when x is Gaussian. A problem with the computation of both J (.) and H (.) in blind signal processing is 
the pdf estimation (see Eq. 12). To avoid this, approximations using high order cumulants or non-polinomial functions shall be 
applied [1, 28].  

Another statistical independence measure can be obtained through mutual information. The Mutual Information           
I (x1, x2, ..., xm) between m random variables x1 , x2 , ..., xm  is obtained through equation 13 (where x=[x1, x2, ..., xm]T) [3]: 
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It is proved elsewhere [26] that more efficient codes are obtained while using the set of variables x instead of the 
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I (x1, x2, ..., xm)=0). So, minimization of mutual information leads to statistical independence. 
The Kullback-Leiber (KL) divergence, defined through Equation 14 [1]: 

 dx
P

Q
QPQC

x

x
xKL )(

)(
log)(),(

x

x
x                 (14) 

measures the distance between the two probability densities Px(x) and Qx(x), as it is always nonnegative with minimum value 
zero when both densities are the same.  If one pdf is Gaussian, maximizing CKL is equivalent to maximize non-gaussianity. The 
KL divergence is proved to be equivalent to mutual information [1].  

 

2- Uniqueness of Nonlinear ICA/BSS Solution 

In the nonlinear case, statistical independence is not enough to guarantee source separation.  If two random variables x and y are 
independent and so px,y (x, y) = px (x)py (y), for differentiable functions f and g it can be proved that [29]: 

      )()(),( )()()(),( ypxpyxp ygxfygxf                                                (15) 

and so the random variables f (x) and g(y) are also independent.  This indeterminacy, different from the scaling and ordering of the 
linear case, is not acceptable in a source recovery problem. The nonlinear mapping that preserves independence is called trivial [17].  
Examples of trivial mappings can be found in [16]. 

Some assumptions have been proposed to guarantee uniqueness of solutions for nonlinear ICA problems [18]:  

 the problem dimension (number of components) equals two.  So data can be considered as complex variables;  

 the mixing function F is a conformal mapping and zero preserving (f(0)= 0). Conformal mapping is a one-to-one nonlinear 
mapping that locally preserves the coordinate orthogonality [30];  

 the density functions of the independent components are limited to known values.  

Another class of mappings that provides unique solution for the nonlinear ICA problem is obtained when structural 
constrains are imposed to the nonlinear mixing model.  

The conclusion is that, to obtain source separation in nonlinear mixture, constraints on the mixing mapping F (see 
Equation 3) or sources must be applied. 

 

3- Nonlinear ICA Algorithms 

This section covers some successful separation algorithms, most of them based on neural network implementation. 

 

3.1- Structural Constrained Algorithms 

As mentioned in Section 2, information on the mixing model is needed to perform signal separation in the nonlinear ICA problem. 
In the following sub-sections some proposed structural models and their respective nonlinear BSS algorithms are detailed. More 
attention is focused on the Post-Nonlinear model, which is one of the most successful recovery architectures [29]. 

 

3.1.1- Post-nonlinear Mixtures 

The post-nonlinear (PNL) model [29] assumes that the observed signals are generated by a linear mixing followed by component-
wise nonlinearities (cross-channel nonlinearities are not allowed). The observed signals can be expressed as: 

)(Asii fx                                    (16) 
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where the complete nonlinear mapping is F(.)=[f1(.),f2(.),…,fn(.)]T. This model, although restrictive, can be applied to a great variety 
of practical problems, especially when the source signals propagate through a linear channel and the nonlinearities are present on 
the set of sensors. 

 
Figure 1 – Post-nonlinear Mixing / Demixing Model. 

As illustrated in Figure 1, the recovery of the source signals is performed by an inverse model that comprises nonlinear (gi) 
and linear (B matrix) stages. The nonlinear section is usually estimated using neural network architectures like Multi-layer 
Perceptrons - MLP or Radial Basis Function - RBF, see [31] for detailed information on neural models.  Different statistical 
independence measures are used in the training procedure. The linear part can be executed by any linear ICA/BSS method, see for 
example [2, 6].  The estimated sources are computed through: 

                  T
NN xgxg )](),...,([ 11By                                      (17) 

The algorithm developed by Taleb and Jutten [29] is one of the earliest proposed in the literature for the post-
nonlinear mixture problem.  It is robust to variations in the source pdf, because it performs iterative estimation of the recovered 
signal statistics through the use of score function (ψ) computation (see Figure 2): 

                 )()(' upup YiiY                   (18) 

 

 
Figure 2 – Diagram of the Post-nonlinear algorithm proposed in [29]. 

Each nonlinear function block gk(u) (k=1,…,n) was modeled using MLP networks with linear output neuron: 
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where uj=g’j(ej), ej are the observed signals (see Figure 2), h = 1, ..., NH  is the hidden neurons index, and j = 1, .., J is the 
observed signal (time) index. The Kullback-Lieber divergence is used to derive online learning rules for the nonlinear function 
estimation [29]. 

As there are lots of parameters to be adjusted in the inverse model and the optimization problem involves nonlinear 
functions, the algorithms some times suffer from local minima [17].  Different procedures were proposed in the literature in 
order to improve the neural network training performance in PNL mixing models. In [32, 33] a Genetic Algorithm [34] was 
used to perform a global search for the best set of parameters that maximize the independence measure. Different global 
optimization algorithms like Competitive Learning and Simulated Annealing were also tested and compared in [35]. The main 
problem concerning these approaches is that they present very high computational cost.  

Alternative neural network architectures were also successfully applied in the PNL source separation problem.  For 
example, in [36] Radial Basis Function (RBF) networks were used. In a different work [37], a separation algorithm using 
adaptive spline neural networks was proposed.  A set of adaptively adjustable nonlinear series was used in [38] as activation 
functions for the hidden neurons of a feed-forward neural network based algorithm. 

 

3.1.2- Different Structural Constrained Models 

Some nonlinear BSS algorithms are based on models similar to the post-nonlinear one, although more general.  
In [39], for example, the mixing is considered to be performed by the following map: 
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  )( sAAx 12 f                                (20) 

where A1 and A2 are square matrices and f =[f1 , f2 , ..., fN]T  are component-wise nonlinearities (see Figure 3). This model is 
sometimes called Post-Nonlinear-Linear (PNL-L) or Linear-Nonlinear-Linear (LNL). 
 

 
Figure 3 – Diagram of the Post-Nonlinear-Linear model [43]. 

 Cross-channel nonlinearities are also not allowed in the model described in Equation 20, but a linear mixing 
(represented by A2 ) is performed after the nonlinear function blocks, providing a more general model when compared to post-
nonlinear mixtures.  

Some algorithms have been proposed to solve the PNL-L mixing problem.  One of the earliest is described in [40] and 
uses a two hidden layers perceptron network trained through the back propagation of error functions derived from entropy or 
mutual information contrasts. A hybrid RBF-MLP neural model was applied in [41] to obtain an inverse of the PNL-L 
mapping.  The use of this nontrivial architecture is justified in order to proper explore the good characteristics of each network 
model. 

 
Figure 4 – Diagram of the mono-nonlinearity mixing model [42]. 

In [43] a different structural model is derived for the nonlinear BSS problem, called mono-nonlinearity mixing (see 
Figure 4). The observed signals are considered to be generated through Eq. 21. This model is said to be more general than the 
post-nonlinear, as each observed signal may be generated by different nonlinear functions of the sources and the number of 
observed signals p and sources q are not restricted to be the same.. 

)( )s(Ax -1ff                                  (21) 

 The generality of the model proposed in Eq. 21 is stemmed from the theory of functional analysis [43] and it is proved 
that, this architecture can represent two-layer nonlinear mixing systems [42]. 

  

3.2- Mappings satisfying the Addition Theorem 

Considering a special case where nonlinear mixtures can be reduced to linear through a simple mapping H, it is clear that 
signal separation can be achieved (through a linear ICA algorithm) if H is known a priori. It was demonstrated in [44] that a 
class of nonlinear mixtures satisfying an addition theorem (AT) can be mapped, using a simple transformation, into linear 
mixtures. An example of such mapping is [17]: 

1
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Using the transformation ui = h (si) = tan−1(si), the mixing model, after some manipulation, reduces to: 

)tan(and)tan( 212211 uuxuux                                           (23) 

now applying h (.) = tan−1(.) to xi: 
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                                     (24) 

the variables vi are a linear mixture of ui . The original sources si are obtained through the following steps:  

1. vi  = h (xi);  

2. u = Bv, where B is obtained through any linear ICA algorithm;  
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3. si  = h −1 (ui). 

Although  the  class  of  AT  models  describes  some  reasonable  nonlinear  mixing,  the  structure  of the system 
must be known a priori in order to be applied in practical source separation problems. Unfortunately, in most applications the 
system structure is unknown, and there may be no way of learning it [45]. Another limitation of this method is that the scale 
indeterminacy of the linear ICA estimation is transformed nonlinearly and, in some cases, this may produce severe distortion in 
the recovered nonlinear mixed signals. 

 

3.3- General Nonlinear Mixtures 

If there is no constraint on sources or the mixing model, there is no guarantee that the obtained nonlinear independent 
components are related to the original sources (see Section 2).  In view of this, nonlinear ICA algorithms are not able to 
perform blind source separation unless the uniqueness assumptions are satisfied. In the following, some popular nonlinear ICA 
algorithms are derived. 

 

3.3.1- Self-Organizing Maps 

One of the first attempts to perform nonlinear ICA was made through Self Organizing Map - SOM [46]. The Self Organizing 
Map is an unsupervised trained neural network that provides a topological organization of the input data set [47], transforming 
a k-dimensional continuous input space into a discrete characteristic map (generally bidimensional). Each neuron of the map is 
fully connected to all inputs. SOM compacts the information while preserving topological relations of the input data set.  Self-
organizing maps are widely applied in different signal processing tasks like fault diagnosis [48], image processing [49], control 
systems [50], robotics [51] and feature extraction [52]. An extensive review on SOM applications in engineering problems is 
presented in [53].  

 
Figure 5 – SOM used for nonlinear ICA: for each input vector an independent component  

corresponds to the coordinates of the winner neuron (black dot). 

It can be proved that the coordinates y1 and y2 of the winner neuron in the map (see Figure 5) are independent and 
roughly uniformly distributed [46].  To perform nonlinear ICA, SOM is trained using as inputs the observed signals and the 
coordinates of the winner vector correspond to the estimated independent components, which are assumed to have uniform pdf.  

A disadvantage of the method is that the mapping is discrete and therefore some kind of regularization is needed to 
obtain continuous outputs. Another limitation is that the computational complexity increases very fast with the number of 
sources. To evaluate the computational cost, consider that N is the number of sources (and observed signals) and K is the 
number of desired quantization levels, thus the number of parameters Np of the network is given by: 

    NKNNp                                  (25) 

Although very attractive, due to simple implementation, the use of SOM for nonlinear BSS requires that some 
conditions are satisfied in order to obtain good estimates of the original sources [17]:  

 the size of the map (i.e. the number of neurons) must provide small quantization error;  

 source signals are sub-Gaussian (the closer to uniform distribution the better are the results);  

 the dimensionality of the problem (number of signals) shall be small;  

 the mixing mapping presents mild nonlinearities.  

Examples of the application of SOM for nonlinear ICA can be found in [46], where the method was firstly proposed 
and [20], where nonlinear ICA was used to remove multiplicative noise in images.  

A similar method can be formulated through Generative Topographic Maps-GTM [54], providing a more solid 
theoretic foundation that can overcome some limitations of SOM. The GTM method closely resembles SOM in that it uses a 
discrete grid of points forming a regular array in the m-dimensional latent space (similar to SOM characteristic map). As in 
SOM, the dimension of the latent space is usually m=2 [1].  
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The advantage of GMT is that it can be modified to estimate nonlinearly mixed sources with virtually any probability 
distribution. Source variables are modeled as mixtures of Gaussian pdfs and the model parameters are determined by 
maximum likelihood using the expectation maximization (EM) algorithm [1]. GMT training procedure involves two steps, 
evaluation of the posteriori probabilities and adaption of the model parameters [54]. A nonlinear ICA method using GMT is 
proposed in [55]. For this model, the sources pdf must be known a priori and the correct separating mapping is considered to 
be the least complex one (given the sources pdf). 

 

3.3.2- Bayesian Inference Methods 

A nonlinear independent component analysis algorithm was proposed in [56] for general nonlinear mixtures, as described in:  

nsx  )(f                                   (26) 

where n is assumed to be a gaussian noise independent from the source signals.  

The method uses MLP networks trained to estimate the nonlinear mapping.  The sources are considered to be formed 
by a mixture of gaussian distributed signals.  It can be proved [56] that given enough Gaussians in the mixture, virtually any 
distribution can be modeled with arbitrary accuracy. A variation of this method was applied previously to solve the linear ICA 
problem [57].  

The Bayesian estimation method assigns posteriori probabilities to every nonlinear model that has possibly generated 
the measured data. The proposed method uses a technique called ensemble learning-EL [58], which is computationally more 
efficient and approximates the full Bayesian treatment. In EL, only the most probable subset of models is tested using a 
parametric approximation that is fitted to the posteriori probability [59]. The two layer MLP model is described as: 

       b)aAsBs  ()( f                                   (27) 

for which, the parameters are: output layer weights B, output layer bias b, input layer weights A, input layer bias a and the 

nonlinear activation function ϕ(.). For this, the MLP training procedure is not the traditional error back-propagation. For each 
parameter of the model, it is assigned a parametric probability distribution function and the purpose of the training process is to 
minimize the misfit between the exact posteriori distribution and the parametric approximation. Initial results obtained through 
the ensemble learning approaches are illustrated in [60] and [56].  

As described in Equation 26, different from the standard nonlinear ICA formulation, the noise is modeled during the 
mixing process. Considering this, the authors refer to their algorithm as Nonlinear Independent Factor Analysis (NIFA) and it 
can be viewed as a nonlinear extension of Factor Analysis and Independent Factor Analysis [61].  The NIFA method is able to 
approximate pretty well the true sources in many cases, a great disadvantage is its high computational load [17].  

 Bayesian NLICA methods were proposed in [62] and [63]. Some tests were conduced in [64] to compare the 
experimental recovery performance of both Bayesian and structural constrained algorithms (PNL model) for nonlinear mixed 
signals. The main conclusions were:  

 the PNL methods definitely perform better in classical PNL mixtures (same number of sources and observations and 
invertible nonlinearities);  

 the performance of both methods can be improved by exploiting more mixtures than sources (especially in the noisy 
case);  

 The main advantage of the Bayesian method is that no structural constraint is made on the nonlinear mixing model, 
producing more general algorithms. These methods are computationally more expensive and usually require several 
runs with different initializations (suffer from local minima problem).  

  

3.3.3- Other Approaches for General Nonlinear Mixtures 

In this section a brief review of some other methods proposed for solving the nonlinear ICA problem is presented. These 
algorithms usually apply nontrivial approaches to estimate the nonlinear independent components.  

 In [65], it was demonstrated that training low-complexity autoencoders may lead to nonlinear independent component 
analysis. The method is called LOCOCODE (Low Complexity Coding and Decoding). Low-complexity neural networks (not 
fully connected) are used to obtain descriptions of the inputs with as few and simple features as possible. Depending on 
statistical properties of the data, LOCOCODE may be able to approximate the nonlinear independent components.  The 
method fails if high complexity transformations are to be estimated or a large number of sources are present. Some examples 
of low-complexity neural networks applications can be found in [66]. 
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Figure 6: Diagram of the Homomorphic Nonlinear ICA method [67]. 

 A novel technique for nonlinear ICA was proposed in [67]. Homomorphic transformations are applied to the observed 
signals (whether they are obtained from linear or nonlinear mixtures) in order to convert their marginal distributions to 
Gaussians (see Figure 6).  The signals are further made orthogonal (independent) through principal components analysis (PCA) 
[68]. This is possible because for Gaussian variables decorrelation (performed by PCA) leads to independence. 

 

Figure 7: Diagram of the MISEP method [69]. 

 Another approach to perform both linear and nonlinear ICA is the MISEP method, which is described in details  
in [69]. The MISEP algorithm uses mutual information contrast and it is considered an extension of the information 
maximization (INFOMAX) method [1]. A diagram of the MISEP model is illustrated in Figure 7, where yi are the estimated 
independent components.  The nonlinear functions ψi and the output variables zi are only used in the training process. The 
nonlinearities ψi ideally should be the cumulative probability function of the corresponding yi. If the aim is performing 
nonlinear ICA, the block labeled as G(.) shall model the existing nonlinear mapping. 

 

3.4- Local ICA 

 

Figure 8: Local Independent Component Analysis based on Clustering. 

If the ICA model is used for feature extraction instead of source separation, better description of the data set can be obtained 
while exploring local characteristics. Considering a high dimensional data set which presents severe variation on its statistics, 
the standard linear ICA model may not be able to reveal the underling structure of the data. In this situation, it is more 
reasonable to perform feature extraction (ICA estimation) from k subsets of the complete data set in which the elements 
belonging to the k-th subset present similar characteristics. This procedure leads to the Local ICA model. 

 As proposed in [70], a high dimensional data collection may be separated into clusters, through some clustering 
algorithm such as k-Means [71] or SOM [53], and linear independent components are then extracted from each subset (see 
Figure 8).  Determining exactly the number of clusters that exists in a certain data set is not a simple task and usually requires 
some prior information. Fortunately, there are some criteria, such as the one proposed in [72], that can be used to choose the 
proper number of clusters in a blind signal processing application.  

 The clustering is responsible for an overall nonlinear representation, while linear ICA models estimated from each 
cluster describe local features of the data.  Local ICA can be viewed as a compromise between linear and nonlinear ICA [17]. 
The purpose is to obtain better representation when compared to linear ICA, while avoiding computational problems of the 
nonlinear model [73].  In different Local ICA approaches the clusters may be overlapping, using, for example, fuzzy 
boundaries [74, 75] or non-overlapping [73, 76].  

 

3.5- Extensions to the Standard Nonlinear Independent Component Analysis Paradigm 

In many practical applications the instantaneous nonlinear independent component analysis model (see Equation 3) may not 
describe properly the mixing environment. Some modifications have recently been studied and consider additive noise [77, 
78], convolutive nonlinear mixing models [79, 80] and the case when the number of sources and mixtures is different [81, 82]. 
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 An approach for nonlinear blind source separation of noisy signals was proposed in [78]. The sources are considered 
to be corrupted by additive noise (n) prior to the nonlinear mapping F, see Eq. 28. A radial basis function network (RBF) was 
applied to estimate the mixing model. The algorithm proposed therein uses as cost function for the RBF based on higher-order 
cumulant approximations of the mutual information criterion. 

)( nsx  F                                                                                      (28) 

 If the mixing process takes place within a multi-path environment, the observed signals are said to be generated 
through a convolutive model [79]. In this case, delayed versions of the sources are responsible for generating the mixed 
signals. A general nonlinear convolutive mixing model is described through Eq. 29: 

             )sssx [k-p]],...[k-[k],F([k] 1                                   (29) 

where k is the time index and p the number of time delays necessary to produce the observe d signals. 

 The mixed signal at time k (x[k]) is considered to be generated by a nonlinear transformation F(.) applied to the source 
s[k] and  to its p delayed versions (s[k-1], … s[k-p]). As in the standard nonlinear ICA model, in the convolutive case the 
uniqueness assumptions (see Section 2) are also required to avoid multiple solutions. In [79], the PNL model was modified in 
order to incorporate a convolutive mixing block, as depicted in and Figure 9. A PNL structure was used to guarantee unique 
solution and a neural model, trained through KL divergence criterion, was applied to estimate the parameters of Eq. 30. 

 

Figure 9: Convolutive PNL model as proposed in [79]. 

)(
1

n][kf[n]x i

p

n
ii  



Asz                                                                                 (30) 

 As in the linear ICA model, most of NLICA algorithms assume that the number of sources N and observed signals M 
is the same. The underdetermined NL-BSS problem, when N>M, is a more complicated task, as the available information 
(number of observed signals) was diminished if compared to the determined case (N=M). In [81], through a Bayesian approach 
(see Section 3.3.2), a generalized Gaussian distribution model was applied to estimate sources pdf. Multilayer Perceptron 
neural networks were applied to approximate the nonlinear functions. The sources were approximately recovered in a three 
sources, two observed signals problem, indicating the algorithm’s validity. 

 Another problem that has not been solved is how to optimally estimate the number of nonlinear independent 
components when there are more observations than sources N<M (the problem is overdetermined). In the linear case, PCA 
transformation [68] is usually applied for dimension reduction providing a measure of energy concentration that can be used to 
select the components that better describe de data set [1].  A modified PNL structure was proposed in [82], in which the 
observed signals are described through: 

)(AsBx F                                                                                   (31) 

where A and B are respectively NxN and MxN matrixes, j=1,.., N and i=1,…,M. In Eq. 31, B is responsible for increasing 
signal dimensionality. In the inverse model, see Eq. 32, a linear signal compaction algorithm (such as PCA) is used to estimate 
the compaction NxM matrix W. After that, a PNL is applied to the obtain the independent components y. 

)(WxDy G                                                                                  (32) 

 

4- Experimental Results 

To evaluate the performance of some nonlinear ICA algorithms, five experimental tests were conduced using synthetic data. A 
practical application in experimental high energy physics is also described. In experiments 1 to 4, the purpose was to perform 
nonlinear blind signal separation. To evaluate the signal recovery performance, both the estimated components and the original 
sources were normalized in amplitude (using the maximum value as a normalization factor) and compared through mean 
square error computation:  

                   
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MSE                                  (33) 
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where sn and yn are respectively the normalized source and its corresponding estimated signal and k=1,…,Nk  is the time index. 

 For the first four experiments, two algorithms were considered, one based on self-organizing maps (SOM) (see 
Section 3.3.1) and other that uses MLP neural networks to estimate the nonlinearities gi of the inverse model of Post-Nonlinear 
Mixtures (PNL) (see Section 3.1.1), as proposed in [29]. These particular methods were chosen in order to provide a 
performance comparison between two of the most popular algorithms used for general (SOM) and structural constrained 
(PNL) nonlinear mixtures. The nonlinear methods were also compared to a linear ICA algorithm (FastICA) [1]. Section 4.6 
provides a general discussion for the results of Experiments 1 to 4. Experiment 5 demonstrates the application of Local ICA to 
improve data representation, when compared to basic linear ICA. Finally, nonlinear BSS algorithms are applied in a complex 
real-world signal classification problem that concerns particle identification in high-energy signals.  

 

4.1- Experiment 1: sub-gaussian sources and mild nonlinearity 

In the first experiment, a sinusoidal signal (=0.42 rad/s) and a sub-gaussian random variable (kurtosis = - 0.698) formed the 
source vector s[k]. In this case the mixing map was realized by a mild nonlinearity: x[k] =As[k] + (As[k])3 , where 
A=[0.6,0.2;0.1,0.9] (see Figure 10 for the original sources s[k] and mixed signals x[k]). The mixed signals present only small 
nonlinear distortion. Considering this, the performance of both SOM and PNL algorithms were compared to a linear ICA 
method (FastICA algorithm). 

 The signal recovery problem, in this example, can roughly be solved using the basic linear ICA model (see Figure  
11-a).  However, more accurate results are obtained through both SOM and PNL algorithms (see Figures 11-b and 11-c).  A 
limitation of the SOM algorithm is that it tries to adapt an approximately uniform distribution to the source signals, even when 
it is not the case, which may result in distortion. Figure 12 illustrates this problem for a 20x20 map. The first signal 
(sinusoidal) was recovered with small distortion in its statistical characteristics (pdf and kurtosis), on the other hand, the 
subgaussian statistics was significantly modified, resulting in higher mean square error. The PNL algorithm proves to be robust 
to variations of the source pdf, executing iterative estimation of the score functions. This results in smaller reconstruction  
error (distortion). 

 

                                                           (a)                                                                              (b) 

Figure 10: Experiment 1 – (a) Original sources and (b) observed signals. 

          Another potential disadvantage of SOM is the high computational cost, which grows exponentially with the number of 
neurons (see Equation 25). In this work, only squared mapping was used to guarantee the same resolution (quantization 
interval) to both sources. The discrete SOM output signals were smoothed through a moving average filtering. In order to 
choose the number of neurons, the performance of different SOMs was evaluated through varying the size of the (squared) 
map (see Figure 13). For the sinusoidal signals (original and recovered), the figures of merit used here were the MSE and the 
Fast Fourier Transform (FFT) [83] amplitude coefficients. Considering these parameters, a 20×20 map may be the proper 
selection as it combines low MSE (for both components) and small frequency domain distortion (for the sinusoidal signal). 
Similar procedure was applied to the following experiments in order to choose the proper SOM dimensions for each problem. 

 Considering the MSE criterion, the PNL method achieved a better performance with respect to SOM.  For the 
subgaussian signal, the result of SOM was slightly better than FastICA. However, SOM outperforms the linear method in 
sinusoidal signal recovery.  
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                                   (a)                                                                (b)                                                               (c) 

Figure 11: Experiment 1 - Estimated Sources through (a) Linear ICA, (b) SOM and (c) PNL. 

 

                                                             (a)                                                                             (b) 

Figure 12: Experiment 1 - Distribution of original (a) sources and (b) recovered signals through SOM. 

 

                                                              (a)                                                                            (b) 

Figure 13: Experiment 1 - (a) Mean square error and (b) FFT computed for different (squared) map dimensions.  

  

4.2- Experiment 2: subgaussian sources and stronger nonlinearity 

The same source signals used in Experiment 1 were now mixed using a stronger nonlinear condition: x[k]=As[k] + (As[k])2 
(see Figure 14). The square function produces a more severe nonlinear distortion, if compared to the previous nonlinear 
mapping, as it eliminates negative values. Thus the complexity of the source recovery task increases [17].  
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                                                         (a)                                                                                 (b) 

Figure 14: Experiment 2 – (a) Original source and (b) nonlinearly mixed signals. 

 Once again SOM, PNL and FastICA algorithms were used to estimate the independent components. Figure 15 
illustrates the performance of each method. As it can be depicted from Figure 15-a, for this problem the linear algorithm could 
not recover properly the original sources.  The SOM method was able to recover the subgaussian source preserving its shape, 
but distorting its amplitude (see Figure 15-b), which results in a similar MSE value when compared to FastICA. Considering 
the sinusoidal signal, SOM method presented good performance. PNL algorithm estimated both signals with similar good 
accuracy.  The source separation methods presented poorer results with respect to the previous experiment, probably due to the 
increase in the recovery task complexity. 

 

4.3- Experiment 3: Gaussian and supergaussian sources 

The sinusoidal signal was now mixed with approximately Gaussian (Experiment 3.1) and super-gaussian (Experiment 3.2) 
sources. The mixing mapping was as in Experiment 1: x[k] = As[k] + (As[k])3.  

 The aim of this test is to evaluate the nonlinear BSS algorithm sensitivity to sources statistics variations.  As expected, 
the signal recovery performance was influenced by the source pdf while using SOM based nonlinear BSS (see both Figures 16 
and 17).  SOM produced severe distortion for the supergaussian source.  

 The PNL algorithm performs iterative estimation of the posteriori signal statistics, and so quite good approximations 
of the original sources were obtained. No significant performance degradation was observed for the PNL method with respect 
to the previous experiments. 

 

                                   (a)                                                                (b)                                                               (c) 

Figure 15: Experiment 2 – Estimated sources through (a) FastICA, (b) SOM and (c) PNL. 
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                                                        (a)                                                                                     (b) 

Figure 16: Experiment 3.1 – Estimated sources through (a) SOM and (b) PNL. 

 

4.4- Experiment 4: three subgaussian sources 

In this experiment the two source signals from Experiment 1 were mixed together with another sinusoidal component  
(=1.13 rad/s). The mixing function was again x[k]=As[k] + (As[k])3. The aim of this test is to evaluate the nonlinear BSS 
algorithms performance when a larger number of sources are involved in the mixing process.  

 It can be observed from Figure 18, that the recovery performance deteriorates for both methods.  More severe 
distortions were observed while using SOM. Both sources 1 and 2 were relatively well recovered, but the algorithm has failed 
for the third source signal. The PNL algorithm also experienced a MSE increase with respect to the previous simulations, but 
the distortion might be considered acceptable. 

 

                                                        (a)                                                                                     (c) 

Figure 17: Experiment 3.2 – Estimated sources through (a) SOM and (b) PNL. 

 

 

                                                   (a)                                                                                                 (b) 



Learning and Nonlinear Models - Revista da Sociedade Brasileira de Redes Neurais (SBRN), Vol. 5, No. 2, pp. 99-120, 2007 
  ©Sociedade Brasileira de Redes Neurais 
 
 

Figure 18: Experiment 4 – Estimated sources through (a) SOM and (b) PNL. 

 

4.5- Experiment 5: Local ICA 

An application of Local ICA is demonstrated in this experiment for a binary decision problem. The purpose is to design a 
classifier system capable of separating the samples of two data classes with minimum error. Standard linear ICA has recently 
been applied for feature extraction (instead of blind signal separation) in classification problems [15]. For this, the estimated 
independent components were used to feed a classifier system (that can be implemented through neural architectures). In some 
cases, ICA transformation shall reveal underlying characteristics of data, producing discrimination performance improvement 
if compared to a classifier operating directly over the non-processed (non-independent) signals. When the dataset presents high 
variation in its statistical characteristics, the standard ICA estimation shall not present good results [17]. Considering this, if the 
available data set is clustered by similarity, a more accurate description can be obtained if the independent components are 
estimated for signals belonging to each cluster [70]. 

                

                                  (a)                                                                     (b)                                                             (c) 

Figure 19: Experiment 5 - (a) The dataset, (b) linear and (c) local independent components. 

 In this experiment, the available bi-dimensional signals belonging to two distinct classes (see Figure 19-a) were pre-
processed through both standard linear ICA and Local ICA. Neural classifiers perform class separation operating over the 
independent components. Figure 19-b illustrates the linear independent components, estimated through FastICA [3] in the 
feature extraction phase. The neural discriminator achieves 92% Class 1efficiency for a misclassification of 6% for Class 2. 
The neural classifier was implemented through MLP topology [31], traditional back-propagation training was used in a two 
layer network with hyperbolic tangents as neuron activation functions.  

 For Local ICA, the data set was clustered into two groups through k-means algorithm [71] and local independent 
components were extracted for each cluster (see Figure 19-c). MLP classifiers (similar to the ones used in the Linear ICA case) 
were supervised trained to maximize local discrimination.  A considerable improvement was achieved in this configuration, as 
for 6% Class 2 misclassification, 97% of Class 1 was correctly identified (against 92% obtained from FastICA). 

 

4.6- General Discussion 

A comparison of the results obtained through the previous experiments (from 1 to 4) is shown in Table 1. In general, the PNL 
method obtained better results in terms of the mean square error (see equation 33), when compared to both SOM and FastICA. 
The linear method only achieved reasonable source recovery in the first experiment (due to mild nonlinear map). The source 
recovery performance obtained through SOM deteriorates when the original sources are not sub-Gaussian. If the problem 
dimensionality (the number of source signals) increases, the computational complexity grows exponentially, producing 
performance degradation in both nonlinear methods (SOM and PNL). Experiment 5 proved that, in some cases, local feature 
extraction describes the data set in a more meaningful way, providing valuable information for classification. The main 
indeterminacy of the Local ICA method is the appropriated number of clusters for each problem. 

Table 1: Normalized mean-square error (MSE) for different experiments. 

Experiment 1 2 3.1 3.2 4 

Recov. Source S1 / S2 S1 / S2 S1 / S2 S1 / S2 S1 / S2 / S3 

FastICA    0.071 / 0.148 0.141 / 0.137 0.153 / 0.129 0.115 / 0.133 0.352 / 0.247 / 0.230  
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SOM    0.015 / 0.133 0.040 / 0.158 0.098 / 0.205 0.033 / 0.299 0.056 / 0.139 / 0.605 

PNL 0.005 / 0.034 0.029 / 0.079 0.017 / 0.045 0.089 / 0.004 0.030 / 0.077 / 0.068 

 

4.7- Practical Application 

 

                                                         (a)                                                                                (b) 

Figure 20: The ATLAS detector (a) and its triggering system (b). 

 Feature extraction procedures based on NLICA have recently been proposed in [52, 72, 84, 85] for the ATLAS 
detector [86] triggering system. The aim was to increase the particle discrimination efficiency of the online filtering task, 
which is performed in harsh conditions. ATLAS is one of the experiments of LHC (Large Hadron Collider) [87], the particle 
collider under construction at CERN (European Center for Nuclear Research).  Placed at one of the LHC collision points, 
ATLAS has a cylindrical structure with the LHC beamline as the central axis (see Figure 20-a). Important information that 
guides the particle identification process is the energy deposition profile measured by the calorimeter system, one of the 
ATLAS subdetectors. The calorimeter system is segmented into four electromagnetic and three hadronic layers, producing 
more than 100,000 readout channels. 

 When operating at full capacity (high luminosity), LHC will produce 40x106 bunch crosses per second. The total 
detector information will be near 60TB/s. Despite this very high event rate, the interesting channels will rarely occur. 
Therefore, a high-efficient filtering (triggering) system is required to guarantee that most of the background noise will be 
rejected and valuable information will not be lost. Considering this amount of data, the triggering task (see Figure 20-b) is 
performed online under short latency times and comprises three sequential filtering levels.  

 For LHC, interesting signatures can be found through decays that produce electrons as final state particles. Hadronic 
jets present energy deposition profiles similar to electrons (highly concentrated in the electromagnetic sections and almost no 
energy left in the hadronic layers), forming a huge background noise for the experiment. This practical, NLICA application, 
was conduced at the second trigger level using a dataset obtained through Monte Carlo simulator for proton-proton collisions 
[86]. The available signals comprise approximately 22,000 electron and 7,000 jet signatures. The particle discrimination 
procedure at LVL2 may be split into feature extraction, where relevant information is extracted from the measured signals, and 
hypothesis testing, where particle discrimination is performed. It is expected that, at high luminosity, 25,000 jets will reach the 
second-level trigger per second. In view of this, a slight improvement in background noise rejection, as for example one 
percent point, shall avoid the recording of 250 jets/second, providing cleaner data for offline analysis. 

 As proposed in [88], here the calorimeter information is formatted into concentric rings. In each calorimeter layer, the 
most energetic cell is considered as the first ring, and the next rings are sequentially formed around the first one (see Figure  
21-a). The ring signals are obtained by summing the energy of the cells belonging to a given ring. This procedure makes the 
signals independent from the impact point in the detector. The ring energy is normalized within each layer. As a result, each 
signature becomes described by 100 rings. In practical calorimeter design, nonlinearities typically arise [89] and the 
independent features of the calorimeter signals may be better extracted by a nonlinear technique. Figures 21-b and 21-c depict 
typical electron and jet ring formatted signatures.  
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               (a)                                                                           (b)                                                                  (c) 

Figure 21: (a) Diagram of the ring mapping and signatures of typical (b) electron and (c) jet. 

 In this application, different NLICA algorithms were applied to extract, from the ring formatted data, relevant features 
for particle identification. The nonlinear independent components were used to feed MLP classifiers (see Figure 22). Three 
methods were used, Local ICA, SOM and PNL. In this particular problem, electron signatures represent the target signals to be 
detected and misclassified jets correspond to false alarm. The Receiver Operating Characteristic-ROC [90] was used as the 
figure of merit for the particle discrimination performance. The ROC shows how both detection (PD) and false alarm (PF) 
probabilities vary as the decision threshold changes. As the interesting events are very rare at LHC, high PD is desired for the 
online triggering operation. Low PF is also essential for the classifier design, as the huge background noise has to be rejected, 
as much as possible, to allow offline data analysis on clean data.  

 

Figure 22: Block-diagram of the proposed NLICA based particle discriminators. 

 In [84], Local ICA (as described in Section 3.4) was applied to the ring formatted signals. The dataset was split into 
four groups using SOM for clustering. The concentrations of electrons and jets in each cluster are depicted in  
Figure 23-a. It can be observed that cluster 1 concentrates the majority of jets and cluster 4 most of the electron signatures. 
ICA (through FastICA algorithm) was applied to signals belonging to each cluster, and the estimated local independent 
components fed the input nodes of four neural classifiers. The ROC curves obtained from these discriminators are depicted in 
Figure 23-b. The main advantage of the local signal processing is that adjusting local thresholds allows the selection of 
different classes of particles, as for example, on offline analysis one may be interested only on electrons that present 
characteristics similar to typical jets (cluster 1). For different purposes, if the desired signatures are typical electrons cluster 4 
threshold shall be adjusted.  

 A SOM-based NLICA algorithm (see Section 3.3.1) was applied to the ring formatted calorimeter signals in [52]. The 
number of neurons was varied and higher discrimination efficiency was obtained for a 6x10 map. As a bi-dimensional neuron 
grid was used, the dataset was mapped into two nonlinear independent components. The nonlinear independent components 
joint pdf is illustrated in Figure 24-a for electrons and jets. It can be observed that most electron signatures were concentrated 
in one side of the y1-y2 plane and jets in the opposite region, facilitating the discrimination performance. 

 A PNL model was applied in [85] to estimate the nonlinear independent components. This structure seems to properly 
describe calorimeter data, as in this application, signal mixing is performed in an approximately linear medium and the 
nonlinearities are present in the sensors (cintilators, photo-multipliers and optical-electronic devices) [89]. The PNL model 
restricts the number of independent components to be equal to the number of observed signals (100 ring sums). As in our 
particular application a compromise between high discrimination efficiency and fast decision is required, it is very important to 
reduce data dimensionality taking care not to discard relevant features. For this, the relevance Ri of the i-th nonlinear 
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the training set, yk is the neural network output when vector xk is present to the classifier. The relevance Ri is the mean square 

error in the classifier output when the i-th component of the input xk is replaced by its mean in the training set ( ikk ,xx  ). 

Figure 24-b depicts the relevance of each component. Eliminating the 70 less relevant components, the classifier was re-
trained, reducing the computational cost and improving discrimination efficiency. 
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 Considering the hypothesis testing procedure, neural classifiers were used in all three NLICA-based discriminators. 
The nonlinear independent components fed the input nodes of Multi-layer Perceptron (MLP) classifiers [31], trained to 
maximize particle discrimination. The networks comprised a single hidden layer and one output neuron. The number of hidden 
neurons was chosen after testing exhaustively the discrimination performance of a number of networks (varying the number of 
hidden neurons).  

 Different discriminators are compared in Figure 24-c. The baseline algorithm used in ATLAS for electron/jet 
discrimination (T2Calo) [91] extracts, directly from calorimeter measurements, high discriminating parameters that estimate 
the shape of the energy deposition profile. Thresholds on these parameters perform the particle discrimination. The 
Neural_Ringer [89] is an alternative method that is also implemented in the ATLAS software platform. Using a MLP neural 
classifier operating over the ring formatted signals, Neural_Ringer algorithm achieved better discrimination performance and 
similar computational cost when compared to T2Calo. Both segmented principal component analysis (PCA) and linear 
independent component analysis (ICA) were also applied, respectively in [92] and [15] for feature extraction and a MLP 
classifier performed the hypothesis testing over estimated principal or independent components. As illustrated in Figure24-c, 
the nonlinear ICA based classifiers, outperforms all other discriminators (note that Local ICA efficiency cannot be summarized 
in a single ROC as for each cluster one classifier was trained, see Figure 23-c). Table 2 provides a comparison between the 
proposed techniques. It can be observed from Figure 24-c and Table 2 that nonlinear ICA based discriminators present higher 
efficiency and among them, SOM method performs slightly better. 

 

(a)                                                             (b) 

Figure 23: Local ICA (a) cluster probabilities and (b) local ROC curves. 

  

                             (a)                                                                (b)                                                                 (c) 

Figure 24: Nonlinear independent components (a) joint pdf (SOM) and (b) relevance (PNL) and (c) ROC curves.  

 

Table 2: Performance comparison of different discriminators 

Discrimination Technique T2Calo PCA Neural_Ringer ICA 
Local 
ICA 

NLICA 
PNL 

NLICA 
SOM 

PD (%) for PF=3% 81 88 95 96 97 98 98 
False electrons 

(jets/second) for PF=95% 
5000 1450 500 400 450 400 280 

5- Conclusions 

The nonlinear independent component analysis paradigm was discussed in this paper.  It was demonstrated that, without proper 
regularization, there is an infinite number of solutions to the problem and thus the obtained independent components may not 
be related to the original source signals. Some special cases, where statistical independence leads to source separation were 
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mentioned. Contrast functions that are usually applied for measuring statistical independence, in both linear and nonlinear 
cases, were exposed.  Methods for nonlinear BSS, which impose constraints on the sources or the nonlinear mapping, were 
presented.  

 Experimental tests were conduced to evaluate the performance of some nonlinear ICA algorithms in different 
conditions. The SOM method, although simple in terms of implementation, has exhibited poorer signal recovery performance 
and higher computational cost when compared to PNL algorithm. A simple experiment using cluster based Local ICA 
illustrated the discrimination improvement that can be achieved while exploiting local features of a dataset.  The efficiency of 
the nonlinear ICA model was also verified through a complex real world application, where discrimination performance was 
improved after estimation of the nonlinear independent components through the SOM, PNL and Local ICA methods.  

 A potential limitation that appears in nonlinear ICA algorithms is that there exist some model indeterminacies such as 
the ideal size of the SOM that better fits data, the number of hidden neurons in the MLP networks used for the nonlinear 
function approximation in the PNL model or the optimum number of clusters for a particular local ICA problem. These 
characteristics, combined with a computational cost increase, when compared to linear methods, sometimes shall prevent the 
application of nonlinear ICA, especially in high-dimensionality problems. 
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