
 

 

Abstract—In this paper, a robust transceiver design for 

dual-hop multiple-input multiple-output (MIMO) system with 

amplify-and-forward (AF) relay is produced in the presence of 

imperfect channel state information (CSI) . The antenna 

correlation at both ends of the channel and the channel 

estimation errors are taken into account. The optimization 

problem is formulated based on minimum mean-square error 

(MMSE) rule, and the original problem is decoupled into three 

convex sub-problems. Then the source precoding matrix is 

optimized by the interior-point method, the optimal relaying 

matrix is derived by lagrangian multiplier method. The 

equalizer is optimized by a gradient-based line search 

algorithm and an alternating algorithm is proposed for the 

joint design. Simulation results indicated that the proposed 

design approach achieves better robustness against antenna 

correlation and channel estimation errors than other 

approaches. 

 

Index Terms—MIMO relay system, amplify-and-forward, 

mean-square error (MMSE), antenna correlation, channel 

estimation errors. 

 

I INTRODUCTION 

In the past decade, relay-assisted cooperative 

transmission as a promising technique to improve the 

system reliability and extend the network coverage has 

gained much interest from both academic and industrial 

communities [1]. Multiple-input multiple-output (MIMO) 

technique is known as a remarkable breakthrough in 

wireless communications that could bring substantial 

diversity and multiplexing gains [2]. The combination of 

MIMO and relay technique could take the advantages of 

both techniques, and has been considered as an important 

candidate for future wireless networks [3]. 

Some existing studies have investigated for MIMO relay 

systems. The optimal transceiver based on minimum 

mean-square error (MMSE) criterion are investigated in [3]. 

Several joint LMMSE transceivers with perfect CSI have 

been investigated to improve the system BER performance 

further in [4]-[6]. However, all these works assume that 

channel state information (CSI) is perfectly known. 

Unfortunately, this assumption cannot be met in practice 

due to various reasons, because antenna correlation and the 

channel estimation errors are always inevitably exist. Some 

joint precoding schemes are discussed with considering 

channel estimation error in [7], [8]. Robust transceiver 
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designs based on antenna correlation are introduced in [9], 

[10], but the CSI is supposed to be perfect estimated.To the 

best of our knowledge, in the existing works less robust 

transceiver design in MIMO relay systems has been 

obtained in the presence of channel correlation and 

estimation errors. 

In this paper, a robust transceiver for dual-hop MIMO 

system with AF relay is investigated where antenna 

correlation and the channel estimation errors are taken into 

account .The rest of the paper is organized as follows. In 

Section II, the system model and channel model are 

presented. In Section III, a MMSE-based optimization 

problem is formulated. the source precoding matrix is 

optimized by the interior-point method, the optimal relaying 

matrix is derived by lagrangian multiplier method, the 

equalizer is optimized by a gradient-based line search 

algorithms and an alternating algorithm is proposed for the 

joint design are given in Section IV. Section V provides 

simulation results, and Section VI concludes the paper. 

Notations: Boldface uppercase and lowercase letters 

denote matrices and vectors; T( ) , *( ) , H( ) , 1( ) , ( ) , ( )  

and ( )tr denotes the transpose, conjugate, conjugate 

transpose, inverse, Moore-Penrose pseudo-inverse, 

expectation and trace of a matrix, respectively; ( )diag X  is 

a diagonal matrix formed form elements of the main 

diagonal of X ; 1/2
X is the square root of a positive 

semi-definite matrix X , max ( ) X denotes the maximum 

eigenvalue of matrix. 

 

II SYSTEM MODEL AND CHANNEL MODEL 

A. System Model 

A dual-hop Amplify-and-Forward MIMO relay system 

model
 
[3]

 
is shown in Fig. 1. The source node transmits 

information to the destination node with the help of a relay 

station, where sn  denotes the antenna number of source 

node. The relay station and the destination node have rn  

and dn antennas, respectively. In order to support sn  

independent data streams simultaneously, there should be 

satisfied with s r dmin( , )n n n . It is also assumed that the 

relay station operates in half-duplex mode and the 

transmission takes place in two consecutive time slots.
 

In the first time slot, source node transmits its information 

x  to the relay station simultaneously. 

Let
1

1[ ,..., ] s

s

nT T T

n


 x x x , [ ]

s

H

n xx I , then the received 

signal vector 1

r
rn 

y  at the relay station can be 
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expressed as 

r  y HBx w                (1) 

where s sn n
B denotes the precoding matrix, 

( ) ( )H H H

str tr P Bxx B BB , and
sP is the maximum 

transmission power at the transmitter. r sn n
H  is the 

MIMO channel matrix between the transmitter and the relay 

station, and w is the additive white Gaussian noise (AWGN) 

vector with zero mean and covariance 

matrix 2[ ]
r

H

w w n  R ww I , 2

w is the variance of w . 
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Fig. 1. Block diagram of MIMO relay system. 

 

In the second time slot, the relay station multiples its 

received signal by a linear processing matrix r rn n
F and 

forwards it to the destination node, hence the transmitted 

signal vector 1rn 
Y at the relay station can be expressed 

as  

rY Fy                   (2) 

where the transmission power satisfies ( )H

rtr PYY , rP is 

the maximum transmission power at the relay station. 

Let d rn n
G be the channel matrix from the relay station 

to the destination node, then the received signal vector 

r 1dn 
  is 

    r GY n GFHS GFw n          (3) 

where 
1dn 

n is the AWGN vector at the destination node 

with zero mean and covariance 

matrix 2[ ]
d

H

n n n  R nn I , 2

n is the variance of n . 

The linear receiver at the destination is adopted to retrieve 

the transmitted signal vector of the source node. Denote the 

linear receiver matrix as s dn n
Q , then the estimated 

signal vector
1ˆ sn 

x is given by 

ˆ    

  

x Qr QGFHS QGFw Qn

QGFHBa QGFw Qn
        (4) 

B. Channel Model 

The Kronecker model 
[11]

 is used to describe the antenna 

correlation of H and G as 1/2 1/2

H HH Σ HΨ  

and 1/2 1/2

G GG Σ GΨ , where HΨ , GΨ are the transmit 

correlation matrix, and HΣ , GΣ are the receive correlation 

matrices for H and G , respectively. The correlation matrices 

are positive semi-definite and perfectly known. The entries 

of H and G  are independent and identically distributed 

(i.i.d.) Gaussian random variables with zero-mean and unit 

variance. However, in practical networks, it is hard to obtain 

the perfect CSI. Define ˆ H H H and ˆ G G G , 

where Ĥ and Ĝ are the estimation of H and G , 

and H , G are the estimation errors matrices whose 

elements are i.i.d. zero-mean Gaussian random variables 

with variances 2

H  and 2

G , respectively. Hence, the 

channels can be further expressed as 

1/2 1/2 1/2 1/2ˆ( )H H H H    H Σ H H Ψ H Σ HΨ   (5) 

1/2 1/2 1/2 1/2ˆ( )G G G G    G Σ G G Ψ G Σ GΨ   (6) 

 

III THE MMSE-BASED TRANSCEIVER DESIGN PROBLEM 

FORMULATION 

In this section, the MSE of the received signal at the 

destination is derived in the presence of channel correlation 

and estimation errors. The MMSE-based transceiver design 

problem will be formulated with the constraint of maximum 

transmission power at the relay and the transmitter. 

According to the system model and channel model, the 

MSE of the estimated signal at the destination can be 

expressed as 

 

2

2

1/2 1/2 1/2 1/2

1/2 1/2 2

2

ˆ( , , ) (| | )

(| | )

(| ( ) ( )

( ) | )

[ ]

+ [ ( ) ]

( )

s

G G H H

G G

H H H H

n n

H H

G G G

H H H H H

MSE

tr

tr tr

tr









 

   

    

     

  



 

B F Q x x

QGFHBx QGFw Qn x

Q G Σ GΨ F H Σ HΨ Bx

Q G Σ GΨ Fw Qn x

QGFZF G Q I QR Q

FZF Ψ QΣ Q

QGFHB B H F G Q

 (7) 

Define 2[ ( ) ]H H H

H H H wtr  Z HBB H BB Ψ Σ R , the 

power constraint at the transmitter and the relay station can 

be rewritten as 

( )H

str PBB                 (8) 

( ) [ ( ) ]

[ ]

H H H H

w

H

r

tr tr

tr P

 

 

YY F HBB H R F

FZF
       (9) 

With the transmit power constraint, the sum MSE 

minimization problem can be formulated as 

arg min { }

. ( )

[ ]

H

s

H

r

MSE

s t tr P

tr P





B,F,Q

BB

FZF

            (10) 

 

IV MMSE-BASED TRANSCEIVER DESIGN 

It is clear that the problem (10) is non-convex with 

respect to B , F and Q jointly, and is hard to solve 

analytically. Nevertheless, it can be verified that the problem 

is convex in each variable when the others are fixed. Hence, 

the original problem can be decoupled into three convex 

sub-problems. Afterwards, an iterative algorithm is proposed 

to jointly design the transceiver. 

A. Optimization of Precoding Matrix B  

The sub-problem to optimize B for fixed F and Q can be 
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written as 

   

1

2

3

m i n 2 ( )

2 ( ) 0

2 ( ) 0

H H

H H

H H

R D

s.t R D

R D

  

    

    

1 1
B

2 2

3 3

b A b C b

b A b C b

b A b C b

  (11) 

where the corresponding parameters are defined as 

vec( )b B                   (12) 

1

2

2

( )

( )( )

( )( )

H H H H

H H H

H H H

H H H

G G G

tr

tr





 

 

 

A I H F G Q QGFH

F G Q QGFΣ I Ψ

Q QΣ I H F Ψ FH

      (13) 

2 ( ) A I I                  (14) 

2

3 ( ) ( )( )H H H

H Htr   
H

A I H F FH F FΣ I Ψ  (15)

vec[( ) ]H
1

C QGFH              (16) 


2

C 0                    (17) 


3

C 0                    (18) 

01D                     (19) 

2 sD P                    (20) 

( )H

3 rD P tr  
w

FR F            (21) 

By introducing an auxiliary variable t, the problem can be 

converted into the following semidefinite programming 

(SDP) problem [12]-[13].
 

, t

1/2

1

1/2

1

1/2

1/2

min

.
( ) 2 ( )

, 2,3
( ) 2 ( )

H H

i

H H

i i i

t

s t
t R D

i
R D



 
  

   

 
    

  

B

1 1

I A b
0

A b C b

I A b
0

A b C b

  (22) 

which can be efficiently solved by the interior-point method. 

In particular, the problem(22) can be solved by the CVX 

MATLAB toolbox for disciplined convex programming 

[14].
 

B. Optimization of Relay Precoding matrix F  

The sub-problem to optimize F for fixed B and Q can be 

written as 

arg min { }

. [ ]H

r

MSE

s t tr P

F

FZF
          (23) 

It can be easily proved that the problem (23) is convex 
[15]

. 

Therefore F can be calculated from the 

Karush-Kuhn-Tucker (KKT) conditions. The Lagrangian 

function of (23) is formulated as 

( , ) ( , , ) ( [ ] )H

rL MSE tr P   F B F Q FZF   (24) 

where  is the Lagrange multiplier. By taking the 

derivative of ( , )L F with respect to *
F , together with the 

complementary slackness and the relay station transmit 

power constraint, the KKT conditions can be obtained as 

*

( , )
| 0

L 





 F F

F

F
             (25) 

[ ] 0H

rtr P FZF              (26) 

0                     (27) 

( [ ] ) 0H

rtr P  FZF             (28) 

The relay precoding matrix F is calculated as 

2( ( ) )
r

H H H

G G G n

H H H H

tr I  



  F G Q QG Q QΣ Ψ

G Q B H Z
 (29) 

where the optimal  should be chosen to satisfy (27)and 

(28), it is shown that  is bounded 

as 0
H H H H

rP




 
G Q B H Z HBQG

, then the 

optimal  can be conveniently found using the bisection 

search method
[12]

. 

To simplify the original problem, we introduce a linear 

scaling 0   in the equalizer, and replace Q  with a 

scaled version
1 
Q , after some manipulation

[12]
, we can get 

2( ( ) )
r

H H H

G G G n

H H H H

tr   



  F G Q QG Q QΣ Ψ I

G Q B H Z
 (30) 

where 

( )H

n

r

tr

P
 

QR Q
             (31) 

min

2

( , ) ( ) [

( ( ) ) ]

s

r

H H

n

H H H H H

G G G n

MSE tr tr

tr 





 

  

B Q I B H Z HBQG

G Q QG Q QΣ Ψ I G Q

  (32) 

Proof: See Appendix A. 

C. Optimization of Equalizer Matrix Q  

The objective is to minimize 

2

( ) ( ) [

( ( ) ) ]

( ) ( ) [ ]

s

r

H H

n

H H H H H

G G G n

H G H G

MSE tr tr

tr

tr tr tr

 





 

  

  

Q I B H Z HBQG

G Q QG Q QΣ Ψ I G Q

E E E E

(33) 

where 

s

H H

H n

 E I B H Z HB           (34) 

2

2

2

max

2 1

max

( )

( )

( ) ( )

( ( ) )

r

r

r

r

H

n G G G n

H

G G G n

H

G G G n

G r G n G n n

tr

tr

tr

P

 

 

  

  

 

 

 

 

β Q QΣ Ψ I

Q QΣ Ψ I

Q Q Σ Ψ I

Σ R Ψ I

      (35) 

-1 1=( )
s

H H

G n n n n

E I Q Gβ G Q         (36) 
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The unconstrained optimization problem can be solved by 

a gradient-based line search algorithm [9]. 

 
*

2 1

( )n

H H H

n n G G n

MSE

   

  

  

Q
Q Q

QR E B H Z HBE QGβ G
(37) 

This method is summarized in the following Table I. 
 

TABLE I: GRADIENT DESCENT ALGORITHM 

1.Choose  rP  and 0   

2.Choose line search parameters: 

(0.1,0.8) , (0,0.5)c , ,
maxK   

3.Initialize the counter 1n   and the equalizer 
0 Q I  

4.Repeat 

5.Increment counter 1n n    

6.Compute:
nQ from (37) 

7.Set   

8.         Repeat 

9.            

10.  Until 
min

2

min

( )

( ) || ||

n n

n n F

MSE

MSE c





 

  

Q Q

Q Q
 or

maxn K  

11.Update 1n n n   Q Q Q  

12.Until 
2|| ||n F  Q  

 

D. Joint Design 

Since optimization of the precoder B , F and Q have been 

discussed. An alternating algorithm for the joint design of 

these three matrices was proposed. This framework is 

described in Table II. 

 
TABLE II: JOINT DESIGN ALGORITHM 

1.Initialize 0 Q I , 0  , 0n  , maxL  

2.Repeat  

3.  Increment counter 1n n   

4.  Optimize and update nB  

5.  Optimize and update nQ  

6.  Optimize and update
nβ ,

n  

7.Until min min 1 1| ( , ) ( , ) |n n n nMSE MSE   B Q B Q or 

maxn L  

8.Compute opt and optF ,Let
*

nB B ,
1

opt opt nQ Q  

 

V SIMULATION RESULT 

In this section, simulation results are provided to evaluate 

the performance of the proposed approaches in a flat 

Rayleigh fading environment. The source node transmits 

independent uncoded QPSK symbol streams to the 

corresponding receiver. The antenna correlation matrices are 

generated using the exponential model. The elements 

of
HΣ are given by |m n|m nH  

Σ ( , )= , 1 , rm n n  , 

where  denotes the correlation coefficients. Moreover, 

HΨ ,
GΣ and

GΨ can be obtained similarly, and the same 

correlation coefficients are used. The CSI error variances 

are given by 2 2 2

H G e    , and the average signal-to-noise 

ratios (SNRs) for two hops are defined 

as 2/ ( )nsr s s wSNR P  and 2/ ( )nrd r r nSNR P  , respectively. 

The following parameters are chosen throughout this 

section: 2 2 2 0.005H G e     , 0.4  , 4s r dn n n   . 

To illustrate the advantages of the proposed alternating 

approach, some other approaches are also included for 

comparison. The methods under comparison are: 

• Joint design B and F :   Q I . 

• Joint design F and Q :  B I . 

• Proposed Approach:Joint design of B , F and Q . 

The average BERs are shown in Fig. 2 and Fig. 3, where 

we let =20dsrSNR B or 20rdSNR dB . As expected, Joint 

design F and Q  outperforms Joint design F and Q  at 

low-to-mid SNRs, The joint design B , F and Q  is 

significantly better than other approaches at mid-to-high 

SNRs and enable an additional SNR gain of 2-4dB, which 

could demonstrate the effectiveness of the proposed 

approach. 
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Fig. 2. BER versus 

srSNR with 20dBrdSNR =   
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Fig. 3. BER versus 
rdSNR with 20dBsrSNR = .  

 

VI CONCLUSION  

In this paper, by incorporating the antenna correlations 

and channel estimation errors, the joint transceiver design 

based on the minimum sum MSE criterion for AF-MIMO 
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relay systems is investigated. We decouple the original 

problem into three convex sub-problems firstly and then 

propose an iterative algorithm with guaranteed convergence. 

Subsequently, we derive the certain precoding and equalizer 

matrices by employing the interior-point method, the Lagrange 

multiplier method and the Gradient Descent method. The 

performance advantage of the proposed approach is 

demonstrated via simulation results. 
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APPENDIX A 

For any 
1 
Q with 0  , the optimal relaying matrix is 

obtained by replacing Q with
1 
Q in (29). Henceforth, 

F can be calculated as: 

2 2( ( ) )
r

H H H

G G G n

H H H H

tr   



  F G Q QG Q QΣ Ψ I

G Q B H Z
  (38) 

The corresponding Lagrangian function of (23) is given 

by 

 

1 2

MSE( , ) ( , , ) ( [ ] )

( ) ( ) ( )

( ) ( ) ( )

s

s

H

r

H

n r

H

n r

MSE tr P

tr tr tr P

tr tr tr P

 



   

  

   

   

n

n

F B F Q FZF

I QGFHB QR Q

I QGFHB QR Q

 (39) 

Taking (26) and (31) into(39), we can get 

 

1

2

1 2

1 2

1 2

MSE( , ) ( ) ( )

( ) [ ]

( ) ( ) [ ]

( ) ( ) ( ) [ ]

( ) { ( ) }

s

s

s

s

n

H H

H

n r

H

n

H

n

tr tr

tr tr

tr tr P tr

tr tr tr

tr tr

 

 

   

   

   





 

 

 

 

 

   

   

   

n

F I QGFHB

QR Q FZF

I QGFHB FZF

I QGFHB FZF

I QGFHB FZF

(40) 

where 

1 2 2( ( ) )
r

H H H

G n

H H H H

tr   



  
G G

QGFHB QG G Q QG Q QΣ Ψ I

G Q B H Z HB

(41) 

2

2 2 2 2

2 2

2 2 2 2

2 2 2

( )

( ) ( ( ) )

( ( ) )

( )( ( ) )

( ) ( ( ) )

r

r

r

r

H

H H H

G n

H H H H

H H H H

G n

H H H

G n

H H H H

H H H

G n

tr

tr

tr

tr

  

     

 

   

   



 











   

 

   

   

G G

G G

G G

G G

FZF

G Q QG Q QΣ Ψ I

G Q B H Z HBQG

G Q QG Q QΣ Ψ I

G Q QG Q QΣ Ψ I

G Q B H Z HBQG

QG G Q QG Q QΣ Ψ I
2

H H H H




G Q B H Z HB

(42) 

Then 

 
2

2 2

2 2 2 2

2 2 2

2 2 2

{ ( ) }

( ( ) )

( ) ( ( ) )

( ( ) )

( ( ) ( )

r

r

r

r r

H

H H H

G n

H H H H

H H H

G n

H H H H

H H H

G n

H H H

G n n

tr

tr

tr

tr

tr

 

 

   

 

   











 

  

   

  

   

G G

G G

G G

G G

QGFHB FZF

QG G Q QG Q QΣ Ψ I

G Q B H Z HB

QG G Q QG Q QΣ Ψ I

G Q B H Z HB

QG G Q QG Q QΣ Ψ I

G Q QG Q QΣ Ψ I I

2 2 2

2 2

)

( ( ) )

( ( ) 2 )

r

r r

H H H H

H H H

G n

H H H

G n n

H H H H

tr

tr

 

  







  

  

G G

G G

G Q B H Z HB

QG G Q QG Q QΣ Ψ I

G Q QG Q QΣ Ψ I I

G Q B H Z HB

 (43) 

So the equation (40) becomes 

MSE( , )= ( ) ( )
sntr g F I          (44) 

where 

2 2

2

( ) { ( ( ) )

( ( ) 2 )

}

r

r r

H H H

G n

H H H

G n n

H H H H

g tr tr

tr

  

  





  

  

G G

G G

QG G Q QG Q QΣ Ψ I

G Q QG Q QΣ Ψ I I

G Q B H Z HB

(45) 

Define the SVD 

2 ( )H H H H

Gtr 
G G

G Q QG Q QΣ Ψ UMU    (46) 

The problem is then reduced to that of maximizing 

2( ) {(M ) ( 2 )

}

r r rn n n

H H H H H

g tr   



   I M I I

U G Q B H Z HBQGU
   (47) 

where H H H H H Λ U G Q B H Z HBQGU . Define 

0k  as the kth diagonal entry of M and 0k  as the(k, 

k)th entry of Λ ,we have 

2
1

2
( )

( )

sn

k

k

k k

g
  

 
 

 



           (48) 

whose first-order derivative 

 

2

4
1

4
1

3
1

2( ) 2( 2 )( )

( )

2( ) 2( 2 )

( )

2 0
( )

s

s

s

n

k k k

k

k k

n

k k

k

k k

n

k

k k

dg

d

      


  

    


 

 


 







    




   





  









(49) 

Therefore 2     is the unique solution to 

maximize ( )g  and  should satisfy (26). 

Substituting 2  into (38)and (39) leads to (30) and 

(32). 
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