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Abstract—We propose a new multiple input multiple out-
put (MIMO) transceiver architecture — Differential MIMO (D -
MIMO) — that enables linear interference suppression betwen
multiple spatially multiplexed and differentially encoded data
streams. The D-MIMO transceiver architecture is particularly at-
tractive in emerging high-frequency systems, such as mitheter-
wave systems, in which the requirement of a phase-cohererudal
oscillator at the receiver can be challenging. A direct apptation
of conventional linear interference suppression techniges is not
possible with differential communication. Thus, we first develop
a general model for D-MIMO systems, with a corresponding D-
MIMO channel matrix, that forms the basis of the development
in this paper. A surprising result is that a quasi-coherent \ersion
of the underlying channel matrix can also be estimated from te
D-MIMO matrix, making conventional linear interference sup-
pression possible as well. This leads to two D-MIMO transceer
architectures that are developed. Numerical results illugate the
promising and nearly identical performance of the proposed
transceivers and the communication breakdown that can ocau
without interference suppression.

Index Terms—Spatial Multiplexing, Interference Suppression,
Differential Signaling, Millimeter-wave, Kronecker Prod uct

I. INTRODUCTION

There is growing interest in exploring higher frequenci
(>5GHz) for meeting the Gigabit data rates and operatio

in [11] performs linear interference suppression basedhen t
receive correlation matrix of the coherent MIMO channel.
Finally, differential space-time coding schemes that supp
multiple spatial data streams without knowledge of the cohe
ent MIMO channel (e.g. [12], [13]) require complex non-kme
detectors. Linear interference suppression techniqutve
been extensively studied for coherent MIMO systems, requir
knowledge of a coherent estimate of the MIMO channel
matrix, and thus cannot be directly used.

In this paper, we propose new differential MIMO transceiver
architectures that enable linear MIMO interference suppre
sion within the context of differential communication. Wesfi
develop a general model for D-MIMO systems and identify a
fundamental system equation, with a corresponding D-MIMO
channel matrix, that forms the basis of the development in
this paper. A surprising result is that a quasi-coherergivar
of the underlying channel matrix can also be estimated from
the D-MIMO matrix, making conventional linear interferenc
suppression feasible as well. This leads to the development
of two D-MIMO transceiver architectures. Numerical result
illustrate the promising and near-identical performantthe

Ioposed transceivers compared to idealized systems ichwhi

ere is no interference, and the communication breakdown

requirements of emerging wireless technologies. In p:iacrtict
lar, millimeter-wave (mmW) communication systems, ragi
from 30GHz-300GHz, are emerging as a promising tec
nology for 5G wireless [1]. In addition to the orders-of-
magnitude larger bandwidth available at such high fregigsnc
compared to existing systems, the small wavelengths make_. i L )
high-dimensional MIMO operation very attractive as well, Differential communication is typically used when a phase-
Furthermore, the highly directional and quasi-opticalunet coh_erent local oscillator is not available at the receiver,
of propagation at such high frequencies makes beamspatiing in an unknown phase offset between the transmitter
MIMO techniques and architectures naturally relevant [2/2nd receiver, and possibly even a sufficiently small freqyen
[4]. However, many technical challenges need to be addiesS&Set [6]- This problem is even more acute at high frequesici
before the full potential of mmW MIMO can be realized. _such as mmw [5]. _Con3|der a constant modulus constellation
One challenging issue at mmW and high frequencies [§Which the transmitted symbols are of the fosrs: Ae?? for
phase-coherence between the transmitter and the receigter M€ given fixedd. Let A = 1 for simplicity. In a differential
the associated phase noise [5]. In single channel systamsCgmmunication system, information is typically encoded in
attractive solution is differential communication [6]. wWever, thephase differencél¢ between the current transmit symbol
the use of differential communication is challenging in 4 = $(t) @nd previous transmit symbel. = s( — T) where
MIMO system due to the interference between different spatil 1S the symbol period; that is,
data streams. Differential space-time block coding sclseme s=Ael? = /P55, = AedP . N}

E)e'g'hm_LlO]L do dncr)1t Sollj_ffport r_nlultiple_ ‘T‘patiﬁl Idat_a SU8aMyye assume that the differential symbals¢ are chosen
n the other hand, the differential spatial multiplexinpeme randomly from a symmetric constellation, such as QPSK, and

This work is partly supported by the NSF under grants 124788a are independent across time. It follows tha%qb IS zero mean
1444962, and the Wisconsin Alumni Research Foundation. and independent of.. Under these assumptions, the following

hat can occur without interference suppression. The tegul
his paper are based on a sub-system of the general model that
uggests new avenues for future research.

II. DIFFERENTIAL SIGNALING AND RECEPTION



can be readily shown: Using (11) the system equation for these differential mesasu

Els;] = 0; E[s] = E[e’]E[s,] =0 ments at the receiver (without noise) is
|S|2 _ |57—|2 :A2 =1 RC:’I’C’I’?’ :HCSCS?’Hf :HCQCHf (14)
sst = e2s.|?; Elsst] =0 (2) whereQ, = s.s!' is of the same form as (13) far.r)" and

represents the possibilities for differential transnuiesiUsing

which also specifies the second-order statistics of thereent %5) and expanding out (14) we get

sequence of symbols, under the assumption that the star

symbol, so, at time zero satisfie®[so] = 0 and E[|so|?] = R, = [ 7"7"}; TT}TZ ]
A? =1, which can readily satisfied. The received signals and TrT o TeTr
the differential measurements are HssHHH HssHEH!T (15)
r = elPostu ;TT:€j¢°ST+UT 3) H,-STSHHH HTsTsfo '
rrt = sst4svi+oust+ovl =€ +w, (4) The matrix relation (15) represents a fundamental set of

whereu, v,, andw = sv* +vs* +vv* represent noise. A key equations for understanding MIMO communication and in-

assumption is that the unknown phase oftsgtemains con- terfe_ren(_:e sup_pression unde_r_differential signaling. theo
stant (or varies sufficiently slowly) over consecutive sytsb version is obtained by vectorizing (14)
thereby enabling the detection of the differentially eredd 2. = vec(R.) = [H. @ H ]z, , x. = vec(Q.)  (16)

symbolsA¢ from 777 in (4). where we have used the relation
vec(ADB) = [BT ® A]vec(D) (17)
where ® denotes the Kronecker product [14]. An important

In this section, we develop a complex baseband moddecial case of (17) for vectorsandb is
for the differential MIMO system. Consider a generak n vec(ab™) = [b* @ alvec(I,) = b* @ a (18)
MIMO system withn transmit and receive antennas. Defing , . . .
the two transmitted signal vectors for the current symbal ar?’hICh will be used later in the paper.
the previous symbol corresponding todifferential symbols

IIl. DIFFERENTIAL MIMO SYSTEM MODEL

A¢ = [A¢p1, Ada, -+, Apy]": B. An Important Sub-System
— T
s = [s1,82, 0] T ®) We consider an important sub-system of (15) and (16) that
= 8(t) = [s1(t), s2(t), -, sn(t)] (6) forms the basis of the investigation in this paper:
s, = [517_’ S0yttt 7SnT]T (7) ’I“'I“f = HSSTHf = HSSTHH , (19)
= s(t-1) (8)  where we have used the assumption thet= H .. Vectoriz-
= [s1(t=T),52t=T), - ,su(t—=T)" (9) ing (19) we get
The corresponding received signals-, are defined similarly. z=Hu,xr ; H,;=[H:® H|
Finally, define the compositen x 1 transmitted and received z = vec(rrH) z = vec(ssH) (20)

signal vectors as _ ) 7
and H ; is the D-MIMO channel matrix. We now specialize

S, = [ N } P e = [ " } _ (10) tothen = 2 case to get a concrete feel for the problem and
87 T which also forms the basis of the numerical results in this
The overall MIMO system equation for the two symbol vectorsaper. We have

and the composite vector is * *
rrt MTr Ty (21)
r=Hs,r,=H,s,; r.=H_,s, (12) T rori. Tors.
where H = H(t) and H, = H(t — T) and the2n x 2n H 5187, S185; 22
composite channel matrif .. is given by S8 T | syst, sash, (22)
H 0 e
H, = [ o H ] (12) riri.
T " TQT*T
A key assumption for differential communication is thidt = z = vec(rry) = 7‘17&% (23)
H ; that is, the channel does not change across two symbol rori
durations. _ -
5151+
. x = vec(ssf)= 52517 (24)
A. A Fundamental Equation T 5185,
A key observation is that the following differential meaesur - S8
ments are possible at the receiver H, = HQH=H"®H (25)
H H * * 7
g | rri _ hii hRi, hit hi2
Re=rere = [ rorf oyl ] (13) - [ h3,  hiq ® ho1 hoa | (26)




[hhH hT2H} (27) We design F,, using the minimum mean squared error
hs H  hay H (MMSE) criterion, assuming knowledge of the D-MIMO chan-
|h11]?  hiyhaz hiohin |hael? nel matrix H ;:
hiihar  hijhaa  hishor  hishas 28) F,
hothir hoyhiz hoghu haghis |-
h21]* Riyhaz hishor  |haof®

arnginE[HfBest —x|?]
—1
=\ (PHH]+3,) (34)

_ HY : :
Remark 1 (System Rank) H is full-rank if F is full-rank, WNere . = Efww"] is the covariance matrix ofv, and

H _ * T H : :
which follows from the properties of the Kronecker productHde. = (H-H, ® HH™). The d|fferent|ally encode_d
rank(A @ B) = rank(A)rank(B) [14] transmitted symbols i can then be estimated at the receiver

by simply applying differential detectors, corresponditag
the differential transmission scheme used, to the appatgpri
Remark 2 (Encoding/Decoding) The first and last elementselements ote.;; see Remark 2 for the = 2 case.
of z carry the information about the desired differential sym-
bols, A¢; and A¢», contained in the first and last elementsA. Signal and Noise Statistics
of . The remaining elements efrepresent cross-terms that

carry information about interference. We now characterize the second-order statistics afnd

w in (31). We consider zero-mean signal constellations for
the differential symbols, with different differential syrols
Remark 3 (Interference) If there is no inter-channel infer- independent across time and data streams. This resultg in th
ence —H is diagonal — then there is no interference in thdollowing second-order statistics far:

differential system (20) H 4 is diagonal. The off-diagonal en- E[s] = E[s,]=0, E[ss#]=0 (35)
tries of H ; represent the interference between the transmitted ’ i

Hl _ Hy _
signals inx (see (24)) that corrupt the receiver measurements Elss”] = Els;sr]=1In (36)
in z (see (23)). which in turn results in the following second-order statist
for = vec(ssf)
IV. INTERFERENCESUPPRESSION WITHDIFFERENTIAL Elx] = Elvec(ss)] = vec(E[ssH]) =0
RECEPTION Elzx] = FE[vec(ss)vec(ssf)H]

In this section, we develop an approach for linear inter- = E(s:®s)(sf @) = E[s*s! ® ss"]

ference suppression in MIMO systems that use differential = E[s*sT|@E[ss"|=1,91I, =1, .(37)

encoding and decoding for the different spatial data steeam

We explicitly describe our approach for the D-MIMO sub- . ) ) ) .
system in (20); however, our results can be readily extendBfPPOSition 1 Assuming that the signal and noise are inde-
to the full D-MIMO system in (16). We start with the noisyPe€ndent, and using the assumptions on the statistiesafd
underlying system equations (11) v, it can be shown that

r = JpHs+v; r.=/pH;s;+v, (29) Ew] = 0 " (38)
rrd = pHssEHY Tw = Elww”]
+pHsv + \/pus? HY +vofl  (30) = po*(I, @ HH") + po®(H:H] ® I,,)

4
wherev ~ CN(0,0%1,) andv, ~ CN(0,02%1,,) represent to 1"2_ _ (_39)
complex Gaussian noise vectors that are independent of eadtere the three terms ik, in (39) represent the covariance
other and the signals and s, andp represents th6NR for matrices of the corresponding terms in (32).

each data stream. Vectorizing (30) yields the noisy version
the D-MIMO system equation (20) The noise statistics follow from the following calculat®oon

the joint statistics ofw;, ws, andws in (32). Using (18), we

z = pHaz+w (1) first note that
w = w;+we+ ws H N
wy = /pvec(Hsv?) = /p(v; © Hs) (40)
= vec(ypHsvl +/pus! H +ov]) . (32) ws = Jpvec(osTH) = Jp(H's? @v)  (41)
wherex = vec(ssf) is the vector of transmitted differential w ec(va)T (;* ) T 42)
3 = V T )= - .

symbols,z = vec(rr) is a vector of received differential

T

signals, andw is the effective noise vector that consists oNow, the second-order statistics pfv;} are

three terms identified in (32). Signal and noise statisties a Ew) = p(Ev:]® E[Hs])=0 (43)
described in more detail in the next section. I . . "
Our goal is to design a% x n? (4 x 4 for the concrete case) Elwiwy] = pE[(v; @ Hs)(v; @ Hs)"]
matrix F', that operates on the vecterto yield estimates of = pE[(viv] @ Hss" H))
x in which the interference has been suppressed: = po’Elvivl| @ HE[ss"|H"

Zest = Foz . (33) = po’l, ® HH" (44)



Similarly, we have and H, is what we can estimate frotil 4

E[’LUQ] = E['Ll)g] =0 (45) |h11| |h12|€j(1h12*1h22)
H 2 * H HO = (L hor—ZLh (54)
Elwywy| = po"(H;HY ®1I) (46) |hoy|e7(Eha1 = £han) |haa|
Elwswi] = ¢°I,®0%I, =0"I, (47) and A, is a diagonal matrix (that is unknown)
Finally, it can be similarly shown that Ay = diag(ejlhu’ejlhgg) _ (55)

Elwiwj] = Elwiwi] = Elwowg] = 0 (48) 1o see howH, can be estimated fronH 4, refer to (27).
Combining the above calculations leads to the second-ordére first column ofhi, H/|h11| yields the first column of
statistics ofw given in Prop. 1. H,. Similarly, the second column df;, H /|ha2| yields the

second column off,.

Proposition 2 If HH" has the eigenvalue decomposition 1he MMSE filter matrix in this case is given by

HH" =UAU" and H,.H" has the eigenvalue decompo- F = HY(pHH" +°1,)™!
sition HT_Hf = l_]TATUf, then the noise covariance matrix _ Afo(pHon + o2, = AfFo (56)
3., admits the eigenvalue decomposition ) )
. < " which operates on the baseband signal veetdiVe note that
Egd = U eU)AU;2U) (49) F, in (56) is what can be computed at the receiver and used for
A=pi?(ADA,)+ 0T, (50) interference suppression. Thus, processed signal veaor f
which the differentially encoded symbols are detectedvemyi

whereA® B = (I ® A) + (B ® I) is the Kronecker sum

[15]. by

y=F,r=F,Hs+ F,v . (57)
This follows from Theorem 13.16 in [15] and the fact tHat

and U, are unitary, and thu¥/> ® U is also unitary. This
result may be useful in analyzing the structureftf in (34).

We note the use off', (rather thanF) does not impact
the ability to detect differential symbols since theh dif-
ferentially encoded transmitted symbol i3s}, is detected
from the producty,y;.. This corresponds to detecting the
differentially encoded symbol vector vig o y* where o

In practice,H ; has to be estimated using training symbolgenotes the Hadamard (element-wise) product.
and then an estimated version Bf; is plugged into (34) to
determineF',,. The training signals can be designed in a variefy. Linear Interference Suppression at the Transmitter

of ways. The simplest approach is to design the transmittedinterference suppression using precoding at the traremitt
signals so that only one entry af (see (24)) is non-zero in js another attractive possibility. It turns out thlt, estimated
each differential training symbol; the corresponding owiu 4t the receiver and fed back to the transmitter cannot be
of H, can then be estimated from the corresponding receivggh|oited due to the phase ambiguity. However, in reciproca
differential measurements(see (23) [16]. We present numerchannels, if the transmitter first acts a receiver and estisna
ical results forF', based on perfectly knowil; as well as the channel matrix from differential measurements (based o

estimatedH ;. . training symbols from the receiver), it turns out that ituks
Note from (39) that we also need estimates#H ' and in the following decomposition off

H*H? to estimateX,, for F, in (34). For the special case
of interestH . = H we have H = AyH, (58)
Hy _ rqy* _ In this case the transmitted signal is precodedsass Gs
vec(HH" ) =[H" ® H]vec(I) = H gvec(I) (51) where [4], [17]

B. Channel Estimation

and thus the two matrices can be extracted frE.
G = oF , a=\\/p/tr(FA,FH)
V. QUASI-COHERENTINTERFERENCESUPPRESSION F — (HHH+ CI)leH , C=0%/p, (59)

In this section, we show that a quasi-coherent estimate gq s is the transmitted symbol vectgs, represents transmit
H can be obtained fronH,; which can then be used forpower GNR if 02 = 1) per data stream, anl, = E[ss”] is

linear interference suppressior}Ion direct measuremeatsd the diagonal covariance of transmitted symbols, which in ou
- (rather than onz = vec(rr;")) followed by differential case jsA, = I. The composite system matrix with precoding

detection from appropriate elements of is given by
: . . =HG 60
A. Linear Interference Suppression at the Receiver " stv (60)
We have the following channel decomposition Hf and yhe composite mat_rlH_G controls the interference. Note
that in terms ofH ,, F' is given by
HZHOA¢ (52) - H —1gyH A+ _ *
. . F=(H,/H,+(I)" H, Ay =F,A} (61)
where H is the actual channel matrix _
h ilh where F', is what we can actually compute based on the
g — | [hule? ot [hagfe? o (53) estimatedH,, in (58). From (61) we note that the unknown

|hoy|ed£hor  |hgg|edfha2 phases inAj are inconsequential from the viewpoint of



differential signaling, and the receiver can directly detie 16°
symbols differentially fromz = vec(rrZ!) since interference 4

. . . K- »a:}-g;;.g(.‘ o A i -
suppression is done at the transmitter. A R R e e

VI. NUMERICAL RESULTS

In this section, we present numerical results to illustthte
performance of the proposed D-MIMO transceiver archite
tures for ann x n MIMO system withn = 2 antennas.

Fig. 1 shows a diagram of the D-MIMO MMSE receivel

(34), discussed in Sec. IV, that operates onthé differential O N wy Channel &2
measurements = vec(rrfl) = r* @ r to detect the differ- % Diff. w/o Int. Suppression

. . -©-Coherent (Diag. Chan.)
ential symbols. Results based on uncoded QPSK different 1 g AL=Differential (Diag. Chan.) ; \
transmission for this receiver are presented in Fig. 2. Tl 0 5 1OSNR (dB)l5 20 25
figures plot the probability of erroP, versusSNR for two
D-MIMO MMSE receivers: one based on perfect channel state (a)

information (CSI) - perfect knowledge df ;, and one based
on estimatedH ; where the estimation is done via training
symbols at the sam&NR as that for data communication. The
performance of a third D-MIMO receiver without interferenc _f
suppressionk', = I,,2) is also shown for comparison. Finally,
the performance of two ideal systems is shown for baseli
comparison in which there is no interferendd: is diagonal o .
- see Remark 3. One is a coherent system corresponding ]
two non-interfering QPSK data streams, and the other is

I

corresponding differential system. The coherent systesittea 3

best performance and differential system has a 3dB loss cc 10 5 witio w Channel £

pared to coherent system. The D-MIMO system with perfe e on

CSl is next in line, followed by the D-MIMO with estimated I A e

channel. The worst performance is that of D-MIMO withou 105 5 10 15 20 25
interference suppression. Fig. 2(a)-(c) show the perfooea SNR (dB)

of the five systems for 3 different levels of interference. In (b)

Fig. 2(a), the interference is strongeBti»|? and |ho|? are
3dB below|h;1]? = |h22|?, whereas in (b) the interference is
6dB below signal, and in (c) 10dB below signal. Tk is
computed numerically from 1000,000 symbols, and the phas
of the entries ofH change randomly every 1000 symbols. A:
evident, the D-MIMO receivers can deliver very competitiv:
performance, whereas ignoring interference (D-MIMO w/
interference suppression) can result in unacceptably Righ

Pe

i
r B 2,
VA Xest|Symbol | —
L 1 Aqri| A®BM F, = DZtector AP K
2~ —() —HA ADiff. MIMO w/ Channel Es b
QD@ff. MIMO w/ perfect CSI ¥
Fig. 1: D-MIMO MMSE receiver diagram % Diff. w/o Int. Suppression
. . . . -e-C_oheren_t (Dla_g. Chan.) ‘1‘31
Fig. 3 shows a diagram of the of the quasi-coherent line 1 g 4LELLifferential (Diag. Chan,). ‘ ‘ ‘
MMSE receiver discussed in Sec. V-A that performs line: 0 5 OSNR (a8 20 25
MMSE interference suppression at the receiver before ngakin
the differential measurements to detect the differentyah-s (c)

ig. 2: P. versusSNR for various receivers for different levels of interfererpewer
bO|S, whereA o B denotes the Hadamard product. Resul ing interference suppression on differential measunésnga) 3dB below signal, (b)

parallel to Fig. 2 for this receiver are shown in Fig. 4. ThedB below signal, (c) 10dB below signal.

Fwo baseline ideal receivers, coheren_t and differentighovit _that the D-MIMO receivers based on estimatekl; perform
m_terfere_nce, are the same qnd so is the D-MIMO receiVgightly worse than those based on estimatég.

without interference suppression. The only differencenithie
D-MIMO receivers with interference suppression: in thisea
they are quasi-coherent linear MMSE receivers with perfect
CSI (H) and with estimatedd. The general trend is the same We have presented two promising D-MIMO transceiver
as in Fig. 2 and the performance of the two D-MIMO MMSEarchitectures that enable interference suppression ijugon
receivers is very comparable. The main difference seems totlon with spatially multiplexed differential signaling. Nile

VIl. CONCLUSION



r—F, Y A

Symbol [ —
* - -
L -1 (.)*yTBAOB Detector Ao

P - I T

Fig. 3: Quasi-coherent linear MMSE receiver diagram

we have not explicitly discussed it, the proposed transesiv

can deal with small frequency offsets as well. The resul
presented in this paper are based on a sub-system (19
the general D-MIMO model in (15) and (16) that offers :

rich structure and array of possibilities for further rasba

Extensions to multiuser transceivers and wideband saenai

that explicitly account for multipath propagation is argrth

fruitful direction. The sampled approach to wideband MIMC

channel modeling in [18] could be particularly relevanthimst

context. Development of the D-MIMO concept in beamspax
for high-dimensional MIMO systems [2]-[4], such as those en
countered at mmW frequencies, is also a promising directic
Finally, we note that at high frequencies such as mmw, tl

differential measurements at the receiver can also bezeshli
in an analog fashion using interferometers thereby olmhgati
the need for a local oscillator at the receiver [19].
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