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Synonyms

Automatic information extraction; Image analy-
sis; Photogrammetry; Scene analysis

Definition

Automatic data acquisition is the extraction
of information from images, relevant for a
given application, by means of a computer.
Photogrammetric image processing is divided
into two aspects, i.e., the geometric/radiometric
image evaluation and image analysis. Geo-
metric/radiometric image evaluation comprises
image orientation, the derivation of geometric
surface descriptions and orthoprojection. Image
analysis contains the extraction and description
of three-dimensional (3D) objects. A strict
separation of both areas is possible neither

for manual nor for automatic photogrammetric
image processing.

Historical Background

In the past, geometric/radiometric image evalu-
ation and image analysis were two clearly sep-
arated steps in the photogrammetric processing
chain. Using analogue imagery, automation was
understood as a supporting measure for a human
operator, e.g., by driving the cursor automati-
cally to a predefined position in image and/or
object space to capture well-defined tie points
or to speed up image coordinate measurement
of ground control points or digital terrain model
(DTM) posts. The first successful attempts to-
wards a more elaborate role for the computer be-
came commonplace once analogue images could
be scanned and subsequently processed in digital
form. In this way, interior and relative orienta-
tions, as well as large parts of aerial triangulation
and DTM generation, became candidates for a
fully automatic work flow. The recent develop-
ment of digital aerial cameras inspires hope for
further automation in the image analysis step.

Scientific Fundamentals

When using digitized or digitally acquired im-
ages, the border between geometric/radiometric
image evaluation and image analysis becomes
blurred, mostly because, due to automation, the
formerly decisive manual measurement effort has
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lost much of its significance. Therefore, already
in the orientation phase a point density can be
used, which is sufficient for some digital sur-
face models (DSMs). Methods for the integrated
determination of image orientation, DSMs, and
orthophotos have been known for some time, but
for the sake of clarity the various steps shall be
looked at separately here.

The components of image orientation are the
sensor model, i.e., the mathematical transforma-
tion between image space and object space, and
the determination of homologous image primi-
tives (mostly image points). As far as the sensor
model is concerned, the central projection as a
classical standard case in photogrammetry must
be distinguished from line geometry.

In the context of bundle adjustment the central
projection is traditionally described by means of
collinearity equations. It should be noted, how-
ever, that the resulting set of equations is non-
linear in the unknown parameters. Starting from
these observations, and from the known prob-
lem of deriving initial values for image orienta-
tion, especially in close-range photogrammetry,
alternative formulations for the central projection
were examined, based on projective geometry
(Hartley and Zisserman 2000). If necessary, the
results can be used as initial values in a subse-
quent bundle adjustment. Alternative linear meth-
ods are also in use with satellite images, where
rational polynomials play a certain role.

The determination of homologue points is al-
most exclusively done by digital image matching.
While in close-range photogrammetry this task
is still a matter of active research due to the
variable image perspectives and the large depth
range, the methods for aerial images and for the
satellite sector are almost fully developed and
are available for practical purposes under the
term “automatic aerial triangulation”. It should be
noted that the automatically generated image co-
ordinates of the tie points are often interactively
supplemented or corrected.

As an alternative to aerial triangulation the
direct and integrated sensor orientation were thor-
oughly investigated in the last decade. In both
cases data from global positioning system (GPS)
receivers and inertial measurement units (IMUs)

are used for determination of the elements of
exterior orientation (Schwarz et al. 1993). For
direct sensor orientation these data replace tie and
(more importantly) also ground control points
and thus the entire aerial triangulation. For inte-
grated sensor orientation, all information is used
in a combined adjustment. In close-range pho-
togrammetry, coded targets play a central role as
ground control points, since their position in the
images can be determined fully automatically.

Like image orientation the derivation of geo-
metric surface descriptions from images is based
on digital image matching. If a DTM is to be
derived from the DSM, interfering objects (for
the terrain these can be buildings, trees, etc.) must
be recognized and eliminated. At present this task
is solved by comparatively simple image process-
ing operators and statistical methods. For aerial
and satellite images DTM generation is commer-
cially available in nearly every photogrammetry
software package. As in image orientation, the
automatic step is usually followed by a poste-
diting phase to eliminate blunders and fill in
areas in which matching was not successful. In
close range, the problem of surface determination
is different. Owing to smaller distances to the
objects, more flexibility exists regarding the se-
lection of sensors and evaluation method. Exam-
ples are the well-known coded light approaches
and various so-called shape-from-X procedures,
where X stands for motion, focus, contours, shad-
ing, and texture.

Orthoprojection, the projection of a central
perspective image to a reference surface, mostly
a horizontal plane, is a standard task in pho-
togrammetry: Recently, automatic solutions for
so-called true orthos have become available. True
orthos are orthophotos for which a high quality
DSM has been used for differential rectification,
instead of a traditional DTM, and where occluded
areas are filled in from neighboring images. As
a result, for example, roofs and bridges are de-
picted at their geometrically correct position, and
building walls are not visible.

Image analysis can be defined as the automatic
derivation of an explicit and meaningful descrip-
tion of the object scene depicted in the images
(Rosenfeld 1982). For this purpose, individual
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objects such as roads and buildings must be
recognized and described. This recognition needs
prior knowledge of objects in terms of models,
which must be made available to the machine
prior to starting the automatic process. Alter-
natively, they can also be learnt in a first step
of the process itself. In order to set up useful
models, geometric and radiometric information
on the various objects must be collected and
adequately represented. For aerial imagery, the
larger the scale of the images to be analyzed and
the more details are required, the more important
is geometric information, as one increasingly
enters into the domain of human activity, which
can be characterized by linear borders, symme-
tries, right angles, and other geometric aspects.
For smaller resolutions, however, radiometric and
spectral attributes dominate, which explains the
good results of multispectral classification for
satellite images of coarser resolution, as well as
the inferior results of the same technique for high-
resolution satellite and aerial images.

The set-up of the object models is a major
problem in image analysis. At present, despite
significant research effort it is still not clear, a
priori, which elements of an object and scene de-
scription need to be taken into account to build a
useful model. Recently, more and more statistical
methods are being used in knowledge acquisition
and representation. Presently, these attempts are
still provisional; however, it is obvious that an
efficient automatic generation of models is a de-
cisive prerequisite for image analysis to succeed
altogether.

Another possibility for introducing a priori
knowledge is based on the assumption that im-
ages are normally analyzed for a certain pur-
pose, predefined at least in its main features.
In geographical informational systems (GIS), for
example, the available information is described
in object catalogues, which contain relevant in-
formation for formulating the object models for
image analysis. It is sometimes also postulated
that object models for image analysis should be
set up hierarchically, in a similar way as they
are described in object catalogues: the upper
level discerns only coarse context areas, such as
settlements, forests, open landscape, and water

Data Acquisition, Automation, Fig. 1 Orthophoto
with superimposed road network from a geographical
informational systems (GIS) database. Roads depicted
in white were automatically detected in the orthophoto
and could thus be verified, for roads in black this was not
the case; the black roads need to checked by a human
operator

bodies, and a refinement then follows within the
respective context area.

Available GIS data rather than only descrip-
tions in feature catalogues may also be used as
part of the knowledge base. In this way, the GIS
data can also be checked for correctness and com-
pleteness. An example is shown in Fig. 1, where
road data are superimposed with an orthophoto.
Roads depicted in white have been automatically
checked and verified by the developed system;
roads in black were not recognized automatically
and need to be checked by a human operator
(Gerke et al. 2004). The formal description of
data quality is still an open, but important aspect
for this approach.

In recent years, important progress has been
made in image analysis, even though a break-
through in the direction of practical applications
has not yet been achieved. Under certain con-
ditions single topographic objects like roads in
open terrain, buildings and vegetation can be
successfully extracted automatically. The present
status of image analysis can be summarized as
follows (Baltsavias 2004):
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• Simultaneous use of multiple images, com-
bined with early transition to the 3D object
space, simultaneous use of point, line and area
information through projective geometry

• Rich modular object modeling encompassing
geometric, radiometric, and spectral informa-
tion

• Simultaneous use of multiple image resolu-
tions and degrees of detail in object modeling
in terms of multiscale analysis

• Simultaneous interpretation of different data
sources, such as single images and image
sequences with geometric surface descriptions
and two dimensional maps;

• Modeling of context and complete scenes in-
stead of singleobject classes;

• Investigations regarding formulation and use
of uncertain knowledge, for example based on
graphical models such as Bayes nets, fuzzy
logic, and evidence theory to enable automatic
evaluation of the obtained results in terms of
selfdiagnosis;

• Investigations into automatic production of
knowledge bases using machine learning

Key Applications

Automation in data acquisition from images finds
a host of applications in all areas dealing with the
determination of 3D coordinates as well as the
interpretation of imagery. Traditionally, the key
application of photogrammetry has been topo-
graphic and cartographic mapping. Recently, new
technical developments such as digital still and
video cameras and new demands such as environ-
mental monitoring and disaster management have
paved the way for many new applications.

Mapping and GIS still are the key applica-
tions today. Other disciplines such as agriculture,
forestry, environmental studies, city and regional
planning, 3D city modeling, geology, disaster
management and homeland security also increas-
ingly make use of automatic data acquisition
from aerial and satellite images. In the close
range, applications range from industrial metrol-
ogy, location-based services (LBS), autonomous

navigation and traffic monitoring, to architecture,
archeology, cultural heritage and medicine.

Future Directions

In spite of a large body of successful research in
recent years, practical applications of fully auto-
matic systems do not seem realistic in the foresee-
able future. Semiautomatic procedures, however,
are beginning to be used successfully. Contrary to
fully automatic methods, semiautomatic methods
(Gülch and Müller 2001) integrate the human op-
erator into the entire evaluating process. The op-
erator mainly deals with tasks which require deci-
sions (e.g., selection of algorithms and parameter
control), quality control, and-where required-the
correction of intermediate and final results.

It is anticipated that these semiautomatic ap-
proaches will be established in practical work
within the next few years. A proper design of
the man-machine interface will probably be of
greater importance to the users than the degree
of automation, provided that the latter allows for
more efficiency than a solely manually oriented
process.

Cross-References

� Photogrammetric Methods
� Photogrammetric Sensors

References

Baltsavias E (2004) Object extraction and revision by
image analysis using existing geodata and knowledge:
current status and steps towards operational systems.
ISPRS J Photogramm Remote Sens 58:129–151

Gerke M, Butenuth M, Heipke C, Willrich F (2004)
Graphsupported verification of road databases. ISPRS
J Photogramm Remote Sens 58:152–165

Gülch E, Müller H (2001) New application of semiauto-
matic building acquisition. In: Baltsavias E, Grün A,
van Gool L (eds) Automatic extraction of man-made
objects from aerial and space images (III). Balkema,
Lisse, pp 103–114

Hartley R, Zisserman A (2000) Multiple view geome-
try in computer vision. Cambridge University Press,
Cambridge

http://dx.doi.org/10.1007/978-3-319-17885-1_981
http://dx.doi.org/10.1007/978-3-319-17885-1_983


Data Analysis, Spatial 405

D

Rosenfeld A (1982) Computer image analysis: an emerg-
ing technology in the service of society. Computer
science technical report TR-1177, MCS-79-23422,
University of Maryland

Schwarz K-P, Chapman ME, Cannon E, Gong P (1993)
An integrated INS/GPS approach to the georeferenc-
ing of remotely sensed data. Photogramm Eng Remote
Sens 59:1667–1674

Data Analysis, Spatial

Michael F. Goodchild
Department of Geography, University of
California, Santa Barbara, CA, USA

Synonyms

Anamolies; GeoDa; Geospatial Analysis; Geo-
graphically Weighted Regression; Geographical
Analysis; Geostatistics; Patterns; Point Patterns;
Spatial Analysis; Spatial Interaction

Definition

Spatial data analysis refers to a set of techniques
designed to find pattern, detect anomalies, or test
hypotheses and theories, based on spatial data.
More rigorously, a technique of analysis is spatial
if and only if its results are not invariant un-
der relocation of the objects of analysis-in other
words, that location matters. The data that are
subjected to spatial data analysis must record the
locations of phenomena within some space, and
very often that is the space of the Earth’s surface
and near-surface, in other words the geographic
domain. However, many methods of spatial data
analysis can prove useful in relation to other
spaces; for example, there have been instances
of methods of spatial data analysis being applied
to the human brain or to the space of the human
genome. The terms spatial data analysis, spatial
analysis, and geographic analysis are often used
interchangeably. Spatial data analysis overlaps
very strongly with spatial data mining. Some
authors use the latter term to refer specifically

to the analysis of very large volumes of data,
and to imply that the purpose is the detection of
pattern and anomalies-in other words hypothesis
generation-rather than the testing of any specific
hypotheses or theories. In this sense spatial data
mining is more strongly associated with inductive
science than with deductive science. However to
other authors the terms data analysis and data
mining are essentially synonymous.

Historical Background

Modern interest in spatial data analysis dates
from the 1960s, when the so-called quantitative
revolution in geography was at its peak. A num-
ber of authors set about systematically collecting
techniques that might be applied to the analysis
of geographic data, in other words to patterns
and phenomena on the Earth’s surface, drawing
from the literatures of statistics, geometry, and
other sciences. Berry and Marble (1968) pub-
lished one of the first collections, and included
discussions of spatial sampling, the analysis of
point patterns, the fitting of trend surfaces to
sample data in space, measures of network con-
nectivity, Monte Carlo simulation, and measures
of spatial dependence. Other early texts were
written by Haggett (1966), Haggett and Chorley
(1969), King (1969), and Taylor (1977). The
topic of spatial dependence quickly surfaced as
one of the more unique aspects of geographic
pattern, and Cliff and Ord (1973) unified and
extended earlier work by Moran and Geary into
a comprehensive treatment.

Many of these early efforts were driven by
a desire to find general principles concerning
the distribution of various types of phenomena
on the Earth’s surface. For example, Central
Place Theory had postulated that under ideal
geographic and economic conditions settlements
on the Earth’s surface should occur in a
hexagonal pattern. Many methods of point
pattern analysis were developed and applied in
order to detect degrees of hexagonality, without
success. Other researchers were interested in
the morphological similarity of patterns across a
wide range of phenomena, and the implications
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of such patterns for ideas about process. For
example, Bunge (1966) describes efforts to
compare the geometric shapes of meandering
rivers with roads in mountainous areas, and
others compared river and road networks to the
geometry of branching in the human lung.

Another quite different direction might be de-
scribed as normative, or concerned with the de-
sign and planning of systems on the Earth’s
surface. The field of location-allocation modeling
developed in the 1960s as an effort to develop
techniques for the optimal location of such cen-
tral facilities as schools, fire stations, and re-
tail stores (Ghosh and Rushton 1987). Other re-
searchers were concerned with the optimal design
of voting districts or the optimal routing of power
lines or roads across terrain.

Another large literature developed around the
modeling of spatial interaction. The numbers of
visitors to central facilities such as retail stores is
observed to decline systematically with distance
from home. Spatial interaction models attempt to
predict such flows based on the characteristics
of the home neighborhood, the characteristics of
the destination, and the characteristics of the trip
(Fotheringham and O’Kelly 1989). They have
been applied successfully to the modeling of mi-
gration, social interaction, and many other types
of spatial interaction.

Interest in spatial data analysis has grown
rapidly in recent years, in part because of the
increasing availability of spatial data and the
popular acceptance of tools such as Google Earth,
Google Maps, and Microsoft Virtual Earth. Geo-
graphic information systems (GIS) are designed
to support the manipulation of spatial data, and
virtually all known methods of spatial data analy-
sis are now available as functions within this envi-
ronment. There has been some success at achiev-
ing interoperability between the many brands of
GIS and formats of spatial data, so that today
it is possible to submit spatial data to analysis
in a uniform computing environment that is also
equipped to perform the necessary ancillary tasks
of data preparation, along with the visualization
of results. Increasingly the results of spatial data
analysis are portrayed through generic services
such as Google Maps, which allow them to be

“mashed” or combined with other information,
allowing the user to explore the geographic con-
text of results in detail.

Scientific Fundamentals

Statistical analysis evolved in domains where
location was rarely important. For example, in
analyzing the responses to a questionnaire it is
rarely important to know where respondents live.
It is possible in such situations to believe that the
members of a sample were selected randomly and
independently from some larger population. But
when dealing with spatial data this assumption
is rarely if ever true. The census tracts of Los
Angeles, for example, clearly were not drawn
randomly and independently from some larger
set. Spatial data analysis must confront two ten-
dencies that are almost always present, yet rarely
present in other types of analysis: spatial depen-
dence, or the tendency for local variation to be
less than global variation; and spatial heterogene-
ity, or the tendency for conditions to vary over
the surface of the Earth. Technically, these ten-
dencies lead to an overestimation of the numbers
of degrees of freedom in a test, and to an ex-
plicit dependence of results on the bounds of the
test.

Faced with this reality, some texts on spatial
data analysis have focused first on the normal
assumptions of statistics, and then attempted to
show how the reality of spatial data imposes
itself. It is in many ways more satisfactory, how-
ever, to proceed in reverse-to first discuss the
spatial case as the norm, and then to introduce the
assumptions of independence and homogeneity.

It is helpful to define spatial data rigorously,
since the definition of spatial data analysis de-
pends on it. Data may be defined as spatial
if they can be decomposed into pairs of the
form <x,z> where x denotes a point in space-
time and z denotes one or more properties of
that point. It is common to distinguish between
spatial or geographic analysis, conducted in two
or three spatial dimensions, and spatio-temporal
analysis in which the temporal dimension is also
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fundamental; thus spatial data analysis may in-
volve two, three, or four dimensions.

This atomic form of spatial data is rarely ob-
served, however, because in principle an infinite
number of points can be identified in any geo-
graphic domain-only in the case of data sampled
at a finite number of points is this form actually
analyzed. In other cases spatial data consist of
aggregate statements about entire lines, areas,
or volumes. For example, summary census data
are statements about entire counties, tracts, or
blocks, since issues of confidentiality prohibit
publication of data about individuals. Moreover,
data about interactions are statements about pairs
of such objects; for example, a state-to-state mi-
gration table contains 2500 entries, each giving
the number of migrants between a pair of states.
The rich variety of forms of aggregation that are
used to publish spatial data lends complexity to
the field, and has led many authors to organize
surveys on this basis.

For example, Bailey and Gatrell (1995) orga-
nized their text into four major sections based
on data type. Patterns of undifferentiated points
were the basis for the first, and techniques are
described for estimating a surface of point den-
sity, for comparing patterns of points to a sta-
tistical model of randomness, and for detecting
clusters in spatial and spatio-temporal point pat-
terns. Such methods are widely employed in the
analysis of patterns of disease and in biogeogra-
phy. The second major section also focuses on
points, but as samples of continuous phenomena
that are conceptualized as fields. Geostatistics
provides the theoretical basis for many of these
techniques, since one of the most popular tasks
is the interpolation of a complete surface from
such sample point data. The third major section
concerns areal data, typified by the aggregate
statistics reported by many government agencies.
Such data are widely used to estimate multivari-
ate models, in the analysis of data on crime, eco-
nomic performance, social deprivation, and many
other phenomena. Several specialized techniques
have been developed for this domain, including
various forms of regression that are adapted to
the special circumstances of spatial data. Finally,
the last major section is devoted to the analysis

of spatial interaction data and to various forms of
spatial interaction modeling.

The widespread adoption of GIS has had pro-
found effects on all aspects of spatial data analy-
sis. Several authors have discussed this relation-
ship, and texts that have appeared in the past
decade, such as that by O’Sullivan and Unwin
(2003), are clearly informed by the theories and
principles of geographic information science (GI-
Science). Recent texts on GIS (e.g., Longley et al.
2005) also place spatial data analysis within this
increasingly rigorous framework.

GIScience draws a clear distinction between
two alternative conceptualizations of space: as a
set of continuous fields, and as a collection of
discrete objects occupying an otherwise empty
space. The field/object dichotomy is clearly ev-
ident in the work of Bailey and Gatrell (1995),
but becomes explicit in more recent texts. Con-
tinuous fields must be discretized if they are to
be represented in digital systems, in one of a
number of ways. In principle one would like the
methods and results of spatial data analysis to be
independent of the method of discretization used,
but in practice each method of discretization has
its own methods of analysis, and much effort
must be expended in converting between them.
The most convenient discretization is the raster,
in which fields are represented as values of a
regular square grid, and Tomlin (1990) and others
have shown how it is possible to achieve a high
level of organization of the methods of spatial
analysis if this discretization is adopted. The iso-
line discretization, in which a field is represented
as a collection of digitized isolines, is far less
convenient and comparatively few methods have
been developed for it. The irregular sample point
discretization has already been discussed in the
context of geostatistics.

Longley et al. (2005) adopt a quite different
way of organizing spatial data analysis, based on
a hierarchy of conceptual complexity, and within
the context of GIS. The simplest type in their
scheme consists of query, in which the analyst
exploits the ability of the GIS to present data in
different views. This is in large part the basis of
exploratory spatial data analysis, a subfield that
provides the user with multiple views of the same
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data as a way of gaining additional insight. For
example, the multiple views of a spatial data set
might include a map, a table, a histogram, or a
scatterplot. Anselin’s GeoDa (geoda.uiuc.edu) is
a current example of this style of computing envi-
ronment, and supports many other types of view
that are designed to expose potentially interesting
aspects of data. Indeed, GIS has been defined as
a system for exposing what is otherwise invisible
in spatial data. In GeoDa views are dynamically
linked, so that a user-defined selection in the map
window is automatically highlighted in all other
open windows.

Longley et al.’s second type is measurement,
since much of the motivation for the original
development of GIS stemmed from the difficulty
of making manual measurements of such spatial
properties as length, area, shape, and slope from
maps. The third is transformation, and occurs
whenever spatial data analysis results in the cre-
ation of new views, properties, or objects. For
example, density estimation results in the cre-
ation of a new continuous field of density from a
collection of discrete points, lines, or areas, and
spatial interpolation results in the creation of a
new continuous field from point measurements.

The fourth is descriptive summary, or the cal-
culation of summary statistics from spatial data.
A vast number of such measures have been de-
scribed, ranging from the spatial equivalents of
the univariate statistics (mean, median, standard
deviation, etc.) to measures of fragmentation and
spatial dependence.

Recently several new methods have been de-
scribed that disaggregate such measures to local
areas, reflecting the endemic nature of spatial
heterogeneity. Such place-based methods are typ-
ified by the local Moran statistic, which measures
spatial dependence on a local basis, allowing the
researcher to see its variation over space, and by
Geographically Weighted Regression (Fothering-
ham et al. 2002), which allows the parameters of
a regression analysis to vary spatially.

Longley et al.’s fifth category is design, or the
application of normative methods to geographic
data, and includes the optimization methods dis-
cussed earlier. The sixth, and in many ways the
most difficult conceptually, is statistical infer-

ence, addressing the problems discussed earlier
that can render the assumptions of normal statisti-
cal inference invalid. Several methods have been
devised to get around these assumptions, includ-
ing tests based on randomization, resampling so
that observations are placed sufficiently far apart
to remove spatial dependence, and the explicit
recognition of spatial effects in any model.

Key Applications

Spatial data analysis is now commonly employed
in many areas of the social and environmental
sciences. It is perhaps commonest in the sciences
that employ an inductive rather than a deductive
approach, in other words where theory is com-
paratively sparse and data sets exist that can be
explored in search of patterns, anomalies, and
hypotheses. In that regard there is much interest
in the use of spatial data analysis in public health,
particularly in epidemiology, in the tradition of
the well-known work of Snow on cholera (John-
son 2006). Mapping and spatial data analysis are
also widely employed in criminology, archae-
ology, political science, and many other fields.
Goodchild and Janelle (2004) have assembled a
collection of some of the best work from across
the social sciences, while comparable collections
can be found in ecology, environmental science,
and related fields.

Spatial data analysis is also widely employed
in the private sector and in administration. It is
used, for example, by political parties to analyze
voting behavior; by insurance companies to mea-
sure the geographic distribution of risk; and by
marketing companies in organizing direct-mail
campaigns and in planning retail expansions. The
field of geodemographics focuses on the use of
spatial data analysis to create and use detailed
information on social, economic, and purchasing
patterns in support of retailing and other forms of
commercial activity.

Future Directions

Spatial data analysis provides a particular kind
of lens for viewing the world, emphasizing the

geoda.uiuc.edu
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cross-sectional analysis of snapshots rather than
the longitudinal analysis of changes through
time, or approaches that ignore both the spatial
and temporal dimensions and their power in
organizing information and providing context.
This is a time of unprecedented opportunity for
spatial data analysis, for a number of reasons.
First, spatial data and the tools needed to support
spatial data analysis have evolved very rapidly
over the past decade or so, and researchers are
now able to perform a wide variety of powerful
forms of analysis with considerable ease. Second,
and not unrelated to the first point, interest in a
spatial perspective has grown rapidly in recent
years, and there have been many comments
on the appearance of a spatial turn in many
disciplines. Within this context, spatial data
analysis is part of a much larger interest in
space, that extends from tools and data to theory,
and might be summarized under the heading of
spatial thinking. The widespread availability of
sophisticated tools such as Google Earth (earth.
google.com) has drawn attention to the need
for education in the basic principles of a spatial
approach.

The past decade has witnessed a fundamental
shift in the nature of computing, and in how
it is used to support research and many other
forms of human activity. Many of the tools of
spatial data analysis are now available as Web
services, obviating the need for individual re-
searchers to acquire and install elaborate software
and data. Many agencies now offer primitive
forms of spatial data analysis over the Web,
allowing users to map, query, and analyze the
agency’s data in a simple, easy-to-use environ-
ment and requiring nothing more than a Web
browser. Large software packages are now typi-
cally constructed from reusable components, al-
lowing the functions of different packages to be
combined in ways that were previously impos-
sible, provided each is compliant with industry
standards.

Spatial data analysis is now evolving into
much stronger support of the spatio-temporal
case, through the construction of packages such
as Rey’s STARS (stars-py.sourcforge.net), and
through the development of new and powerful

techniques. In this arena much remains to be
done, however, and the next decade should see
a rapid growth in spatio-temporal techniques and
tools.

Cross-References

� Spatial Econometric Models, Prediction
� Statistical Descriptions of Spatial Patterns
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Definition

Recent technological advances in wireless tech-
nologies and microelectronics have led to the
emergence of wireless sensor networks, consist-
ing of large numbers of small, low-power, inex-
pensive wireless sensor devices that are embed-
ded in the physical world and are able to monitor
it in a non-intrusive manner. Wireless sensor
networks have created tremendous opportunities
for a wide variety of application settings. Large-
scale wireless sensor network deployments have
emerged in environmental and habitat monitor-
ing, agriculture, health care, homeland security
and disaster recovery missions. Different from
general computer systems, wireless sensor de-
vices are significantly constrained in terms of
processing power, communication capability and
energy. Furthermore, sensors are prone to fail-
ures due to manufacturing defects, environmental
conditions or batter depletion. In such cases, the
data may become stale or get lost. Failed sensors
may introduce inconsistencies when answering
queries and thus must be replaced to repair the
network.

One of the most important operations in a sen-
sor network is the ability to collect spatial data.
Spatial queries are a subset of queries in which
the database or the sensor network is queried
by location rather than an attribute. The ability
to collect spatial data is extremely useful for
sensor networks in which sensors are deployed
to gather physical data or monitor physical phe-
nomena. Figure 1 shows an example of spatial
data collection in a sensor network. The typical
application is to monitor a geographical region
over a time period and to collect all the data
in this time window. Sensor nodes collect data
and transmit them, possibly compressed and/or
aggregated with those of the neighboring nodes
to other nodes or to a central server (i.e., sink).
Spatial queries are used to answer questions, such
as find the average temperature in an area or
count the number of sensors within one mile of
a point of interest.

Processing spatial queries in traditional
databases differ from sensor networks. The
unique characteristics of the sensor devices
generate new challenges for processing spatial
queries in sensor network settings:

1. Distributed query execution. Queries must run
in a distributed manner, because sensor data
is distributed in the network and there is no
global collection of the data in any of the
nodes.

2. Distributed and dynamic index maintenance.
The high energy cost of communication re-
quires an efficient way to decide where to run
the query to optimize the energy usage.

3. Reliable execution. To deal with sensor fail-
ures, the index must be able to reconstruct
itself to minimize data inconsistencies and al-
low the correct sensors to continue execution.
This mechanism will refine the structure of the
index to respond to failures and save energy in
spatial query processing.

To address these problems, one needs: (i) a dis-
tributed spatial index structure over the sensor
network, maintained by the sensor nodes, to pro-
cess spatial queries in a distributed fashion, and
(ii) a distributed way of constructing, maintaining
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and optimizing the distributed spatial index to
efficiently and reliably process the spatial queries
while reducing energy consumption.

Historical Background

Spatial query processing has been studied ex-
tensively in centralized systems. In a traditional
spatial database, spatial indexing techniques such
as R-Tree, RC-Tree, and R�-Tree (Beckman et al.
1990; Gutman 1984; Sellis et al. 1987) are used
to execute a spatial query. R-Tree (Gutman 1984)
is one of the most popular spatial index struc-
tures that has been proposed. In R-Tree each
spatial data object is represented by a Minimum
Bounding Rectangle which is used to store the
leaf node entries in the form of (Ptr, rect) where
Ptr is a pointer to the object in the database and
rect is the MBR of the object. Non-leaf nodes
store an MBR that covers all the MBRs in the
children nodes. Variants of the R-Tree structure
such as R+Tree (Sellis et al. 1987) and R*Tree
(Beckman et al. 1990) have also been proposed.
In a sensor network, however, spatial queries have
to be processed in a distributed manner. Due
to energy and computing power limitations of
sensor nodes, computationally sophisticated ap-
proaches like the R-Tree or its distributed variants

are not directly applicable to the sensor networks
environment. In a sensor network, it is desirable
to process the query only on those sensors that
have relevant data or are used to route the data to
the base station.

Range queries have also been studied in dy-
namic and large-scale environments (Tao and
Papadias 2003). However because of the resource
limitation of the sensors, building a centralized
index, a distributed index or a super-peer network
to facilitate executing queries is not practical in a
sensor network. Demirbas and Ferhatosmanoglu
(2003) have proposed peer-tree, a distributed R-
Tree method using peer-to-peer techniques in
which they partition the sensor network into hier-
archical rectangle shaped clusters. Similar to R-
Tree, their techniques implement joins/splits of
clusters when the number of items (sensor nodes)
in the cluster satisfies certain criteria. The authors
have shown how to use the peer-tree structure
to answer Nearest Neighbor queries. In Demir-
bas and Ferhatosmanoglu (2003), the peer-tree
is created bottom up by grouping together nodes
that are close to each other. Each group of nodes
selects a representative, which acts as the parent
of this group of nodes, and these representatives
are in turn grouped together at the next level.
As a result, the connections between parents
and children become progressively longer, and
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there is no way to guarantee that they can be
implemented as single hops in the sensor network
unless the assumption is made that the nodes’
transition range is in the order of the dimensions
of the sensor field. It is noted, however, that
such long transmission ranges would have large
energy costs. This technique, on the other hand,
operates in a top down fashion when constructing
the hierarchy, and guarantees that each parent to
child connection is only one hop away.

Other techniques have been proposed to
reduce energy usage in sensor networks.
LEACH (Heinzelman and Chandrakassan 2000)
proposes an energy adaptive efficient clustering
to distribute energy load evenly among the
sensors in the network. Hu et al. (2005)
present a proactive caching scheme for mobile
environment. Their idea is to create an index
(R-Tree) and a cache from the spatial query
results and use the cached records to reduce
the size of the subsequent spatial query area.
The cache and the index are stored in the
mobile base station. These techniques reduce
the size of the queried area and the number
of requests that need to be sent to the sensor
network, thus saving energy and increasing the
lifetime of the sensor network. Unlike the above
approaches, the spatial index is designed in a
way that it can be applied to sensor networks
with limited resources for processing spatial
queries.

Many routing protocols have been proposed to
route a packet to a specific location in the sensor
network. Direct Diffusion (Intanagonwiwat et al.
2003) forwards the request based on the sender’s
interest such as location. Geographic based rout-
ing (Ko and Vaidya 2000) use geographic co-
ordinates to route queries to a specific sensor.
Unlike the general routing protocols, the focus
is on running spatial queries in a specific area
of the sensor network. This approach builds a
distributed spatial index over the sensor network
which at the same time reduces energy con-
sumption in disseminating and processing spatial
queries.

Attribute-based query processors have also
been developed for sensor networks. Systems
like Cougar (Bonnet et al. 2001) and TinyDB

(Madden et al. 2003) process attribute queries
using a declarative SQL language. Their goal is
to use sensor resources in an efficient way when
collecting the query results. Madden et al. (2003)
have proposed an Acquisitional Query Processor
(ACQP) that executes attribute queries over a sen-
sor network. ACQP builds a semantic routing tree
(SRT) that is conceptually an attribute index on
the network. It stores a single one-dimensional in-
terval representing the range values beneath each
of the node’s children. Every time a query arrives
at a node, the node checks to see if any of its chil-
dren values overlap with the query range. If so, it
processes and forwards the query. SRT provides
an efficient way for disseminating queries and
collecting query results over constant attributes.
Although collecting spatial query results in a
spatially enabled sensor network is the same as
collecting attribute query results, it is possible to
significantly reduce the energy consumption in
processing spatial queries by exploiting the fact
that the sensors with the query result are usually
located in the same geographical area.

Scientific Fundamentals

First, the system model is described. Consider a
set of n sensor nodes deployed in a geographical
area of interest. Each sensor i has a sensing radius
is and a communication radius ic. In the sensor
network, assume that the sensors are static and
aware of their location. Assume that the sensors
may fail from the network at any time. It is also
assumed that sensors in the sensor network may
be heterogeneous in transmission and process-
ing power, but they use the same energy when
processing a specific task or transmitting a radio
signal. As in the attribute-based sensor network
query processors (Bonnet et al. 2001; Madden
et al. 2003), each sensor maintains data as a single
table with two columns for the sensor geogra-
phy (X and Y location). Queries are parsed and
disseminated into the sensor network at the base
station and a spatial query over a sensor network
can return a set of attributes or an aggregation
of attributes of sensors in any area of the sensor
network.
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Definition 1 (Spatial Query) A spatial query in
a sensor network S with n sensors is a function
F fvi jsi 2 Qg, in which vi 2 R is the value
of sensor i and si 2 R2 is its location (the
values are real numbers and the locations are x,
y coordinates). Function F can be an aggregate,
such as SUM, MAX, MIN, AVG, applied to a
set of values, and Q is a range of the form
Œa; b� � Œc; d �, (a; b; c; d 2 R, that is, a, b, c,
d , are real numbers, a < b, c < d ); a sensor is in
the area when its x coordinate is between a and b

and its y coordinate is between c and d .

Figure 2 gives an example of a spatial query
on a sensor network. Although the main interest
is in techniques to efficiently evaluate aggregates
such as SUM, MAX or MIN, the techniques
described are general techniques tare general and
can be used for other hierarchically decompos-
able functions. Alternative ways to define ranges
(such as the intersection of arbitrarily oriented
halfspaces) are also possible. This allows finding
and/or aggregating attributes of sensors located
within a defined area of interest such as a window,
circle, polygon or trace. A spatial query has one
or more spatial constraint which represents the
area of interest. Let q be the area of interest.
Sensor s located at position p satisfies the spatial
query constraint if p is inside q.

The idea behind spatial data collection is to
create a spatial index on groups of objects which
are geographically related, and use this index
to process spatial queries. Spatial queries are
used to answer questions such as “what is the
average temperature in the region R?”. Spatial

query processors typically execute spatial queries
in two steps; a coarse grained search to find
sensors in the minimum bounding rectangle of
the area of interest and a fine grained search to
filter out sensors that do not satisfy the spatial
constraint. Therefore, unlike traditional attribute
queries, spatial queries require that the sensor net-
work understands more complex data types like
points and polygons. Operations on these types
are more complex when compared to operations
on simple types.

In a spatial database, a spatial index (Beckman
et al. 1990; Gutman 1984) will be used to identify
nodes that intersect the minimum bounding rect-
angle (MBR) of the area of interest. These nodes
will then be filtered out if they do not satisfy the
spatial constraint. In a sensor network, sensors
may join or fail at any time and the base station
may not be aware of the location of all sensors
at all times, so the base station may not be able
to create a complete spatial index of the currently
active sensors in the network.

The technique described below is a decen-
tralized approach of executing spatial queries
in a sensor network. The technique makes no
assumptions about the capabilities of the sensor
node while providing a protocol that reduces
the network energy consumption in processing
spatial queries.

Spix Index Structure. In this section SPIX
(Soheili et al. 2005) is described, a distributed
index structure that allows each sensor to
efficiently determine if it needs to participate

Data Collection, Reliable
Real-Time, Fig. 2 A
range query example: the
use is interested only in the
values of the sensors falling
in the query rectangle
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in a given spatial query. SPIX is an index
structure built on top of a sensor network,
which essentially forms a routing tree that is
optimized for processing spatial queries in sensor
networks, as shown in Fig. 2. The spatial query
processor running on each sensor uses this index
structure to:

1. Bound the branches that do not lead to any
result.

2. Find a path to the sensors that might have a
result.

3. Aggregate the data in the sensor network to
reduce the number of packets transferred and
save energy.

SPIX imposes a hierarchical structure in the net-
work. It makes the assumption that spatial queries
will always be disseminated into the sensor net-
work from a base station. The base station is
responsible for preparing the query, submitting
it into the sensor network and getting the result
back. The spatial query will be disseminated into
the routing tree and the result will be sent back to
the root (base station). When a sensor receives the
query, it must decide if the query applies locally
and/or needs to be submitted to one of its children
in the routing tree. A query applies locally if there
is a non-zero probability that the sensor produces
a result for the query.

Each sensor node in SPIX maintains a mini-
mum bounded area (MBA), which covers itself

and the nodes below it. Figure 3 shows an ex-
ample of the tree built by SPIX, and some of
the MBAs routed at some nodes. Each of these
MBAs covers the subtree routed at the corre-
sponding node. When a node receives a spatial
query, it intersects the query area to its MBA. If
the intersection is not empty, it applies the query
and forwards the request to its children. Clearly,
sensors with smaller MBAs have a higher chance
to determine if the query applies to them and/or
the sensors below them accurately and therefore
save more energy in processing spatial queries.

SPIX exploits two models for creating a rout-
ing tree, Rectangle Model and Angular Model. In
the rectangular model, the MBA is the minimum
bounded rectangle (MBR) that covers the node
and all nodes below it. In the Angular model, the
MBA is the minimum bounded pie represented by
start/end radius and start/end angles. The goal is
to minimize the MBA area and MBA perimeter
in SPIX to reduce energy consumption in the
sensor network. Angular model is more effective
when the base station queries the sensor network
based on the distance between base station and
the sensors. Rectangular model is more effective
in other cases.

Building SPIX. Building SPIX is a two phase
process:

1. Advertisement phase: The advertisement
phase starts from the base station. In the

Data Collection, Reliable
Real-Time, Fig. 3 A SPIX
index structure example
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advertisement phase, each sensor waits to
receive an advertisement before it advertises
itself to the sensors in its transmission range.
The advertisement includes the location of the
base station and the advertiser. The sensors
maintain a list of advertisements they have
received for the parent selection phase. The
advertisement phase continues until all the
sensors in the network hear an advertisement.

2. Parent selection phase: If a sensor has no
children, it chooses its parent. If a sensor has
candidate children, it waits until they select
their parent and then it starts the parent se-
lection phase. This phase can also be started
when a timer expires. The closer the sensor is
to the base station, the longer it needs to wait
to start this phase. The parent selection phase
continues until all the sensors in the network
select their parent.

In order to avoid disconnections or cycles in
the network, the base station submits its location
to the sensors in the advertisement phase. Each
sensor reviews its candidate parents before start-
ing the parent selection phase and if there is at
least one candidate closer from this sensor to the
base station, it removes all the candidates that
are farther from this sensor to the base station
from the candidate parent list. In the maintenance
phase, these candidates will be re-considered.

During the waiting period, when a sensor
hears a parent selection message from another
sensor, it updates its MBA, adds the sensor to its
children list and notifies its vicinity that its MBA
is updated. The vicinity of a sensor s is defined
as being the set of sensors that are one hop away
from s. Sensors in its vicinity are one hop away
from it and thus the notification can be sent by
broadcasting a message to its vicinity. When a
sensor notices that its children’s MBA is updated,
it updates its MBA and notifies its vicinity.

Parent Selection Criterion. The parent selec-
tion criterion is important because the structure
of the routing tree determines the way that the
query is propagated in the sensor network and
the efficiency of the spatial query execution. A
weak parent selection criterion might create long

and thin rectangles, which increases the trans-
mission range, or increases the overlapped area
dramatically and as a result queries more sensors
during processing. Based on the experiences with
R-Tree and its variants, choose two criteria for
selecting the parent based on area and perimeter
enlargement, and evaluate them in polar and co-
ordinate systems. When a sensor wants to select
a parent, it chooses a parent whose MBA needs
the least area or perimeter enlargement to include
the MBA of this sensor. If it finds two or more
parent with the same area/perimeter enlargement,
it chooses the parent that is geographically closer.
Minimizing MBA perimeter enlargement would
create more square-like rectangles and prevents
creating long and thin rectangles (Beckman et al.
1990).

Eliminating Thin Rectangles. Each sensor se-
lects its parent based on the increase in parent
MBA area or perimeter. This criterion might cre-
ate long range radio communication links which
is not desirable. In order to eliminate thin rectan-
gles, the links are optimized as below:

When a sensor selects its parent, it notifies it
children. When a child notices that it is closer
to its grandparent than its parent, it disconnects
from its parent and selects the grandparent as the
new parent. This method eliminates large and thin
rectangles, which is necessary when sensors are
not close, but their X or Y coordinates is the
same or is close enough to make thin rectangles.
Figure 4 shows the sensor connections before and
after the optimization.

B B

A A

C C

Data Collection, Reliable Real-Time, Fig. 4 Effect of
eliminating thin rectangles
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Energy Optimization Phase. In the energy op-
timization phase, the sensor network tries to re-
duce MBA areas of its sensors by re-organizing
the sensor network leaf sensors. This would re-
duce the MBA area of the higher level sen-
sors significantly when the sensor joins another
branch. Sensors with smaller MBA have a higher
chance of determining if the query applies to
them and/or the sensors below them accurately
and therefore saves more energy in processing
spatial queries. When a spatial query propagates
in the sensor network, each sensor intersects its
MBA with the queried area. If a sensor finds that
the intersection area is zero, it knows that the
query does not apply to it and its children and
therefore does not propagate it further. It is worth
pointing out that sensors with a smaller MBA
area have a higher chance to say “no” to a query
and save energy.

When a leaf sensor determines that it is located
in another sensor MBA area, it runs “parent-
switching verification” process. It asks its parent:
“What would be your MBA if I leave you?” If
the parent’s determines that its MBR would be
zero without this child, it forwards the question to
its parent. The question will not propagate further
and the answer will be forwarded to the leaf node.
If the leaf node determines that it is not located in
the replied MBR, it disconnects from its parent
and runs the join process.

In the energy optimization phase, the sensor
network moves some sensors from one branch to
another to reduce the MBR area of the higher
level sensors. This transfer reduces the over-
lapped area of the sensors and therefore saves
energy. Since the MBR size is reduced, fewer
numbers of sensors will be involved in query pro-
cessing and the system responds faster. Figure 5

Data Collection, Reliable Real-Time, Fig. 5 Effect of
energy optimization phase

shows how the energy optimization phase reduces
the MBR size of the higher level sensors.

Maintenance Phase. During the maintenance
phase, sensor nodes may fail or new sensors may
be added to the network. This may happen in the
following conditions:

1. One or more sensors are added to the network.
2. A sensor fails to respond and thus it must be

removed from the SPIX structure.
3. A sensor did not join the network during the

building phase.

(a) Sensor Node Joins
To add a new sensor node in the network the Join
phase is executed. In the Join phase, a sensor s
broadcasts a message to its vicinity and requests
for advertisement. Sensor nodes that hear the
request for advertisement and are connected to
the tree, send back their location and MBA to the
sensor s. When sensor s receives a reply, it adds
the sender node to the candidate parent list. When
it hears from all sensors in its vicinity, it selects
the parent as follows.

The criterion for choosing a parent among all
candidates is to choose the parent which results in
the minimum increase in its MBA area to include
that sensor. If most of the candidate parents have
small MBA area (or possibly zero area), then
the criterion becomes choosing the parent that is
geographically closer. Joining the closest parent
may cause a large increase in the grandparent
MBA size. Since the grandparent has at least
one child, there is no need to check more than
2 hops away. Therefore, during the maintenance
phase when a sensor determines that most of
its candidate parents have zero or very small
MBAs, it requests for a two hops parent selection.
Each candidate parent replies with the MBA of
its parents and the node chooses the parent that
satisfies the two-hope parent selection criterion
the best.

(b) Sensor Node Failures
In order to determine sensor node failures, the
“soft-state” stabilization technique is used. A
lease (timeout period) is assigned on the children.
When the lease expires, the sensor verifies the
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correctness of the parent-child relationships and
recalculates its MBR, if necessary. Similarly, ev-
ery time a sensor hears from its parent, it sets
a random timer (greater than the lease period).
When this timer expires, the child initiates the
parent-children verification process.

Each sensor stores a list of its children and
their MBRs. Sensors may fail at any time; when
a child does not respond to a query or the lease
expires, the sensor determines that its child has
failed and it re-computes its MBR using the
stored values. When the MBR size changes, the
sensor notifies the sensors in its vicinity. MBR
updates may be propagated all the way to the base
station.

Recalculating the new parent produces extra
overhead in the sensor network. The sensor must
select its parent, which requires sending several
messages to the sensors in its transmission range
and after selecting the parent, the MBR of the
branch connecting the sensor to the base station
needs to be updated. To reduce the number of
messages, MBR updates will be propagated only
when a random timer expires.

When a sensor fails, its children become or-
phans. Orphan nodes run a “Join” process to
join the network again. Because of the limited
communication range, it is possible that a sensor
cannot find a parent and the network becomes
disconnected.

Key Applications

An increasing number of applications such as
environmental monitoring, habitat and seismic
monitoring and surveillance, require the deploy-
ment of small, short-range and inexpensive sen-
sor nodes in a field with the purpose of collect-
ing data over long time periods. For example,
biologists analyzing a forest are interested in the
long-term behavior of the environment (forests,
plant growth, animal movement, temperature).
The purpose of the network is often to answer
spatial queries such as “what are the moving
patterns of the animals?” or “find the average
temperature of the sensors in an area?”. Real-
time spatial data collection is also required in
automated surveillance systems of open areas,

roads and buildings for security purposes. These
systems are useful in military and non-military
settings, to detect and track the movement of
people, report suspicious behavior and identify
threats.

Future Directions

Several opportunities for future research can be
identified. Spatial indexes such as SPIX have
been designed to respond to spatial queries that
are submitted from the base station to a sensor
network. More sophisticated structures have to be
developed so that they can be used to respond to
spatial queries submitted from any of the nodes
in the network. This will allow the use of such
structures for surveillance applications such as
object tracking though mobile users or sensors.
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Synonyms

Information theory; Non-raster data compres-
sion; Raster data compression

Definition

Data compression of Network GIS refers to the
compression of geospatial data within a network
GIS so that the volume of data transmitted across
the network can be reduced. Typically, a properly
chosen compression algorithm can reduce data
size to 5 � 10 % of the original for images (Egger

Data Compression for Network GIS, Table 1 Lossless
and lossy data compression algorithms

Lossless Lossy

Huffman coding Differential pulse coded modu-
lation (DPCM)

Arithmetic coding Transform coding
Lempel-Ziv coding
(LZC)

Subband coding

Burrows-Wheeler
transform (BWT)

Vector quantization

. . . . . .

et al. 1999; Jayant and Noll 1984), and 10 � 20 %
for vector (Shekhar et al. 2002) and textual data
(Bell et al. 1989). Such compression ratios result
in significant performance improvement.

Data compression algorithms can be catego-
rized into lossless and lossy. Bit streams gener-
ated by the lossless compression algorithm can
be faithfully recovered to the original data. If loss
of one single bit may cause serious and unpre-
dictable consequences in the original data (for
example, text and medical image compression),
the lossless compression algorithm should be
applied. If data consumers can tolerate distortion
of the original data to a certain degree, lossy com-
pression algorithms are usually better because
they can achieve much higher compression ratios
than lossless ones. Some commonly used lossless
and lossy data compression algorithms are listed
in Table 1.

Practical data compression applications do not
have to be restricted to a single type. For example,
the JPEG (Joint Photographic Expert Group) im-
age compression (Information Technology 1993)
first uses DCT (Discrete Cosine Transform) to
decompose images into transform coefficients.
These transform coefficients are lossy quantized
and the quantized coefficients are losslessly com-
pressed with Huffman or arithmetic coding.

Web-based platforms pose new challenges for
data compression algorithms because web users
are pretty diversified in terms of number, ob-
jective, and performance tolerance. Within such
a context, data compression algorithms should
be robust and fast while consuming server re-
source as little as possible. Progressive trans-
mission (PT) was proposed for such require-
ments (Shapiro 1993; Said and Pearlman 1996;

http://dx.doi.org/10.1007/978-3-319-17885-1_584
http://dx.doi.org/10.1007/978-3-319-17885-1_100611
http://dx.doi.org/10.1007/978-3-319-17885-1_100862
http://dx.doi.org/10.1007/978-3-319-17885-1_101061
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Taubman 2000). A PT-enabled bitstream acts as a
finite decimal number (e.g., 3.23897401), which,
if decimated from the beginning to certain place
(e.g., 3.2389), will result in a shorter bitstream
that can be reconstructed to a low-precision ver-
sion of original data. Only one version of PT-
enabled bitstream needs to be stored and all lower
precision bitstreams can be obtained therein.

PT is based on multiresolution data decompo-
sition (Shapiro 1993; Said and Pearlman 1996;
Taubman 2000). For raster data, many effective
algorithms can be used to generate such decom-
position. For non-raster data, it is quite hard
to construct progressive bitstreams effectively
because these data are not defined in a regular
spatial grid and commonly used multi-resolution
decomposition algorithms (e.g., wavelet) are
difficult to apply (Bertolotto and Egenhofer
2001, 1999; Buttenfield 2002). Therefore, other
methods (e.g., cartographical-principle based
decimation, Fig. 1b, c may be adopted.

Historical Background

Data compression of network GIS is similar to
other data compression algorithms on distributed
computing platforms. Image compression algo-
rithms such as JPEG had been applied since the
first Web-based GIS emerged in 1993 (Plewe
1997). However, the compression of vector data
was introduced much later, such as the Douglas-
Peuker algorithm (1973) and the work done in
2001 by Bertolotto and Egenhofer (2001).

Scientific Fundamentals

Data compression originates from information
theory (Shannon 1948), which concentrates on
the systematic research on problems arising when
analog signals are converted to and from digital
signals and digital signals are coded and trans-
mitted via digital channels. One of the most sig-

creek mouth creek mouth

minor road Bminor road A

major road

bridge intersection AB

creek creekriver river

paper mill
paper milllake lake

creek mouth

minor road Bminor road A

major road

bridge intersection AB

creekriver
paper mill lake

a

b

c

Data Compression for Network GIS, Fig. 1 Progressive transmission of different types of data in networked GIS.
(a) Image. (b) Cartographic principle based progressive vector. (c) TIN
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Data Compression for
Network GIS, Fig. 2
Wavelet decomposition of
image

nificant theoretical results in information theory
is the so-called source coding theorem (Shannon
1948), which asserts that there exists a com-
pression ratio limit that can only be approached
but never be exceeded by any compression algo-
rithms. For the most practical signals, it is even
very difficult to obtain compression algorithms
whose performance is near this limit. However,
compression ratio is by no means the unique
principal in the development of the compression
algorithm. Other important principals include fast
compression speed, low resource consumption,
simple implementation, error resilience, adapt-
ability to different signals, etc. Further study re-
garding information theory and data compression
can be found in texts (Jayant and Noll 1984;
Cover and Thomas 1991) and journals (e.g., IEEE
Transactions on Information Theory).

Progressive transmission algorithms are
mostly based on wavelet decomposition,
especially in digital images. In wavelet
decomposition, signals are represented as a
weighted sum of a group of wavelet bases.
These bases are fast-decaying in both the
spatial and frequency domain, which makes the

analysis of local properties of signal effective.
An example of image wavelet decomposition is
illustrated in Fig. 2. Since wavelet decomposition
is recursive, a progressive transmission algorithm
can be immediately constructed by transmitting
frequency bands successively from low to high.
Other more efficient progressive transmission
schemas may utilize the similarity between
frequency bands (Shapiro 1993; Said and
Pearlman 1996) or optimally add more truncation
points (Taubman 2000).

Key Applications

Raster Data Compression
Raster data compression algorithms are the same
as algorithms for compression of other image
data. However, geospatial images are usually of
much higher resolution, multi-spectral and of a
significant larger volume than natural images.
To effectively compress raster data in networked
GIS, emphasis must be put on the following
aspects:



Data Compression for Network GIS 421

D

• Statistical properties of imagery in GIS may
be quite different from other types of imagery,

• Correlation among different spectrums,
• Managing schemas (Yang et al. 2005) to deal

with large volumes of geospatial raster data,
• Integration of other types of datasets (e.g.,

vector and 3-D data).

WebGIS:

• TerraServer (Barclay et al. 1999) uses the so-
called pyramid technique to assist the SQL
Server to manage images. With this technique,
a relatively large image is extracted into dif-
ferent levels of detail to construct a pyramid
structure. The images are transmitted only
when the data of interest are requested by the
user.

• ArcGIS also uses the pyramid technique in
handling big images and the pyramid is built
on the fly every time when the image is ac-
cessed. However, this method is not suitable
for managing images on WebGIS because
the response time will be too long. Yang, et
al. (2005) developed a method to manage a
permanent pyramid so that performance can
be improved.

• Google Earth (2006) divides remote sensing
images into many slices and organizes each
slice into different resolutions using the pro-
gressive transmission method. Additionally,
some Web2.0 techniques (e.g., AJAX) are
incorporated so that user experience can be
improved.

Non-raster Data Compression
Different methods can be utilized to compress
non-raster data, such as 2-D and 3-D vector data
(e.g., roads and borders), 3-D mesh models, and
TIN.

For vector data, a survey of simplification
algorithms can be found in Heckbert and Gar-
land (1997). Simplification aims at extracting
a subset of original vector data according to
predefined criteria. Resulting vector data is also
compressed. Algorithms that derive binary cod-
ing for vector data (Shekhar et al. 2002; Lu
and Dunham 1991) also exist. Compression al-

gorithms for vector data are far less than those
for raster data. Various research on progressive
vector transmission algorithms concentrates more
on topological and semantic aspects than pure
binary coding (Bertolotto and Egenhofer 2001,
1999; Buttenfield 2002). However, due to the
complexity of this problem, existing solutions are
far from satisfactory.

For 3-D mesh models, usually the structure
and attribute information are coded separately.
Structure information records how vertices are
connected and must be losslessly compressed.
Attribute information records information for
each single vertex and can be lossy compressed.
Progressive mesh transmission algorithms
(Hoppe 1996) depend on how to decimate
vertices one by one so that a given error criterion
can be optimized.

Compression and progressive transmission of
TIN is similar to 3-D mesh models (Park et al.
2001).

GIS Interoperability
Interoperability gains popularity by sharing
geospatial resources. However, the standard-
ization of interoperable interfaces increase the
volume of data that has to be transmitted.
Therefore, the compression methods associated
with interoperable encoding language are very
important. For example, GML could be several
times larger than the original data in binary
format (OGC 2006). Possible solutions to such
problems include:

1. A BLOB (Binary Large Object) object can be
embedded in the textual XML document to
store the binary compressed stream of geospa-
tial data

2. A textual XML file can be compressed using
common compression tools (e.g., zip and gzip)
before transmitting

3. The BXML (Binary eXtensible Markup Lan-
guage) proposed by CubeWerx Inc. (2006)
and the OGC (Open GIS Consortium) also
provides promising results (OGC 2005).
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Future Directions

Future research needed in this area includes
(1) principals and algorithms for optimally
choosing proper compression schemas and
parameters when compressing raster data, (2)
semantically and topologically well-designed
progressive transmission algorithms for non-
raster data, and (3) incorporating proper
compression algorithms for both raster and non-
raster data into different Web infrastructures.
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�Network GIS Performance
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Synonyms

Digital divide; Map distribution

Definition

Spatial data infrastructure (SDI) is the well con-
nected and functional assemblage of the required
technology, policies, and people to enable the
sharing and use of geographic information. It
should include all levels of organizations and in-
dividuals such as government agencies, industry,
nonprofit organizations, the academic commu-
nity, and individuals.

Historical Background

The creation of the concept of SDI is the re-
sult of the increasing availability of geospatial
data. This increase is due mostly to the spread
of the technology, which leads to lower costs.
Growing concerns with the environment also lead
many governments to start distributing data and
creating policies that allow for a broader access
to the data. Along with the availability of data
soon came an awareness that the technology was
difficult to handle for most end users. Geospatial
data by itself is not enough to enable users to
effectively reason and make decisions on environ-
mental issues. Therefore, SDI came to be seen in
two different ways.

First, it came to be seen as an automated
map distribution system. In this case, the imple-
mentation of a SDI focuses on map production
and distribution of existing sources on an “as-is”
basis. A second view is to see SDI as an enabler
for understanding space. In this case, SDI does

not only deliver maps, but disseminates spatial
data with associated quality control, metadata
information, and semantic descriptions. The SDI
user is someone who is able to combine spatial
data from different sources to produce new in-
formation for a study area. This second vision is
the one where SDI can play an important role in
creating an effective use of geospatial informa-
tion at the different levels. While it is important
in the long term to provide users with efficient
means to feed their own creations, such as digital
maps or analysis results, back into an overall
SDI cataloging, archiving, search and retrieval
system, the core of an SDI resides in its source
data.

Scientific Fundamentals

Digital Divide
The digital divide is defined as the gap between
those with regular, effective access to digital tech-
nologies and those without. Spatial data, without
an adequate SDI, will only make the gap wider.
The complexity of handling geospatial informa-
tion and reasoning about it is compounded by the
steep prices of hardware and software necessary
to store and process the data.

Education
Geographic information systems (GIS) is consid-
ered a disruptive technology. Such technologies
are new technologies that require important orga-
nizational changes. They usually need specialists
and managers whose knowledge is very different
from that of those who used the technology it
displaces. This is clearly the case in GIS, where
manual map makers are replaced by geographi-
cal database specialists. Disruptive technologies,
such as GIS, are usually actively promoted by
software developers and service vendors. Such
“push-oriented” actions are not matched by the
ability of users to adapt to the technological
change. It is also necessary to recognize the
importance of dealing with spatial information as
a fundamental part of information infrastructure,
and not as a collection of digital maps.

http://dx.doi.org/10.1007/978-3-319-17885-1_100289
http://dx.doi.org/10.1007/978-3-319-17885-1_100725
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Open Access to Data
As the user base of GIS/SDI expands, new users
are likely to have a more application-oriented
profile. Increasing demand for high-quality spa-
tial data is likely to force all players to clearly
establish their data policies. In the long run, SDI
may be facing a dilemma between having either
good data commercially available but out of reach
of a large number of users, or free data of low
quality.

Open Access to Software
One of the main concerns in the establishment
of SDI is the issue of avoiding the “lock-in”
effect in the choice of technology. This effect is
well known in the software industry, since the
customer may become dependent on proprietary
data formats or interfaces, and high switching
costs might prevent change to another product.
Substantial barriers to entry are created, resulting
in effective monopolies. Globally, the GIS soft-
ware market has a tendency towards an oligopoly
in which very few companies have a large market
share. SDI could benefit from the emergence
of open-source GIS to produce solutions that
match user needs and avoid proprietary technol-
ogy. Open source GIS software such as Post-
GIS, MapServer and TerraLib can provide an
effective technological base to develop SDI that
are independent of proprietary technology. GIS
open-source software tools allow researchers and
solution providers to access a wider range of
tools than is currently offered by the commercial
companies.

Key Applications

SDI is most needed as a support for decision
making. For democratic access to geospatial in-
formation, it is necessary that all the players in the
decision have full access and understanding of the
information on discussion. For example, planning
a new hydroelectric power plant requires an as-
sessment of its potential impacts on communities
and the environment. This leads to a need for
building different scenarios with quality spatial
data and adequate spatial analysis techniques.

Static map products are unsuitable for such anal-
yses. Thus, SDI will only have an impact if
all players involved in the decision process are
knowledgeable about GIS technology.

Future Directions

For SDI, low-cost or open-source software is
crucial. GIS software development is changing.
Coupled with advances in database management
systems, rapid application development environ-
ments enable building “vertically integrated”
solutions tailored to the users&apos; needs.
Therefore, an important challenge for the
GIS/SDI community is finding ways of taking
advantage of the new generation of spatially
enabled database systems to build “faster,
cheaper, smaller” GIS/SDI technology. In order
to make the applications work, high quality data
is also necessary. In the long run, it is necessary
not only to implement SDI, but also to make
it sustainable. In this case, sustainability means
that the SDI will work, in practice, over time,
in a local setting. The SDI has to be adapted
to the different contexts, learning with locals
and adopting practices that will persist over
time. It is necessary that governments put in
place policies that enforce the availability of
data and software. Open access to both of them
have to be enforced by policies that make
sure that the digital divide in spatial data is
avoided.
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Definition

Many data mining algorithms can be extended
and applied to constraint databases (Lakshmanan
et al. 2003; Mohan and Revesz 2014; Revesz
2010; Turmeaux and Vrain 1999). Constraint
databases are used in data mining because
data mining algorithms such as decision trees
(Quinlan 1986) and support vector machines
(Vapnik 1995) generate classifications that
can be naturally represented by constraint
databases (Geist 2002; Johnson et al. 2000;
Lakshmanan et al. 2003; Turmeaux and Vrain
1999). The constraint database representation
enables querying the classification data and to
further enhance the data mining results.

Main Text

Constraint databases are convenient in represent-
ing and further querying the results of data min-
ing classifications (Lakshmanan et al. 2003; Mo-
han and Revesz 2014; Revesz 2010; Turmeaux
and Vrain 1999). Fig. 1 shows an example from
Chapter 17 of (Revesz 2010) is a decision tree
that classifies primary biliary cirrhosis patients
according to the drug that is assigned to patients
in a hospital. In that decision tree, the feature
space is X1 = {B, C, G, H}, and the set of labels
is Y1 = {Penicillamine, Placebo}, where B is the
serum bilirubin measured in mg/dl; C is the
serum cholesterol in mg/dl; G, meaning gender,
is 0 for female and 1 for male; and H, meaning
hepatomegaly, is 1 if the liver is enlarged and
0 otherwise. The label Penicillamine means that
the patient was prescribed penicillamine, and the
label Placebo means that the patient was given
only a sugar pill. The decision tree can be conve-
niently represented in a constraint database table
as follows:

Drug
B C G H D
b c g h d c < 74, g = 1, d = “Placebo”
b c g h d c < 74, g = 0, b < 13.2, d

= “Penicil”
b c g h d c < 74, g = 0, b > 13.2, d = “Placebo”
b c g h d c >D 74, c <D 218, b < 5:7, d

= “Penici”
b c g h d c >= 74, c <= 218, b > 5.7, d

= “Placebo”
b c g h d c > 218, h = 0, g = 1, d = “Penicil”
b c g h d c > 218, h = 0, g = 0, d = “Placebo”
b c g h d c > 218, h = 1, d = “Placebo”

For the same set of patients, several different
decision tree-based data mining results could be
similarly represented using constraint database
tables. Constraint database systems then allow
the querying of these different representations.
For example, suppose that another decision tree
classifies the patients using the feature space
X2 = {C, G, H, T}, where C, G, and H are
as before and T is triglycerides level, and the
labels Y2 = {Alive, Dead, Transplanted}. If the

http://dx.doi.org/10.1007/978-3-319-17885-1_181
http://dx.doi.org/10.1007/978-3-319-17885-1_1627


426 Data Mining of Constraint Databases

Gender

femalemale

femalemale

Gender

HepatomegalyBilirubin

BilirubinPlacebo

Penicil.

Penicil.

Penicil.Placebo

Placebo

Placebo

Placebo

Cholesterol

< 74

< 5.7

< 13.2 > 13.2

> 5.7 10

> 218[74,218]

Data Mining of Constraint Databases, Fig. 1 A decision tree for PCB patients, Fig. 1.

result of this decision tree is also represented
by a constraint database table with scheme
Status(C, G, H, T, S), then the constraint
database tables representing the two decision
trees can be combined by a simple SQL query to
result in a reclassification (Revesz and Triplet
2010, 2011), which is represented by the
constraint database table PBC patient(B, C,
G, H, T, D, S). The PBC patient relation is
then easily queried in novel ways that are not
possible for the individual results and allow
the discovery of new relationships between
drug prescribed and patient health outcomes
(Revesz and Triplet 2010).

Data mining algorithms, such as decision trees
(Quinlan 1986) and support vector machines
(Vapnik 1995), can be extended to cases when
the constraint database represents temporal
data (Revesz 2014; Revesz and Triplet 2011)
and spatiotemporal data (Mohan and Revesz
2014). An example of data mining with temporal
data occurs in mining the history of citations
to predict the citation curve of individual
researchers (Revesz 2014), and an example of
spatiotemporal data mining is the generation
of a set of rules for the optimal control of
a set of dams on a river reservoir system
(Mohan and Revesz 2014).

Cross-References

�Constraint Databases, Spatial
�Constraint Databases and Data Interpolation
�Constraint Databases and Moving Objects
�Linear Versus Polynomial Constraint Databases
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Synonyms

Spatiotemporal Change Detection; Spatiotempo-
ral Data Mining; Spatiotemporal Dynamics;

Definition

Spatiotemporal sensor data is prevalent in many
domains and, at its most basic level, consists
of a sensor location defined by coordinates in
two-dimensional or three-dimensional space and
an attribute or set of attributes being measured
at that location. In the context of this entry,
sensors are typically represented in the form of a
point location where the objective is to measure
a spatial process that is moving over time. For
example, a precipitation gage or a pixel in a

satellite image could be modeled as a stationary
sensor. Moving sensors such as depth sensors on
boats or a drifting temperature probe in the ocean
also attempt to measure a moving phenomenon
except the sensors are also moving in space.
The resulting dataset includes a set of spatial
coordinates representing either a sensor or the
center of a grid cell, a time stamp, and the at-
tributes being measured at that location. Dynamic
regions are then the locations and time periods
that are experiencing constant change. For ex-
ample, given a spatiotemporal field of climate
variables, a dynamic spatiotemporal region for a
particular variable is composed of the time peri-
ods and spatial locations that have a significant
amount of change. For example, in this dataset,
the path of a tropical cyclone would create a
dynamic spatiotemporal region over a given time
period. This entry gives an overview of data
mining techniques for finding dynamic regions in
spatiotemporal sensor data and gives a number
of applied examples in Earth and environmental
sciences.

Historical Background

Over the last few decades, advances in sensor
networks and remote sensing platforms have re-
sulted in a massive amount of spatiotemporal
data. Most often the purpose of this data is to
monitor natural phenomena related to Earth’s
environmental systems. These advances in au-
tomated measurement have lead to major dis-
coveries uncovering spatial processes related cli-
mate science, hydrology, atmospheric science,
and numerous other Earth science disciplines.
Furthermore, the use of remote sensing platforms
has resulted in the ability to use spatiotemporal
datasets to precisely measure anthropogenic im-
pacts including urbanization, deforestation, and
land conversion.

As a motivational example for this entry, in the
field of climatology, large-scale gridded models
are typically integrated with sensor data resulting
in a massive spatiotemporal dataset comprised of
a number of variables measuring climate condi-
tions such as air temperature, geopotential height,

http://dx.doi.org/10.1007/978-3-319-17885-1_101304
http://dx.doi.org/10.1007/978-3-319-17885-1_101311
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relative humidity, specific humidity, Omega (ver-
tical velocity), U-wind, and V-wind. The spa-
tiotemporal pattern of any one of these variables
is extremely complex and therefore very difficult
to characterize in a discrete manner. With this in
mind, finding areas in space and time that are
most dynamic can lead to the discovery of inter-
esting climate patterns and events. For example,
finding the locations of dynamic regions in space
and time might allow scientists to better char-
acterize and, ultimately, predict global climate
phenomena such as El Niño, La Niña, regional
drought conditions, monsoon seasons, tropical
cyclone development, and climate change in gen-
eral.

This motivational example requires the
analysis of a very large multidimensional
spatiotemporal dataset. Historically, the analysis
of spatiotemporal patterns is rooted in the
field of physics where partial differential
equations and spatiotemporal covariance models
are used to model physical processes and
spatiotemporal statistics where statistical models
are created to characterize spatiotemporal point
processes (Cressie and Wikle 2011). Exploratory
data analysis approaches have traditionally
used empirical orthogonal functions (EOF)
and singular value decomposition (SVD) to
find spatiotemporal patterns in these types of
data (Von Storch and Zwiers 2002). Limitations
of physical and statistical models include the
masking of nondominant patterns which might
be of interest to a scientist. Also, using these
approaches to find local spatiotemporal regions
in the data where interesting patterns emerge
requires a great deal of prior information about
the process under investigation. More recently,
the analysis of spatial and spatiotemporal data has
gained popularity in the data mining community.
From a data mining perspective, a number of
techniques can be used to find and analyze
dynamic regions in spatiotemporal sensor data.
First, spatial and spatiotemporal outlier detection
and spatiotemporal clustering can be used to
find dynamic spatiotemporal regions. Then
spatiotemporal pattern mining techniques can
be used to analyze how the dynamic regions
change over time. A number of key applications

of these techniques are also described in this entry
including (1) the analysis of precipitation data,
(2) the analysis of global climate model results,
(3) pattern mining in sea surface temperature
data, and (4) finding submerged debris in
crowdsourced bathymetry data.

Scientific Fundamentals

This section reviews a number of data mining
techniques that can be used in combination as
a data mining workflow to find and analyze
dynamic regions in spatiotemporal sensor
data. An overview of this workflow is shown
in Fig. 1. The first two sets of approaches,
spatial and spatiotemporal outlier detection and
spatiotemporal clustering, can be used to find
the dynamic spatiotemporal regions where they
could be expressed as either outlying regions
or regions that are clustered. Once the regions
are found, then spatiotemporal pattern mining
techniques can be used to analyze the regions as
they evolve over time.

The remainder of this section provides a re-
view of data mining techniques for spatial and
spatiotemporal outlier detection, spatiotemporal
clustering, and spatiotemporal pattern mining.
Throughout this section, a motivational of a trop-
ical cyclone moving through a spatiotemporal
field is used to illustrate how the approaches

Spatio-Temporal
Outlier Detection

Spatio-Temporal
Clustering

Spatio-Temporal
Pattern Mining

Data Mining Techniques for the Characterization
of Dynamic Regions in Spatiotemporal Data, Fig. 1
Overview of approaches to find dynamic spatiotemporal
regions
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could be used to find dynamic spatiotemporal
regions.

Spatial and Spatiotemporal Outlier
Detection
Spatial and spatiotemporal outlier detection tech-
niques can be used to find dynamic regions in
spatiotemporal sensor datasets. In this case, the
dynamic spatiotemporal regions can be expressed
as a combination of the spatial locations and
time periods where outliers occur and the spatial
region that contains the outliers over time. The
amount of change in the location of the spatial
outliers over time increases the magnitude of
the dynamic spatiotemporal region. For example,
consider the path and areal extent of a tropical
cyclone as a dynamic spatiotemporal region. In a
gridded climate dataset, this event would produce
spatial outliers for variables such as air pressure,
precipitation, and wind speed. The locations of
these outliers over any duration of time will result
in a dynamic spatiotemporal region.

Spatial outlier detection techniques are re-
lated to distance-based multivariate outlier de-
tection techniques where the spatial dimensions
are grouped along with the other dimensions in
the dataset (Knorr et al. 2000). Spatial outlier
detection methods, on the other hand, typically
consist of an initial step to determine the neigh-
borhood of a spatial object. Then once the neigh-
borhood is created, statistical outlier detection
methods are then applied to determine outliers
within the neighborhood based on a nonspatial
measurement value. In Shekhar et al. (2003), a
global aggregate function is applied to a single
nonspatial attribute. In this scheme, a spatial
outlier is defined as a spatially referenced point
whose nonspatial attribute values are different
from those of other spatially referenced points
in its spatial neighborhood. Another approach
uses an iterative scheme where for each point
and its k-nearest neighbors � and � , points are
added to the neighborhood if their values are
below a certain threshold; spatial points that are
beyond the threshold are considered to be spatial
outliers (Changtien et al. 2003). In Kou et al.
(2007), a graph is constructed based on the k-
nearest neighbors for spatial points. Differences

between nonspatial attributes are then assigned as
edge weights where a graph cut is then performed
to identify isolated points that are dissimilar from
their neighbors. There have also been a number
of studies which focus on finding local outliers in
spatial data (Breunig et al. 1999). Local outliers
are assigned a degree of outlierness according to
their spatial position and attribute values. In Sun
and Chawla (2004), a method is presented that
takes into account spatial autocorrelation and
heteroscedasticity to reduce the effects of outliers
on their neighbors. This approach gives a higher
weight to outliers that are in spatially stable areas
over outliers that are in unstable areas.

Outlier detection methods have also been de-
veloped to find spatiotemporal outliers where
outlying values are found in space and time.
In Cheng and Li (2006), a spatiotemporal outlier
is defined to be a “spatiotemporal object whose
thematic attribute values are significantly differ-
ent from those of other spatially and temporally
referenced objects in its spatiotemporal neigh-
borhood.” A number of spatiotemporal outlier
detection techniques use spatial clustering as a
first step in the process. For example, in Birant
and Kut (2006) density-based clustering is used
to first find clusters and outliers in the data.
Then spatial outliers are identified with respect to
their spatial neighbors. In this approach, temporal
outliers are then identified with relation to a
temporal neighborhood. Then in this scheme, an
outlier is a point that remains anomalous based
on checking its spatial and temporal neighbor-
hood. In Das and Parthasarathy (2009), a similar
scheme is used where distance-based clustering is
used to identify outliers and spatial and temporal
neighborhood-based outlier detection is used to
find spatiotemporal anomalies in global climate
data.

Scan statistics are popular tools for the spa-
tial and spatiotemporal analysis of epidemiolog-
ical data and are another set of approaches that
can be used to find spatial and spatiotemporal
outliers (Kulldorff 1997; Agarwal et al. 2006;
Janeja and Atluri 2008). Scan statistics use a
scan window which is generally a spatial extent.
Then a statistical measure is calculated based on
the locations falling within the window, and the
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window is then progressively moved to cover the
entire dataset. The resulting outlying windows
represent regions in the data that are statistically
different. Scan statistics can then be used to
find outlying regions in the data. In Wu et al.
(2010), scan statistics are used to discover top-k
outliers in gridded precipitation datasets. This is
a spatial scan statistic approach where sequences
of outliers over time are stored in a tree and a
recursive algorithm is used to extract all possible
outlier sequences.

Spatiotemporal Clustering
Similar to outlier detection, when mining spa-
tiotemporal data, the places in space and time
where the data is clustered often can represent
dynamic spatiotemporal regions. The main ob-
jective of clustering is to find groupings in a
dataset. In particular, spatiotemporal clustering
finds spatial locations that are grouped for a
specific period of time. To use spatiotemporal
clustering to find dynamic regions, the approach
needs to find places that are clustered in space
and time but analyze the change in the clustering
results over time. Considering the motivational
example of a tropical cyclone, these clustered
areas could be expressed as the boundaries of the
storm as it moves through space. Areas experi-
encing elevated pressure, precipitation, and wind
speed, for example, would be clustered around
the center of the storm and therefore delineate
the boundaries of the area affected by the storm.
As the storm moves, these clustered areas change
significantly and the change in this clustering
over time would be considered to be dynamic
regions where the magnitude of the dynamic
region would be characterized by the amount of
change in the clustering.

One of the first methods proposed for
clustering spatiotemporal data is ST-DBSCAN
(Birant and Kut 2007). This approach extends the
DBSCAN algorithm to include nonspatial and
temporal dimensions. Another study presents an
approach to improve spatiotemporal clustering by
extending the distance measure traditionally used
in most clustering algorithms to be a function
of the position history of the spatiotemporal
objects in the dataset (Rosswog 2008). In Sap

(2005), a weighted kernel k-means algorithm is
proposed to account for problems with nonlinear
separability in spatiotemporal data. In particular,
a penalty term containing spatial neighborhood
information is used, and time is included as an
additional variable to the clustering. In Lin et al.
(2009), a tight clustering algorithm is presented
where the clustering is based on a measure of
process similarity. The process similarity uses
a combination of principal components analysis
to determine a single indicator to account for
multiple attributes and Pearson product-moment
correlation to measure the correlation between
the time series for two spatial points. Clustering
is then performed on the resulting similarity
graph. While this approach does account for
spatiotemporal aspects of the data, it provides a
global clustering for an entire time series and,
therefore, does not uncover changing patterns
over time. In Günnemann et al. (2012), an
approach to finding traces of subspace clusters in
temporal data is presented. This approach uses a
distance function based on subspace similarity to
trace evolution in temporal clusters. Another
approach (Steinhaeuser et al. 2012) models
spatiotemporal dependence in climate data using
complex networks.

Spatiotemporal Pattern Mining
Another set of approaches that is relevant to this
entry are approaches that are focused on mining
spatiotemporal patterns. These approaches find
patterns that are specific to spatiotemporal data
by extracting the spatiotemporal pattern repre-
sented in the data as it evolves over time. Take the
example of a tropical cyclone that has been used
throughout this entry. This assumes that some
outlier detection or clustering approach is used to
identify a set of dynamic spatiotemporal regions
in the data. Spatiotemporal pattern mining can
then be used to analyze the movement of the
dynamic spatiotemporal regions. This includes
spatial attributes of the evolution of the dynamic
spatiotemporal regions such as change in extent,
trajectory, merging, and splitting.

Directly related to spatiotemporal clustering
are approaches that analyze cluster transitions.
These approaches take the evolution of cluster
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formation over time and provide a framework to
analyze such transitions as single clusters split-
ting into multiple clusters, many clusters merg-
ing to form a single cluster, cluster persistence,
and cluster disappearance. The MONIC frame-
work (Spiliopoulou et al. 2006) introduces the
concept of cluster transitions. In this research,
cluster transitions are considered in one of two
categories – internal transitions which include
transitions between a cluster in the general space
such as relationships with other clusters including
cluster survival, cluster splits, cluster absorption,
cluster disappearance, and cluster emergence and
external transitions such as changes in size, com-
pactness, and location transition. In Oliveira and
Gama (2010) cluster transitions are also stud-
ied where clusters are modeled using a graph
structure where the nodes in the graph represent
cluster centers and the edges connecting cluster
centers are weighted based on conditional proba-
bilities that each node is a member of the same
cluster. In this approach, cluster transitions are
characterized by mining the changes in the graph
structure. In Chan et al. (2008), clustering for
spatial-temporal analysis of graphs (cSTAG) is
used to mine spatiotemporal patterns in emerging
graphs. This method begins by partitioning the
time series into a number of overlapping fixed
windows. For each window, regions of corre-
lated spatiotemporal change are discovered. The
graph changes are represented as waveforms. The
cSTAG algorithm then clusters these waveforms
to find regions of correlated change. In McGuire
et al. (2011), a measure of spatial change over
time based on a graph cut algorithm is used to find
interesting areas in large spatiotemporal datasets.

A general approach to model spatiotemporal
features and describe their evolution over time
is presented in Yang et al. (2005). Dynamic spa-
tiotemporal regions can be used to detect events
in spatiotemporal datasets. In Huang et al. (2008),
a spatial sequence index and a temporal-slicing-
based algorithm are used to find sequential spa-
tiotemporal events. The approach uses a spatial
sequence index and a temporal-slicing-based al-
gorithm to find sequential spatiotemporal events.
In Worboys and Duckham (2006), combinatorial
maps are used as a framework to model spa-

tiotemporal change in geosensor networks where
a number of transition rules are defined to repre-
sent evolving regions in the data.

Once the dynamic regions are identified, addi-
tional moving objects and trajectory data mining
approaches can be used to find the movement
patterns of the regions over time. For example,
McGuire et al. (2014) focuses on the analy-
sis of trajectories and extents of dynamic spa-
tiotemporal regions. In this approach, local spa-
tial autocorrelation is used to identify dynamic
spatiotemporal regions in the form of globally
and locally dynamic spatial locations and time
periods in large sensor datasets by measuring the
spatial dependence of a variable between neigh-
boring spatial locations over time. A globally
dynamic spatial location is a sensor that is most
different from neighboring sensors in terms of
measurements taken at the sensor across all time
periods. A globally dynamic time period is the
point in time where these differences are most
pronounced across all sensors. Similarly a locally
dynamic spatial location is most different from
its neighbors within a single time period, and a
locally dynamic time period is the location in
time where these differences exist with respect
to a specific spatial location. The trajectories
and extents of moving dynamic spatiotemporal
regions are then analyzed in order to be able to
map a dynamic spatiotemporal phenomenon over
time.

Key Applications

Finding dynamic regions in spatiotemporal sen-
sor data can be used in a number of situations
to enhance the understanding and prediction of
natural phenomena. In this section, a number of
key applications are discussed including precip-
itation data, global climate models, sea surface
temperature, and crowdsourced bathymetry.

Precipitation Data
The analysis of precipitation data is a critical
step when forecasting floods in a watershed.
Given a spatiotemporal field of precipitation
data such as that provided by NEXRAD radar
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sensors (Lin and Mitchell 2005), the objective
is to find the trajectory and extent of high-
intensity precipitation cells. In this case, the
dataset is a time series of gridded rasters. In this
dataset, dynamic spatiotemporal regions could
be found by using a spatiotemporal clustering
algorithm. In Reljin et al. (2003) a self-organizing
map (SOM) neural network is used to find
spatiotemporal regions of precipitation data. A
major benefit of this approach is the nonlinearity
of neural networks as applied to precipitation data
which is also not linear in nature. In McGuire
et al. (2014) a graph-based clustering algorithm
is used to find dynamic spatiotemporal regions
where nodes are represented by the grid cell
centroid and edges are formed between adjacent
grid cells to form local neighborhoods. Then an
edge cut could be performed based on a threshold
resulting in groupings of similar grid cells. Then
another threshold could be applied to this result to
isolate locations with high precipitation in space
and time. After this step, spatiotemporal pattern
mining techniques could be used to analyze how
the dynamic regions evolve over time. This would
include the trajectory and extent of the high
precipitation areas. This could then be extended
to a real-time scenario where the trajectories and
extents are then used to predict areas that may ex-
perience severe flooding events. The result would
then be used in a flood warning system to predict
heavy areas of precipitation over watersheds.

Global Climate Models
Over the last two decades, climate change has
been a popular topic of both scientific and po-
litical discussion. Because of this, there is a
wealth of data available from climate models.
This results in a massive spatiotemporal dataset
generated for a long time period. Given such a
massive spatiotemporal dataset, it becomes diffi-
cult to characterize the spatiotemporal pattern in
terms of finding the areas that are changing the
most over time. Furthermore, methods to track
this change are needed. The results from climate
models are typically produced as a raster time
series. With this in mind, spatiotemporal clus-
tering and outlier detection approaches could be
used to first find the natural groupings in the data.

For example, given a raster time series of global
air temperature, clustering would find regions
with similar temperatures. Then, the clustering
results could be analyzed over time to find the
locations where the clustering changes the most.
This would result in the detection of regions
where the air temperature data is most dynamic.
Then, trajectory mining would be used to analyze
the movement and change in areal extent of
the dynamic regions. The characterization of the
dynamic spatiotemporal regions could then be
used to predict known climate phenomena such
as dangerously hot or cold weather patterns.

Sea Surface Temperature
The impact of sea surface temperature on weather
around the globe is significant. Consider in recent
years the effect of El Niño and La Niña events
contributing to extreme precipitation and drought
scenarios in various places in the world. Because
of this, a better understanding of the dynamics
of the spatiotemporal distribution of sea sur-
face temperature is needed. Take, for example,
the tropical atmosphere ocean (TAO) array of
sea surface temperature sensors in the Pacific
Ocean (NOAA 2000). Dynamic regions in this
data were found and analyzed in McGuire et al.
(2014) as was mentioned in the precipitation data
example. Because the sensors in the TAO array
are not distributed in a regular grid, a Delaunay
triangulation was used to form neighborhoods for
each sensor where the neighborhood was made
up of directly adjacent sensors. The trajectories
and extents of dynamic sea surface temperature
regions in the Pacific Ocean were then analyzed.
The results showed significant differences in the
trajectories and locations of dynamic regions un-
der normal, El Niño, and La Niña conditions. The
results of this approach could be used to predict
and determine the affects of El Niño and Laña
events on global climate patterns.

Detection of Submerged Debris in
Crowdsourced Bathymetry Data
Recently, sensors have been placed on commer-
cial and recreational marine vessels to collect
crowdsourced bathymetry data. This has enabled
the near real-time assessment of the navigability
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of channels in shallow waters such as that found
in the Chesapeake Bay and US Intercoastal Wa-
terway. One application of dynamic spatiotempo-
ral regions in this data allows the identification of
submerged debris which can result in damage to
vessels and ultimately the loss of property or life.
This example application is based on research
by Sedaghat et al. (2013) where outlier detection
methods were used to identify submerged debris
in crowdsourced bathymetry data. In particular,
local outlier detection is used to find outlying
regions that could potentially indicate the pres-
ence of submerged debris, and then density-based
clustering is used to find clusters of outliers over
time. This indicates significant changes in the
bathymetry data resulting in dynamic spatiotem-
poral regions. This approach could be extended
to include the analysis of the spatiotemporal pat-
terns of submerged debris. Having this informa-
tion could result in finding and remediating the
source of the submerged debris and therefore
improving the navigability and safety of shallow
waterways.

Future Directions

There are a number of promising areas of re-
search for finding dynamic spatiotemporal re-
gions. First, dynamic regions can be found in
sensor data using both spatiotemporal clustering
and spatiotemporal outlier detection techniques.
The relationships between these two techniques
have yet to be studied. For example, density-
based clustering algorithms such as ST-DBSCAN
find both clusters and outliers in the data. It
is conceivable that both groups of outliers and
clusters that change a great deal result in dynamic
spatiotemporal regions in the data. It would be
of interest to know the difference between dy-
namic regions found with these two approaches.
Furthermore, it would also be interesting to see
whether there exist differences in the trajecto-
ries and extents in the dynamic spatiotemporal
regions created with these two approaches for a
specific dataset.

Nearly all of the approaches above deal with
two dimensions of space, time, and a single

attribute. There are a number of interesting
future research directions when discussing
the dimensions of the data. The first is to
mine dynamic spatiotemporal regions in three-
dimensional space, and the second is to extend
the approach to include multiple attributes or
even high-dimensional data to find subspaces
in the data. For example, given the global
climate model dataset as discussed in the above
application, one could find dynamic regions in
the spatial dimensions of latitude, longitude, and
at multiple atmospheric levels. This would lead
to the analysis of three-dimensional trajectories
and extents of dynamic regions. Dealing with
high-dimensional data would also be a challenge
where one must take into consideration the
correlation structure in the data which would
include correlations in space, time, and between
attributes. Also, another potentially promising
area of research would be to find dynamic
spatiotemporal subspaces in the data where
subsets of attributes might be correlated and their
dynamic spatiotemporal regions would overlap
in space and time.

Finally, applying these techniques on real-
world datasets could prove to be another ripe area
of research. As is shown in a number of the key
applications above, this can provide interesting
insight to Earth’s dynamic systems. Spatiotempo-
ral sensor data is increasing at astronomical rates,
and therefore, there are many opportunities where
these methods could be applied to find new and
interesting patterns.
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Data Models in Commercial GIS
Systems

Erik Hoel
Environmental Systems Research Institute,
Redlands, CA, USA

Synonyms

Data models; Data representations; Raster mod-
els; Vector models

Definition

Geographic data models are used to represent real
world objects (e.g., buildings, roads, land parcels,
rainfall, soil types, hills and valleys, etc.) within a
geographic information system. These data mod-
els are used by the GIS to perform interactive
queries, execute analyses, and produce carto-
graphic maps. Many different data types may be
used to model this data. Commercial GIS systems
are intended to address diverse user requirements
across a broad spectrum of application domains.
Some users of these systems are focused on tra-
ditional two-dimensional vector representations
of spatial data (e.g., modeling topologically in-
tegrated cadastres, road networks, or hydrologic
networks), while other users are concerned with
raster data obtained from satellite imagery and
other aerial image sources. In addition, the advent
of Light Detection and Ranging has provided
large sources of z-enabled data facilitating the
very accurate modeling of 2.5D surfaces. In many
domains, vector, raster, and surfaces are used in
conjunction with one and other in order to support
sophisticated visualization and analysis. As such,
commercial GIS systems must support a large

variety of different data models in order to meet
these widely differing requirements.

Historical Background

Data models are a core aspect of all GIS
systems starting with the earliest systems (CGIS
– Canadian Geographic Information Systems,
1964). Some of the earliest non-trivial (e.g.,
data models where the geometries representing
the real world features are related in some
explicit manner) include topological models
such as GBF-DIME (US Census Bureau, 1967),
POLYVRT (Harvard Laboratory for Computer
Graphics, 1973), and TIGER (US Census Bureau,
1986). Others, such as the Minnesota Land
Management Information System (MLMIS)
in the 1960s represented geographical data
with rasters. These early data models have
directly contributed to the development of today’s
sophisticated GIS data models.

Scientific Fundamentals

In the context of GIS systems, a data model is
a mathematical construct for representing geo-
graphic objects or surfaces as data. For exam-
ple, the vector data model represents geography
as collections of points, lines, and polygons;
the raster data model represents geography as
cell matrixes that store numeric values. Surface
data models represent surface geography in either
raster (sets of regularly spaced cells) or vec-
tor (sets of irregularly distributed mass points)
formats.

Vector Models

A coordinate-based data model that represents
geographic features as points, lines, and poly-
gons. Each point feature is represented as a single
coordinate pair, while line and polygon features
are represented as ordered lists of vertices. At-
tributes are associated with each vector feature, as
opposed to a raster data model, which associates

http://dx.doi.org/10.1007/978-3-319-17885-1_63
http://dx.doi.org/10.1007/978-3-319-17885-1_247
http://dx.doi.org/10.1007/978-3-319-17885-1_100252
http://dx.doi.org/10.1007/978-3-319-17885-1_100254
http://dx.doi.org/10.1007/978-3-319-17885-1_101063
http://dx.doi.org/10.1007/978-3-319-17885-1_101449
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attributes with grid cells. Vector models are use-
ful for storing data that has discrete boundaries,
such as country borders, land parcels, and streets.

Vector models can be categorized into several
different subtypes:

• Spaghetti models
• Network models
• Topological models

Spaghetti Models
Spaghetti models (sometimes termed simple data
models) are the simplest of the vector-based mod-
els where the geometric representations of spatial
features do not have any explicit relationship
(e.g., topological or network) to any other spatial
feature. The geometries may be points, lines, or
polygons. There are no constraints with respect to
how geometries may positioned – e.g., two lines
may intersect without a point being positioned
at the location of intersection, or two or more
polygons may intersect without restriction.

Spaghetti models may offer several advan-
tages over other data models. These advantages
include simplicity of the model, ease of editing,
and drawing performance. The disadvantages of
the spaghetti model include the possible redun-
dant storage of data and the computational ex-
pense in determining topological or network rela-
tionships between features. In addition, spaghetti
models cannot be used to effectively represent
surface data.

Network Models
Networks are used to model the transportation of
people and resources such as water, electricity,
gas, and telecommunications. Networks are a
one-dimensional collection of topologically in-
terconnected point and line features (commonly
termed junctions and edges respectively), where
the edges connect to junctions. Network com-
monly facilitate the modeling of constrained flow
along edges (such as streets and river reaches)
and through junctions (such as intersections and
confluences).

Within the network model domain, there are
two fundamental subtypes of networks: those

where the flow is undirected, and those where
the flow is directed. As an example of each type,
transportation network are generally considered
to be undirected, while utility or natural resource
networks (e.g., river networks) are modeled using
directed networks.

Directed Network Models
Directed network models are typically used to
model directed flow systems. These are systems
where a resource moves in one direction through
the edges in the network. Common applications
for directed networks include the modeling of
hydrologic (river) networks as well as utility
networks.

Network elements (edges and junctions)
within a directed network are commonly
associated with collections of attributes. These
attributes on the network elements may be used
for modeling flow direction, classifications (e.g.,
pipe type), restrictions (e.g., maximum flow), and
impedances.

Directed Network Models: Hydrologic
Networks
Rainfall on the landscape accumulates from
rivulets to streams, rivers, and finally, an ocean.
The shape of the surface directs water to a
stream network. Gravity drives river flow from
higher elevations to sea level. A hydrologic
network usually models a river as a connected
set of directed stream reaches (edges) and their
confluences (junctions). When a stream drains
into a lake, hydrologic models continue the flow
along an arbitrary line midway between shores
until an outlet is reached.

Special large-scale hydrologic project models
may include 3D analysis of flow lines through a
channel volume, but simplifying a river to a one-
dimension line network is suitable for most appli-
cations. In flat terrain, river flow becomes more
complicated – a large river near an ocean often
forms a delta with a complex braided network and
tidal effects can reverse flow near the shore.

Some common tasks on hydrologic networks
include:
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• Deriving catchments on a surface model for
each stream reach

• Accumulating rainfall on catchments, transfer
flow to reach

• Using gauge valves, predict flood surge along
a river

• Design a system of channels and holding
ponds for high water

• Managing diversion of water for agriculture or
city water works

Directed Network Models: Utility Networks
Utility networks (modeled on top of directed
networks) are the built environment that supplies
energy, water, and communications and removes
effluent and storm water. Water utilities are grav-
ity driven or pressurized, depending on terrain.
Flow in a gas utility is driven by pressure in pipes.
Electric power flows from high voltage potential
to low. Pulses of light carry communications in a
fiber optic network.

Utility networks have a nominal flow condi-
tion, with a few sources delivering a resource
to many points of consumption. Some utility
networks tolerate loops, such as a water network.
For other utilities, a loop is a fault condition,
such as an electrical short circuit. All utility
networks contain dynamic devices such as valves
and switches that can interrupt or redirect flow in
the event of an outage or system maintenance.

Some utilities such as telecommunications and
electrical networks have multiple circuits on a
common carrier (edge), such as electric lines with
three phases of power or twisted-pair lines in
telephony.

Some utility network tasks are:

• Establishing the direction of a commodity
flow

• Finding what is upstream of a point
• Closing switches or valves to redirect flow
• Identifying isolated parts of the network
• Finding facilities that serve a set of customers

Undirected Network Models
Undirected networks, the second type of network
model, are most commonly used to model

transportation. Transportation involves the
movement of people and the shipment of goods
from one location to another. Transportation
networks are the ubiquitous network – people
commonly spend a fraction of every day
traversing this network. Transportation networks
have two-way flow, except for situations such as
one-way streets, divided highways, and transition
ramps.

As with directed networks, network elements
(edges and junctions) are commonly associated
with collections of attributes. These attributes on
the network elements may be used for modeling
classifications (e.g., road type), restrictions (e.g.,
pedestrian traffic not allowed), and impedances
(e.g., drive times). Differing from common
directed networks, transportation networks also
need the ability to represent turn restrictions and
turn impedances (e.g., the cost of turning across
oncoming traffic at an intersection).

Transportation networks often form a multi-
level network-while most roads are at surface
level, bridges, tunnels, and highway interchanges
cross each other in elevation; a simple overpass
has two levels and a highway interchange typi-
cally has four.

When moving through a transportation net-
work traveling, people optimize the process by
hopping from one mode of transport to another;
e.g., switching between walking, driving, riding a
bus or train, and flying. There are also natural hi-
erarchies in transportation network. Trips of any
distance usually begin by driving to the closest
freeway on-ramp and proceeding to the off-ramp
closest to the destination.

Common transportation network related tasks
are:

• Calculating the quickest path between two
locations

• Determining a trade area based upon travel
time

• Dispatching an ambulance to an accident
• Finding the best route and sequence to visit a

set of customers
• Efficiently routing a garbage truck or snow

plow
• Forecast demand for transportation
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Topology Models
Topology has historically been viewed as a spa-
tial data structure used primarily to ensure that
the associated data forms a consistent and clean
topological fabric. Topology is used most fun-
damentally to ensure data quality (e.g., no gaps
or overlaps between polygons representing land
parcels) and allow a GIS to more realistically rep-
resent geographic features. Topology allows you
to control the geometric relationships between
features and maintain their geometric integrity.

The common representation of a topology is
as a collection of topological primitives – i.e.,
nodes, arcs, and faces, with explicit relationships
between the primitives themselves. For example,
an arc would have a relationship to the face on
the left, and the face on the right. With advances
in GIS development, an alternative view of topol-
ogy has evolved. Topology can be modeled as a
collection of rules and relationships that, coupled
with a set of editing tools and techniques, enables
a GIS to more accurately model geometric rela-
tionships found in the world.

Topology, implemented as feature behavior
and user specified rules, allows a more flexible
set of geometric relationships to be modeled than
topology implemented as a data structure. For ex-
ample, older data structure based topology mod-
els enforce a fixed collection of rules that define
topological integrity within a collection of data.
The alternative approach (feature behavior and
rules) allows topological relationships to exist
between more discrete types of features within a
feature dataset. In this alternative view, topology
may still be employed to ensure that the data
forms a clean and consistent topological fabric,
but also more broadly, it is used to ensure that the
features obey the key geometric rules defined for
their role in the database.

Raster Models

A Raster Model defines space as an array of
equally sized cells arranged in rows and columns,
and comprised of single or multiple bands. Each
cell contains an attribute value and location co-
ordinates. Unlike a vector model which stores

coordinates explicitly, raster coordinates are con-
tained in the ordering of the matrix. Groups of
cells that share the same value represent the same
type of geographic feature. Raster models are
useful for storing data that varies continuously, as
in an aerial photograph, a satellite image, a sur-
face of chemical concentrations, or an elevation
surface. Rasters can also be used to represent an
imaged map, a 2.5D surface, or photographs of
objects referenced to features.

With the raster data model, spatial data is not
continuous but divided into discrete units. This
makes raster data particularly suitable for certain
types of spatial operations, such as overlays or
area calculations. Unlike vector data, however,
there are no implicit topological relationships.

A band within a raster is a layer that rep-
resents data values for a specific range in the
electromagnetic spectrum (such as ultraviolet,
blue, green, red, and infrared), or radar, or other
values derived by manipulating the original im-
age bands. A Raster Model can contain more than
one band. For example, satellite imagery com-
monly has multiple bands representing different
wavelengths of energy from along the electro-
magnetic spectrum.

Rasters are single images that are stored in
the GIS. These images may be as simple as a
single image imported from a file on disk to a
large image that has been created by mosaic-
ing or appending multiple images together into
a single, large, and seamless image. MrSIDs,
GRIDs, TIFFs, and ERDAS Imagine files are all
examples of rasters.

Raster Catalogs
A Raster Catalog (or an image catalog) is an
extension to the raster model where a collection
of rasters are defined in a table of any format,
in which the records define the individual rasters
that are included in the catalog. Raster catalogs
can be used to display adjacent or overlapping
rasters without having to mosaic them together
into one large file. Raster catalog are also some-
times called image catalogs.

Each raster in a raster catalog maintains its
own properties. For example, one raster might
have a different color map than another raster,
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or one might have a different number of bands
than another. Raster Catalogs can accommodate
a different color map for each raster.

A raster inside a raster catalog behaves in
the same way as a stand-alone raster dataset.
Therefore, you can mosaic raster data into a raster
that resides in a raster catalog. A raster catalog
model should be used when:

• Overlapping areas of individual inputs are
important

• Metadata of individual inputs is important
• Query on attributes/metadata (i.e., percentage

cloud cover)
• Simply want to keep/store individual images

Surface Models

Surface Models (or digital elevation models –
DEMs) are used to represent the surface topog-
raphy of the earth. Surface models are commonly
used for creating relief maps, rendering 3D vi-
sualizations, modeling water flow, rectification
of aerial photography, and terrain analyses in
geomorphology.

Surface models are commonly built from re-
mote sensing data (e.g., synthetic aperture radar
[SAR] and light detection and ranging [LIDAR])
or from traditional survey methods. Surface mod-
els come in two primary forms depending upon
the type of source data being used for their
construction. Raster-based models are surfaces
made from regularly spaced elevation measure-
ments. The second type is vector-based (usually
termed Triangular Irregular Network, or TIN).
These vector-based are surfaces made from ir-
regularly distributed measurement points (termed
mass points).

Surface Models: Raster-Based
With Raster-based surface models (sometimes
termed GRIDs), the source elevation data forms
a regularly spaced grid of cells. The size of the
cells is fixed within the model. Common cell
sizes vary between 25 and 250 m. In a grid cell,
the elevation of the corresponding geographic

area is assumed constant. The USGS DEM and
the DTED (Digital Terrain Elevation Data) are
notable raster-based surface model standards.

Surface Models: Vector-Based
TINs (Triangulated Irregular Networks) are a
vector data structure that partitions geographic
space into contiguous, non-overlapping triangles.
The vertices of each triangle are sample data
points with x-, y-, and z-values (used to repre-
sent elevations). These sample points are con-
nected by lines to form Delaunay triangles. A
TIN is a complete planar graph that maintains
topological relationships between its constituent
elements: nodes, edges, and triangles. Point, line,
and polygon features can be incorporated into a
TIN. The vertices are used as nodes which are
connected by edges that form triangles. Edges
connect nodes that are close to one another.

The partitioning of continuous space into tri-
angular facets facilitates surface modeling be-
cause a very close approximation of a surface can
be made by fitting triangles to planar, or near pla-
nar, patches on the surface. Input vector data is in-
corporated directly in the model and any resulting
query or analysis will honor them exactly. Since
the triangulation is based on proximity, interpo-
lation neighborhoods are always comprised of
the closest input data/samples. Proximity based
connectivity is useful for other analysis as well.
For example, Thiessen polygons, also known as
Voronoi diagrams, are constructed from TINs.

Key Applications

Geographic data models are used in GIS systems
to represent and model real-world entities. Often-
times, collections of base data models (e.g., net-
works and topologies) are combined into larger,
more complex data models, with the base models
representing thematic layers within the larger
model. The types of applications are extremely
diverse; a small collection of examples and key
applications include:

• Simple vector models can be used to model
biodiversity conservation models. More
specifically, model the observed, predicted,
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and potential habitats for collections of
threatened species in a study area.

• Hydrographic (water resource) data models
can be assembled with river systems being
modeled with directed networks, drainage ar-
eas (for estimating water flow into rivers)
being modeled with topology models, surface
terrain (for deriving rivers and drainage ar-
eas) using either raster or vector-based surface
models.

• Modeling electric utilities with directed
networks; this allows utilities to plan and
monitor their outside plant equipment as
well as perform analyses such as capacity
planning as well as outage management (e.g.,
how to reroute power distribution during
thunderstorms when devices are destroyed
by lightning strikes).

• Using surface models to perform line-of-sight
calculations for cell phone signal attenuation
and coverage simulations (i.e., where should
new towers be placed in order to maximize
improvements in coverage).

• Employing simple vector data models to track
crime or fire incidents, support command and
control decision making, as well as model de-
mographics, crime densities, and other hazard
locations in public safety applications.

• Use a combination of simple, topological,
surface, and raster models for forestry
management. The models facilitate operation
decision making (e.g., managing production
costs), investment decision making (e.g.,
how to best invest in growing stock),
and stewardship decision making (e.g.,
consideration of the ecosystem to allow the
forest to grow).

• Using multiple data model types in order
to create rich models that support homeland
security activities. This include representing
incidents (criminal activity, fires, hazardous
material, air, rail, and vehicle), natural events
(geologic or hydrometeorological), operations
(emergency medical, law enforcement, or
sensor), and infrastructure (agriculture and
fool, banking and insurance, commercial,
educational facilities, energy facilities, public
venues, and transportation).

Future Directions

Temporal Data
Data that specifically refers to times or dates.
Temporal data may refer to discrete events, such
as lightning strikes; moving objects, such as
trains; or repeated observations, such as counts
from traffic sensors. Temporal data is often
bitemporal – meaning both valid-time (real world
time) as well as transaction time (database time)
need to be represented. It is not apparent that
new data models need to be developed, but rather
existing models (e.g., simple vector, network,
topology, surface, or raster) need to be augmented
to support more effective temporal indexing and
analysis.
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Synonyms

Complex event processing; Data streams;
Geostreaming; StreamInsight

Definition

Spatiotemporal data streaming (or geostreaming)
refers to the acquisition, processing, and analysis
of stream data that has geographical locations
and/or spatial extents such as point coordinates,
lines, or polygons.

Real-time stream data acquisition through
sensors and probes has been widely used
in numerous applications. Hence, integrating
spatial operators in commercial data-streaming
engines has gained tremendous interest in
recent years. In this entry, we consider the
Microsoft StreamInsight (StreamInsight, for
brevity) as our industrial case study. We
highlight the background beyond its temporal
model and discuss the various efforts that
leverage its temporal model to the spatial
domain.

Historical Background

Spatial queries and operations are common
and essential for a variety of location-aware
applications, e.g., find out the gas stations
nearby a driver’s location. During the last
decade, accommodating spatial queries, e.g.,
K Nearest Neighbor (KNN) query, Reverse
Nearest Neighbor (RNN) query, and range
query, in data stream processing engines has
attracted the database researchers’ interest.
Supporting spatiotemporal features in a Data
Stream Management System (DSMS) requires the
system to be equipped with especial indices,
e.g., R-tree, and operators, e.g., intersect or
overlap. DSMSs consolidate streams of data
from multiple sources and with different formats
and types (including the spatial types) and
evaluate the issued queries in low response times.
Consequently, the data stream query processor
extracts interesting patterns and trends from
the feeded spatial and nonspatial data in real
time, Abadi et al. (2005), Chandrasekaran et al.
(2003), Cranor et al. (2003), and StreamBase
Inc.
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Scientific Fundamentals

Fundamentally, a Data Stream Management
System gives its connected applications the
ability to issue continuous queries that digest
and evaluate streams of data in real-time basis
(Ali et al. 2009; Chandramouli et al. 2009; Barga
et al. 2007). Moreover, a streaming engine is
expected to include an extensibility mechanism
to smoothly combine domain-specific rules
and policies into the query pipeline. Here,
we consider Microsoft StreamInsight as an
example data streaming. StreamInsight has been
designed to be an extensible system that is able to
incorporate user-defined modules and functions
and execute them as part of the continuous query
processing plan (Ali et al. 2011). Furthermore,
streaming applications and systems require
the continuous query processing engine to
guarantee the ability to digest input data with
high rates and with incomplete and/or inaccurate
values.

To these ends, the StreamInsight is engineered
to handle imperfections in event delivery and also
to assure the consistency of the returned final
results. Consistency here can be interpreted as set
of tests to confirm the correctness of the gener-
ated answers before being delivered to the query
issuer. Consistency also means that obsolete and
missed tuples should not significantly affect the
validity of the output.

To guarantee the efficiency and consistency
measurements when dealing with spatial data,
StreamInsight is extended with Microsoft SQL
Server Spatial Library SQL which provides a
simple an easy to use, scalable, and highly ef-
ficient execution environment for spatial data
analysis and processing. SQL Spatial Library
provides data type support for point, line, and
polygon objects. Also, various methods are pro-
vided to handle these spatial data types. SQL
Spatial Library adheres to the Open Geospa-
tial Consortium Simple Feature Access speci-
fication (Open Geospatial Consortium) and is
provided as part of the SQL Server Types Library.

The following brief explanation of terms,
features, and components is crucial for under-
standing the event stream model in Microsoft

StreamInsight. For more details, the reader is
referred to Barga et al. (2007). A physical stream
is a sequence of events. An event ei D hp; ci

is a notification from the outside world that
contains (1) a payload p D hp1; : : : ; pki and (2)
a control parameter c that provides metadata. The
control parameter includes an event generation
time and a duration that indicate the period of
time over which an event can influence output.
We capture this temporal information by defining
c D< LE; RE >, where the interval ŒLE; RE/

specifies the period (or lifetime) over which the
event contributes to output. The left endpoint
.LE/ of this interval, also called start time, is the
application time of event generation. The event
start time is also called the event timestamp.
Assuming the event lasts for x time units, the
right endpoint of an event, also called end time,
is simply RE D LE C x.

StreamInsight allows users to issue compensa-
tions (or corrections) for earlier reported events,
by the notion of retractions (Barga et al. 2007;
Motwani et al. 2003; Ryvkina et al. 2006), which
indicates a modification of the lifetime of an ear-
lier event. This is supported by an optional third
control parameter REnew, that indicates the new
right endpoint of the corresponding event. Event
deletion (called a full retraction) is expressed by
setting REnew D LE (i.e., zero lifetime).

A Canonical History Table (CHT) is the log-
ical representation of a stream. Each entry in
a CHT consists of a lifetime (LE and RE) and
the payload. All times are application times, as
opposed to system times. Thus, StreamInsight
models a data stream as a time-varying relation,
motivated by early work on temporal databases
by Jensen and Snodgrass (1992).

Table 1 shows an example CHT. This CHT
can be derived from the actual physical events
(either new inserts or retractions) with control

Data Stream Systems, Empowering with Spatiotem-
poral Capabilities, Table 1 Canonical History Table

ID LE RE Payload

e0 1 5 P1

e1 4 9 P2
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Data Stream Systems, Empowering with Spatiotem-
poral Capabilities, Table 2 Physical stream corre-
sponding to CHT

ID Type LE RE REnew Payload

e0 Insertion 1 1 – P1

e0 Retraction 1 1 10 P1

e0 Retraction 1 10 5 P1

e1 Insertion 4 9 – P2

parameter c D hLE; RE; REnewi. For example,
Table 2 shows one possible physical stream with
an associated logical CHT shown in Table 1.
Note that a retraction event includes the new
right endpoint of the modified event. The CHT
(Table 1) is derived by matching each retraction
in the physical stream (Table 2) with its corre-
sponding insertion and adjusting RE of the event
accordingly.

We need to ensure that an event is not arbi-
trarily out of order; this is realized using time-
based punctuations (Barga et al. 2007; Srivastava
and Widom 2004; Tucker et al. 2003). A time-
based punctuation is a special event that is used
to indicate time progress. These punctuations
are called Current Time Increments (CTIs) in
StreamInsight. A CTI is associated with a times-
tamp t and indicates that there will be no future
event in the stream that modifies any part of the
time axis that is earlier than t . Note that we could
still see retractions for events with LE less than t ,
as long as both RE and REnew are greater than or
equal to t .

There are two approaches for the spatiotem-
poral stream processing within StreamInsight: an
extensibility approach and a native support ap-
proach. The extensibility approach combines the
values of the StreamInsight extensibility frame-
work and the SQL Spatial Library by giving the
UDM writers the ability to invoke the library
methods within their code. Alternatively, the na-
tive support approach deals with spatial attributes
as first-class citizens and reasons about the spatial
properties of incoming events and, more inter-
estingly, provides consistency guarantees over
space as well as time. For details on these two
approaches, the reader is referred to Ali et al.
(2010) and Jeremiah et al. (2011).

Key Applications

Spatiotemporal stream engines such as Microsoft
StreamInsight are beneficial in many real ap-
plications and systems. Here we give two brief
examples of these applications.

Traffic Management Systems
In a traffic management scenario, the system
answers queries about the past, current, and fu-
ture road conditions. Further, it suggests the best
driving directions for newly added vehicles by
taking future road conditions into consideration.
Note that as long as the vehicle is on track,
i.e., following the route planned by the system
according to the expected speed, there is no need
for the vehicle to transmit any events to the
system, which results in reducing transmission
load over the wireless network. However, if the
vehicle changes its route selection policy, makes
an unexpected turn, or stops for some time, the
vehicle generates retraction and insertion events
to adjust its path. In response to the retraction
event, the system updates the result of its CQs
and possibly generates compensation events or
new speculative output. Further, we could define
a spatiotemporal algebra with new streaming op-
erators that natively take location into considera-
tion; for example, we may add a spatiotemporal
left-semi-join operator that accepts a proximity
metric and outputs events related to the left input
object only when it overlaps in time as well
as space (within the proximity metric) with a
matching object on the right input. For a detailed
discussion on this application scenario and a
streaming approach to the solution, the reader is
referred to Ali et al. (2010) and Jalal et al. (2010).

Criminal Activity Tracking and Monitoring
Systems
Court orders may require supervising agencies
to track and monitor a specific set of offenders
using ankle bracelets. According to the decision
of the criminal justice system, each offender with
a tracking device is assigned a designated spa-
tiotemporal curfew. This curfew typically con-
sists of confinement zones to which the offender



444 Data Streams

is detained to and a set of restricted zones to
which he is obliged to stay away from.

For example, an offender may be required to
stay home at night during a court-ordered curfew.
Also, a sex offender would be restricted from
visiting school zones. Offenders are free to move
around without the monitoring agencies being
alerted as long as they remain within the desig-
nated confinement regions and as long as they
do not enter restricted zones. A spatiotemporal
DSMS helps (1) detect unauthorized activities
in real time and provide alerts to a community
corrections officer, a law enforcement dispatcher,
or a control center and (2) mine for the offenders’
suspicious behavior and predict probable future
threats beforehand. Unauthorized activities in-
clude protecting geographically defined regions
(e.g., school zones) in which the offender is not
allowed to be present. Suspicious behaviors in-
clude the meeting of offenders with each other on
a regular basis, possibly near restricted zone. For
a detailed discussion on this application scenario
and a streaming approach to the solution, the
reader is referred to Daubal et al. (2013).

Future Directions

Future directions for spatiotemporal data
stream management systems would focus on
big spatial data processing and analysis. In
this paradigm, the geospatial data streaming
(or geostreaming) will serve a key role
at the intersection of mobility and cloud
computing (Shekhar et al. 2012). Geostreaming
will establish the query processing pipeline
between the mobile devices with their streams
of location updates and the cloud storage.
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Data Structure

Marci Sperber
Department of Computer Science and
Engineering, University of Minnesota,
Minneapolis, MN, USA

Synonyms

Algorithm

Definition

A data structure is information that is organized
in a certain way in memory in order to access
it more efficiently. The data structure makes it
easier to access and modify data.

Main Text

There are many types of data structures. Some
examples are stacks, lists, arrays, hash tables,
queues, and trees. There is not a data structure
that is efficient for every purpose, so there are
many different types to use for many different
problems or purposes. A data structure should
be chosen so that it can perform many types
of operations while using little memory and
execution time. An example of a good data
structure fit would be using a tree-type data
structure for use with a database. Of course there
may be many data structures that can be used for
a specific problem. The choice in these cases is
mostly made by preference of the programmer or
designer.

Cross-References

� Indexing, Hilbert R-Tree, Spatial Indexing,
Multimedia Indexing

�Quadtree and Octree

Data Types for Moving Objects

� Spatiotemporal Data Types

Data Types for Uncertain,
Indeterminate, or Imprecise Spatial
Objects

�Vague Spatial Data Types

Data Warehouses and GIS

James B. Pick
School of Business, University of Redlands,
Redlands, CA, USA

Synonyms

Spatial data warehouses; Spatially-enabled data
warehouses

Definition

The data warehouse is an alternative form of data
storage from the conventional relational database.
It is oriented towards a view of data that is
subject-oriented, rather than application-oriented.
It receives data from one or multiple relational
databases, stores large or massive amounts of
data, and emphasizes permanent storage of data
received over periods of time. Data warehouses
can be spatially enabled in several ways. The
data in the warehouse can have spatial attributes,
supporting mapping. Mapping functions are built
into some data warehouse packages. Online an-
alytical processing (OLAP) “slicing and dicing”
and what-if functions are performed on the data
in the warehouse, and may include spatial char-
acteristics. Furthermore, the data warehouse can
be linked to geographical information systems
(GIS), data mining and other software packages
for more spatial and numerical analysis. Data
warehouses and GIS used conjointly emphasize
the advantages of each, namely the large size,
time variance, and easy arrangement of data in the
warehouse, along with the spatial visualization
and analysis capabilities of GIS.

http://dx.doi.org/10.1007/978-3-319-17885-1_100051
http://dx.doi.org/10.1007/978-3-319-17885-1_603
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Historical Background

Although databases and decision support systems
existed in the 1960s and the relational database
appeared in the 1970s, it was not until the 1980s
that data warehouses began to appear for use
(Gray 2006). By 1990, the concepts of data ware-
house had developed enough that the first ma-
jor data warehouse textbook appeared (Inmon
1990). The analytical methods were a collec-
tion of methods drawn from statistics, neural
networks, and other fields. The theory of the
processing steps for data warehousing, OLAP,
was formulated in 1995 by Codd (1995). The
growth in the markets for data warehousing was
driven by the expanding data storage and its
analytical uses in organizations. During the past
15 years, database companies such as Oracle and
Sybase produced data warehousing products as
well as computer vendors Microsoft and IBM,
and enterprise resource planning (ERP) vendor
SAP (Gray 2006).

Early geographic information systems were
associated with databases, but not until much
later with data warehouses. In the past 5 years,
some data warehouse products such as Oracle
(Rittman 2006a, b) became GIS-enabled. ERP
products have been linked to leading GIS prod-
ucts. More common than tight integration of data
warehouses and GIS is loose connections through
data flows between data warehouses and GIS
software.

Scientific Fundamentals

There are a number of scientific principles of data
warehouses that are basic and also are related to
GIS.

A data warehouse differs from a relational
database in the following key characteristics:
data warehouses are subject-oriented, time-
variant, non-volatile, integrated, and oriented
towards users who are decision-makers (Gray
2006; Gray and Watson 1998). Subject-oriented
means that the user accesses information in
the data warehouse through common business
subjects, such as part, customer, competitor,

order, and factory. This contrasts with relational
databases that often show the user many detailed
attributes to access, but ones not necessarily of
high user importance. The traditional operational
database focuses on the functional areas of
the business, such as sales, finance, and
manufacturing.

Another data warehouse feature is that it re-
tains older data, which makes possible analysis
of change tendencies over time. An operational
database regularly purges older data for deletion
or archiving. Since the philosophy is to store
data over long periods, the size of storage can be
potentially huge, truly a “warehouse.”

The warehouse data are non-volatile: after
data are stored, they are fixed over time. This
lends stability to the data in a data warehouse
(Inmon 1990). The data warehouse concept
also favors the formation of summarized data,
which are useful in decision-making and also
become non-volatile. Granularity distinguishes
the individual data items from the summaries:
the most granular are raw data, while less
granular are summarized data (Gray 2006). An
example of summarized data is a summary of
account totals for March, 2007, for a business
department.

The data warehouse is time-aggregated also.
For the data warehouse, data are extracted from
multiple operational databases, made consistent,
transformed, scrutinized for quality, and then
appended to the data warehouse, with no further
updating allowed of those data, i.e. they are non-
volatile. At the next desired time point, data
are again appended to the data warehouse and
become non-volatile. Thus the data warehouse
accumulates a time series of data by extracting
them at multiple time points. Hence the data are
“time aggregated”, and remain available over a
time period.

Data are extracted for the data warehouse from
many sources, some of which are from legacy
systems (Jukic 2006), combined together, and
written to the data warehouse. Thus the data
warehouse transforms the diverse data sources
into an integrated data set for permanent, long-
term storage. This process of transformation is
referred to as integration (Gray 2006).
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Data Warehouses and GIS, Fig. 1 The data warehouse and its data flows, spatial functions, and GIS components

The resultant data, which are of high
quality, diverse in sources, and extending
over long periods, are particularly suitable
to analytical decision-makers, rather than
operational transaction-based users.

In a large organization, data are gathered and
transformed from a wide collection of operational
databases; data are checked for accuracy; and
errors corrected. The whole process of input,
extraction, error-checking, integration, and stor-
ing these data is known as “ETL” (extraction,
transformation, and load). As shown in Fig. 1,
after data enter the warehouse from the opera-
tional databases, they can be accessed by a variety
of analytical, statistical, data mining, and GIS
software (Gray 2006; Gray and Watson 1998).
Also shown are metadata, which keep track of the
detailed descriptions of the records and entities in
the data warehouse.

The data in the warehouse are organized by
multiple dimensions and put into a structure of
dimensional modeling (Gray 2006; Jukic 2006).
Dimensional modeling consists of arrangements

of data into fact tables and dimension tables. The
fact table contains important numerical measures
to the user, as well as the keys to the dimen-
sion tables, which in turn include numerical and
descriptive attributes (Gray 2006; Jukic 2006).
Spatial attributes can appear in the fact table if
they are key numeric facts for users, but are more
commonly put in dimension tables, where they
can provide numeric and descriptive information,
including geographic ones.

Two well-known types of dimensional models
are the star schema and snowflake schema (Gray
and Watson 1998). An example of a star schema,
shown in Fig. 2, gives information on fast food
sales and locations. The fact table contains the
keys to dimension tables and numeric attributes
on total sales and total managers. The location
dimension table gives, for each store, five ge-
ographic locations, ranging from county down
to census block. They can be used for thematic
mapping. Exact point locations of stores (X-Y
coordinates) could also be included, if deemed
important enough. The other dimension tables
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provide information on store sales, products, and
periodic reports.

GIS and spatial features can be present at
several steps in the data warehouse, shown
in Fig. 1. The operational data-bases may be
spatially-enabled, so the data are geocoded prior
to the ETL process. Location can be added as
an attribute in the ETL step. Within the data
warehouse, the fact tables or dimension tables
may identify spatial units, such as ZIP code
or county. The spatially-enabled tables may
have address or X-Y coordinates. Geographical
attributes would be located in the fact versus
dimension table(s) if location rose to high
importance for the user. For example, in a data
warehouse of marketing data for sales regions,
the region-ID is in the fact table.

GIS functionality is usually present in many
of the analysis and modeling software packages
shown on the right of Fig. 1.

GIS. The most powerful functionality would
be in a full-featured GIS software package
such as ArcGIS or GeoMedia, which can
perform a wide variety of GIS functions from
overlays or distance measurement up to advanced
features such as geostatistics, modeling, 3-D
visualization, and multimedia. It can enrich the
uses of data warehouse information for utilities
infrastructure; energy exploration, production,
and distribution; traffic accident analysis; large
scale auto insurance risk analysis; management
of fleets of vehicles; and business intelligence for
decision-making (SQL Server Magazine 2002;
Reid 2006). GIS and data warehouses often
serve as parts of an organization’s enterprise
architecture. They can function in a collaborative,
coupled environment with the other enterprise
applications. A challenge is to connect separate
enterprise software packages together through
robust and efficient plug-in and connector
software.

Online analytical processing (OLAP) is a set
of rules for accessing and processing multidi-
mensional data in the data warehouse. OLAP
rules are focused on simple business decision-
making that directly accesses the dimensions of
data in the warehouse rather than on complex
models. Among the main types of analysis are:

(1) slice and dice, i.e. to divide complex datasets
into smaller dimensions, (2) drill down, to seek
more detail in a report, (3) what-if changes for
single or multiple dimensions, and (4) access to
the static, time-slice stores in the data warehouse
(Gray 2006). OLAP is good at answering “why”
and “what if” questions.

Specifically, OLAP refers the following char-
acteristics of the information in the data ware-
house (Codd 1995): (1) viewable in multiple
dimensions, (2) transparent to the user, (3) acces-
sible, (4) consistent in its reporting, (5) based on
client/server architecture, (6) generic in dimen-
sionality, (7) handling of dynamic sparse matri-
ces, (8) concurrent support for multi-users, (9)
cross-dimensional operations, (10) intuitive data
manipulation, (11) flexible reporting, and (12)
aggregation possible.

Spatial data can be integrated into the OLAP
model, which is termed the SOLAP model
(Bimonte et al. 2005; Malinowski and Zimanyi
2003; Marchand et al. 2003). The aggregation
features of OLAP are modified for SOLAP to
handle geographic attributes. One approach is
to modify the OLAP’s multidimensional data
model “to support complex objects as measures,
interdependent attributes for measures and
aggregation functions, use of ad hoc aggregation
functions and n-to-n relations between fact and
dimension” (Bimonte et al. 2005).

SOLAP models are still under development, in
particular to formulate improved SOLAP-based
operators for spatial analysis, and more elaborate
working prototypes (Bimonte et al. 2005). In the
future, a standard accepted SOLAP model would
allow OLAP’s what-if efficiencies for quick and
flexible access to multidimensional data in data
warehouse to include the complexity of spatial
objects such as points, lines, and polygons. For
some applications, such a model might eliminate
the need for standard GIS software packages.

Business intelligence. Business intelligence
(BI) software packages often have spatial
features. BI consists of interactive models that
are designed to assist decision-makers (Gray
2006). In the context of data warehouses, BI can
conduct modeling based on information from
the data warehouse for forecasting, simulations,
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Store Location Dimension Table
Store Key
Region
Country
City
ZIP Code
Census Block Group

Fast Food Sales Fact Table
STORE LOCATION KEY
REGIONAL SALES KEY
PRODUCT KEY
REPORT-PERIOD KEY
  Total Sales
  Total No. of Sales Managers

Product Dimension Table
Product Key
Cost
Price
Buyer Attitude Index
Packaging

Report Period Dimension Table
Period Key
Report Type
Report length
Number of Food Items

Regional Sales Dimension Table
Region Key
Monthly Sales
Est. Competitor Monthly Sales
Sales Per Store Worker

Data Warehouses and GIS, Fig. 2 Data warehouse star schema, with location included

optimizations, and economic modeling. Spatial
capabilities can be present that include location
in the modeling and produce results as maps.

Data mining. It seeks to reveal useful and
often novel patterns and relationships in the raw
and summarized data in the warehouse in order
to solve business problems. The answers are
not pre-determined but often discovered through
exploratory methods (Gray 2006). The variety of
data mining methods include intelligent agents,
expert systems, fuzzy logic, neural networks,
exploratory data analysis, and data visualization
(Gray 2006; Codd 1995). The methods are able
to intensively explore large amounts data for pat-
terns and relationships, and to identify potential
answers to complex business problems. Some of
the areas of application are risk analysis, quality
control, and fraud detection.

There are several ways GIS and spatial tech-
niques can be incorporated in data mining. Before
the data mining occurs, the data warehouse can
be spatially partitioned, so the data mining is
selectively applied to certain geographies. Dur-
ing the data mining process, algorithms can be

modified to incorporate spatial methods. For in-
stance, correlations can be adjusted for spatial
autocorrelation (or correlation across space and
time), and cluster analysis can add spatial indices
(Viswanathan et al. 2005). After data mining,
patterns and relationships identified in the data
can be mapped with GIS software.

Physical structure. Underneath the data ware-
house’s conceptual structure, data are physically
stored either in multidimensional databases
keyed to OLAP or in standard relational data-
bases, which have slower performance. The
biggest vendors for physical data warehouses
are Oracle, IBM, and Microsoft. Some of their
products have built-in spatial functionality, like
Oracle Spatial 10g (Oracle 2006).

Large data warehouses may store many ter-
abytes of information, cost several million dol-
lars, and take up to 2 or 3 years to implement
(Gray 2006). Their pluses include better decision-
making capability, faster access, retention of data
for longer time periods, and enhanced data qual-
ity (Oracle 2006). Data quality is scrutinized and
improved as part of the ETL process.
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Spatially-enabled commercial data ware-
houses. Several major database and ERP vendors,
including Oracle, IBM, and SAP, offer spatially-
enabled database or data warehouse products.
They are full-scale relational databases or data
warehouses that have spatial functionality built
into them, including spatial layers, geocoding,
coordinate systems and projections, and spatial
analysis techniques. Although the functionality
is not as elaborate as the leading GIS software,
it has gained in capability, to a level that satisfies
many everyday business needs for maps and
spatial processing.

This following discussion introduces essen-
tials on commercial spatially-enabled data ware-
houses focusing on the Oracle Spatial 10g prod-
uct. Oracle Spatial 10g supports the Oracle Data
Warehouse, and has low-level to mid-level GIS
functionality. The data warehouse is available in
Oracle Spatial 10g and has features that include
a multidimensional OLAP engine and built-in
ETL features. This emerging trend demonstrates
how existing mainstream enterprise packages can
be commercially modified for mid-level spatial
applications, without the necessity of connecting
to traditional GIS software.

Design and construction of applications can
be done through Oracle Warehouse Builder, a
graphical design tool having: (1) a graphical “de-
sign environment” to create the data warehouse
based on metadata, and (2) a “runtime environ-
ment,” to convert the design into the physical
processes that run the data warehouse (Rittman
2006a). For viewing, Oracle Spatial 10g’s low-
level “Map Viewer” provides simple maps of
the dimensional attributes and summary data in
the data warehouse (Rittman 2006b). For higher-
level spatial analysis, major GIS vendor software
such as ESRI’s ArcGIS or Integraph’s GeoMedia
can be applied.

Key Applications

Data warehouses and GIS are applied to large-
scale data sets for analysis of complex spatial
problems that can include time. Important appli-
cations are for market segmentation, insurance

analytics, complex urban transport, city traffic
patterns and trends, patterns of credit results for
regions or nations, international tourism con-
sumer patterns, financial fraud, consumer loans,
and matching census variables between bordering
nations (Gray 2006; SQL Server Magazine 2002;
Reid 2006; Pick et al. 2000). In this section, two
examples are given of real-world applications:
(1) auto insurance applications (Bimonte et al.
2005) and (2) traffic patterns for the city area of
Portland, Oregon, over a time span of almost two
decades (SQL Server Magazine 2002).

Example of an auto insurance application.
Spatial data warehouses can be built for large-
scale analysis of auto insurance. In this example,
the data warehouse resides in Oracle Spatial 10g.
The business items in the data warehouse have
location attributes that include census blocks, lo-
cations of policies, business sites, landmarks, el-
evation, and traffic characteristics. For data ware-
houses in auto risk insurance, maps can be pro-
duced that take spatial views from the usual ZIP
code geography down to hundreds of small areas
within the ZIPs (Bimonte et al. 2005). This allows
underwriters to set more refined policy pricing.
The geoprocessing needs to be fast, many 10s
of millions of location data processed per day
(Bimonte et al. 2005).

Example of a local government application:
City of Portland. The City of Portland illustrates
use of a customized connector program to con-
nect a data warehouse to a GIS. The data consist
of city and regional traffic accidents from the
Oregon Department of Transportation. The so-
lution combined an SQL Server data warehouse
with a customized program written in ArcObjects
API (application programming interface) from
ESRI Inc. There is a pre-defined schema of non-
spatial and spatial attributes for transport of data
between the data warehouse and the ArcObjects
program.

The city’s spatial data warehouse for city and
regional traffic accidents has over 15 years of data
and 14 dimensions, including time, streets, age
and gender of participants, cause, surface, and
weather. Following cleaning of data entering the
data warehouse, location coordinates are added
by the GIS team for each traffic accident. At
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the staging server, ETL extracts data weekly to
two powerful clustered production servers. When
updates are called for, the data warehouse repeats
the ETL process, to output a new time slice of the
data.

The volume of data is huge, so attention was
given to mitigating performance bottlenecks
(SQL Server Magazine 2002). The solution
included optimizing replication of a time-slice
of data, and partitioning the data warehouse cube
to speed up the average access time. Users of
the city’s system utilize interactive maps of all
the accident locations during the past decade
and half, to supplement accident reports and
give added insight for decisions (SQL Server
Magazine 2002). The data are stored in an SQL
Server data warehouse.

The customized program allows the GIS soft-
ware to utilize part or all of the data ware-
house. The City of Portland assigned program-
mers from its Corporate Geographic Information
System (CGIS) Group to program the ETL and
access modules, based on ArcObjects API for Ar-
cGIS from ESRI (SQL Server Magazine 2002).
Because of the scope of the programs, CGIS
limited the types of questions users can ask to a
pre-defined set. The accident outputs consist of
tables and maps that are viewable on the Web.
Having both query of tables and visualization of
maps is regarded as crucial for users.

The benefits of this data warehouse/GIS ap-
proach include halving of replication time for a
time slice of data, fast spatial queries, and re-
sponse times shortened by 20-fold or more (SQL
Server Magazine 2002).

Future Directions

The contributions of GIS and spatial technologies
to data warehouse applications are to provide
mapping and spatial analysis. Data warehouse
applications can recognize locations of organiza-
tional entities such as customers, facilities, as-
sets, facility sites, and transport vehicles. GIS
provides visualization and exploration benefits
to understand patterns and relationships of en-
terprise information in the data warehouse, and

support better decisions. The challenges are to de-
sign spatially-enabled data warehouse architec-
tures that provide added value to corporate users
and customers, are flexible enough to change
with the rapid technology advances in this field,
and are efficient enough to achieve satisfactory
throughput and response times.

Future advances are anticipated that make data
warehouses more efficient, improve integration
of data warehouses with GIS, tune the analytic
outputs to the typical data-warehouse users, and
coordinate the spatial data warehouses with other
enterprise software such as ERP, supply chain,
and customer relationship management (CRM).
Since the large data sets for each time-slice are
written permanently to the data warehouse, the
location coordinates are often added in the ETL
stage or earlier. Future software needs to have
more efficient tools available during ETL such as
geocoding, to minimize employee time spent.

There needs to be faster and more seam-
less connector software and interfaces between
commercial data warehouse and GIS software.
Analytic software such as SAS and ArcGIS need
to have analysis capabilities that coordinate bet-
ter with the data warehouse. The future shows
promise that SOLAP will become standardized as
an extension of OLAP. Spatial data warehouses
serve analytic users who are interested in pat-
terns, associations, and longitudinal trends. In the
future, the GIS and spatial functions will become
even better focused on serving these users.

Cross-References

�OLAP, Spatial
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Synonyms

Data warehousing; Peer data management; Re-
solving semantic schema heterogeneity; Schema
mapping

Definition

Data’s organization is referred to as a schema.
When multiple sources of data must be combined
to retrieve information that is not contained en-
tirely in either one, typically they do not have the
same schemas. For example, database A’s schema
may store information about roads as “roads” and
database B’s schema may use “streets” for roads.
In order for information from database A and
database B to be integrated, they must resolve
the fact that the same information is stored in
different schemas; this is referred to as seman-
tic schema heterogeneity. To resolve semantic
schema heterogeneity, there must be some mech-
anism to allow queries to be asked over multiple
schemas. This involves (1) creating a database
schema that is the integration of the original
schemas (i.e., performing database schema inte-
gration), (2) creating a schema mapping between
the original schemas (a process known as schema
matching), and (3) having a system that allows
the mappings to be used to translate queries.
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Historical Background

Data stored in a database are typically curated
or owned by one organization. This organization
controls not only what data can be entered into
the database, but how that data is organized as the
schema of the database. In a relational database,
a schema is made up of relations-descriptions
of a concept-that are composed of single-valued
text attributes. For example a university mailing
database (“Mail”) might include the relation of
buildings (Table 1). This relation, named Build-
ing has attributes of Address, Location, Depart-
ment, and has two instances.

When each database is treated in isolation,
there is a unique representation of concepts in the
schema. For example, the address of a building in
Building is represented by an attribute “Address”.
To find all building addresses, a query would have
to be asked to find all “Address” attributes of the
Building relation. However, different databases
may represent their schemas in different ways
for same concepts. Table 2 shows how a building
might be differently represented in a maintenance
database (“Maintenance”):

Each contains separate information, but com-
bining the databases would allow new infor-
mation to be discovered that cannot be found
by using each database separately. For example,
given that the Geography Department is found
at 1984 West Mall, and the Chief Custodian for
1984 West Mall is Pat Smith, by combining the
information from the two sources, an admin-
istrator could tell that Pat Smith is the Chief

Custodian for the Geography department. Query-
ing multiple relations simultaneously requires un-
derstanding the differences in the schemas. For
example, querying all building addresses now
requires finding all “Address” attribute values in
Building (Table 1) and all “Location” attribute
values in Bldg (Table 2). Moreover, the schemas
differ in more complicated ways as well: the
concept of “Position” in Building corresponds to
the concatenation of the “Latitude” and “Longi-
tude” attributes in Bldg. The difference between
schemas is known as semantic heterogeneity.
Naturally, semantic heterogeneity was raised as
a concern as soon as databases that were created
needed to be combined, and the need for database
schema integration was recognized very early on
Shu et al. (1975).

Scientific Fundamentals

Schema Mapping Creation
Before the schemas can be integrated, the sim-
ilarities between attributes must be determined
so that a mapping can be created between the
schemas. For example, given the relations in
Tables 1 and 2, it is obvious to a human that
“Position” in Building (Table 1) corresponds to
the concatenation of “Latitude” and “Longitude”
in Bldg (Table 2). For scalability, this correspon-
dence (mapping) needs to be discovered in a more
automatic fashion. However, because determin-
ing if two schema elements are the same is inher-
ently reliant on information that is only present

Database Schema Integration, Table 1 An example relation named “Building” which represents building locations
in a mailing database for a university

Address Position Department

1984 West Mall 49ı150 5700N 123ı 1502200W Geography
2366 Main Mall 49ı150 4000N 123ı 1405600W Computer science

Database Schema Integration, Table 2 A representation of a building called “Bldg” in a maintenance database for
a university

Location Latitude Longitude Chief Custodian

1984 West Mall 49ı150 5700N 123ı 1502200W Pat Smith
2366 Main Mall 49ı150 4000N 123ı 1405600W Chin Yu
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Database Schema Integration, Fig. 1 A graphical representation of (a) the Building relation from the Mail database
(Table 1) and (b) the Bldg relation from the Maintenance database (Table 2)

in the designers’ heads, any semiautomatic ap-
proach must defer the ultimate decision about
when two concepts are equal to a human being.
Thus, the goal of schema matching is to create
computer tools to leverage a person’s decisions to
make the best possible mappings. A survey of the
techniques can be found in Rahm and Bernstein
(2001). Information about how the schemas are
related-which is necessary in schema matching-
can be found from a number of different sources
of information:

• Schema: information about the schema, par-
ticularly:
ı Name: the name of an element in a schema

(e.g., “Building”)
ı Type: the type of a schema element (e.g.,

“Integer”)
ı Structure: information about relationships

between elements in a schema (e.g., the
fact that “Building” contains an attribute
called “Address”)

• Data: the data in database instances can
provide additional evidence about how the
schemas are related. For example, the data
values may be identical or have similar
formats between instances in different
schemas e.g., the data values for the “Address”
attribute in Table 1 are more similar to those
of the “Location” attribute in Table 2 than the
“Position” attribute values. This suggests that
“Location” is more similar to “Address” than
“Position”.

Most schema matching algorithms treat schemas
as graphs. Figure 1a, b depict the graphs of the
Building relation in Table 1 and the Bldg relation
in Table 2 respectively.

A typical schema matching algorithm might
use the following procedure to account for the
example in Fig. 1:

• Building matches Bldg because “Bldg” is an
abbreviation of “Building”, and they each con-
tain a similar number of subelements.

• Address and Position both contain names with
similar meanings to Location, and both are
children of an already matched element. Both
elements are of type string, which does not
resolve whether Location is more similar to
Address or Position. However, looking at the
data instances, the data values of Address
and Location are identical and have similar
form. Given all of this structural, type, element
name, and data value information, Address
and Location would likely be matched to-
gether.

• The initial consideration for matching Posi-
tion would either be to Location, Latitude,
or Longitude, which is based on the struc-
tural information (i.e., they are all children
of matched elements) and the name of the
elements. Just as in the previous step, where
the data values helped to decide that Address
should be mapped to Location, the data in-
stances reduce some of the ambiguity of what
Position should be mapped to; the values of
Position are more similar to those of Lati-
tude and Longitude. This is reinforced by the
information that the match between Address
and Location is strong; it weakens the chances
that Location corresponds to Position. Hence a
matching algorithm is likely to conclude that
Position corresponds to either (1) Latitude (2)
Longitude or (3) the concatenation of Latitude
and Longitude. The third option, while obvi-
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Database Schema Integration, Fig. 2 A likely mapping between the elements in Fig. 1

ously the correct one, is difficult for systems
to create, since considering matches that are
more complex than one-to-one matches adds
substantially to the problem.

• Based on the fact that Department and Chief
Custodian are both attributes of relations that
have been previously matched (Building and
Bldg., respectively), both Department and
Chief Custodian would be checked to see if
matches existed for them as well. However,
given that there are no elements with names
of similar meanings and their instances are
also very dissimilar, they will likely not be
matched to any element.

Thus, the likely mapping between the two
schemas is as shown in Fig. 2.

Taking all the schema and data information
into account is a complicated procedure, and
many algorithms have been studied. Some repre-
sentative algorithms are:

• Learning source descriptions (LSD) Doan
et al. (2001) is a system that creates mappings
using machine learning methods (see Mitchell
(1997) for a reference) as follows. A
user creates some matches by hand (e.g.,
“Building” matches “Bldg”). These mappings
are then used to train various learners (e.g.,
the name, type, structure, and data matchers)
so that they will recognize aspects of the
input, for example, in one case to look for
abbreviation. Then a meta-learner is trained to
recognize the combination of those learners as
being a valid match, for example, in this case,
to weigh the name matcher highly. Given the
information provided by the meta-learner,

LSD can generalize the small number of
matches created by user input into many more
matches.

• Similarity flooding (Melnik et al. 2002); here,
an initial mapping is created by checking
for similarity in names, type, and data. For
example, in the schemas in Fig. 1, the algo-
rithm may discover that Building in Table 1
matches Building in Table 2, and that Position
matches Location. Next, the key notion of
the graph-based Similarity Flooding method
is applied: if elements are mapped to each
other, then schema elements that connect to
them are more likely to be mapped to each
other. For example, initially Position may be
ranked as fairly unrelated to any attribute.
However, given that Building matches Bldg,
and Position is an attribute of Building, as
Latitude and Longitude are attributes of Bldg,
then Position is more likely similar to Latitude
and Longitude. This similarity is then fed back
to create new matches until no new matches
can be found.

• Clio (Miller et al. 2000) starts where LSD
and similarity flooding ends. In Clio, the input
is a set of simple correspondences, like the
ones in Fig. 2. However, these simple corre-
spondences are not complex enough to ex-
plain how to translate data from one schema
to the other. For example, in Fig. 2, Position
is clearly related to Latitude and Longitude,
but it is not clear that one must concatenate
a Latitude and Longitude value to produce
a Position. Clio uses similar techniques to
those used to find the correspondences (i.e.,
examining the schema and data information)
and provide the details of how to translate an
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instance from one to the other. The output
of Clio is a query in either SQL (Structured
Query Language-the standard query language
for relational data), or for XML (Extensi-
ble Markup Language-a semistructured data
representation) an XML Query. This query
can translate the data from one source to
another.

Key Applications

After the schema mapping has been formed,
the correspondences between schema elements
exist, but it still remains to enable queries to be
simultaneously asked over all the input database
schemas. For example, Fig. 2 shows how the two
schemas in Tables 1 and 2 are related, but does
not allow them to be queried simultaneously.
There are a number of different mechanisms for
this; we concentrate on three of them: data ware-
housing, database schema integration, and peer
data management systems. In both data ware-
housing and database schema integration, a single
global schema is created, and queries are asked
over that schema. For example, Fig. 3 shows an
example of a global schema that might be created
as a result of the mapping (Fig. 2). After such a
mapping is created, a global schema is generally
made by combining the elements in the source
schemas, and removing duplicates, which can
either be done by hand, or through some more
automatic method. Batini et al. (1986) provide a
thorough explanation of what considerations have
to be made, and also provide a survey of some
early work. Additional work on this problem can
be found in other sources, including (Buneman
et al. 1992; Melnik et al. 2003; Pottinger and
Bernstein 2000).

However, aside from having a single schema
in which the sources are queried, the architecture

of data warehousing and database schema
integration systems differs in a key way: in a
data warehousing situation the data is imported
into a single store (Fig. 4a); and in a database
schema integration system, the data remains
in the sources, and at query time the user’s
query over the global schema is rewritten
into a set of queries over the source schemas
(Fig. 4b).

Data Warehousing
In data warehousing (Fig. 4a), the data is im-
ported from the sources. For this to happen, a
global schema needs to be created for the source
data to be imported into. This schema can be cre-
ated through a process such as the one described
to create the schema in Fig. 3. An example of
such a system can be found in Calvanese et al.
(1998). Additional complications for creating the
global schema include that the warehouse is often
used for answering different types of queries,
and must be optimized for this. For example, the
data cube (Gray et al. 1997) creates a schema
that allows for easy access to such information
as categorizing data on road length by national,
region, and city.

Database Schema Integration
In a database schema integration system, as
shown in Fig. 4b, the data are maintained
separately at each source. At query time
each query over the global schema has to be
reformulated into a query over a local source (see
Ullman (1997) for a survey).

Peer Data Management Systems
A peer-to-peer (P2P) system is a loose confed-
eration of sources, such as the one shown in
Fig. 5, where each peer may contain different
data, and is free to come and go at any time.
Typical P2P networks such as Napster have no

Database Schema
Integration, Fig. 3
A possible global schema
created from the input
schemas in Fig. 1
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Database Schema Integration, Fig. 4 Data Warehous-
ing (a) and Database schema integration (b) both involve
global schemas, but in data warehousing, the data is

imported to a central location, and in database schema
integration, the data is left at a source, and each query
requires retrieving data from the sources

Database Schema
Integration, Fig. 5 In a
Peer Data Management
System, an ad-hoc network
of peers exists. Queries are
typically asked over the
local peer’s schema, and
mappings between sources
are used to translate
queries and mappings back
and forth
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schemas, but instead issue blanket queries, e.g.,
“Britney Spears”. In GIS and other semantically
rich situations, this is insufficient, leading to
the emerging trend of peer data management
systems (PDMSs) (e.g., Bernstein et al. 2002;
Halevy et al. 2003). PDMSs maintain the flex-
ibility of a P2P system, but allow queries to
be asked over schemas rather than simple ex-
istence queries. This is in contrast to database
schema integration or data warehousing systems,
since the networks are so flexible, and there is
no overriding authority. Hence, rather than hav-
ing a centralized mechanism for ensuring that
the schemas are the same, or creating a single,
global schema, typically each source has its own
schema. Then, each new peer that enters the
system must create a mapping to one or more
peers already in the network. Peers for which
a direct mapping exists between are called ac-
quaintances. For example, if the Mail database
were just entering the network, it might create
mappings between itself and the Maintenance
and Payroll databases, which would then become
its acquaintances.

At query time, users ask queries over their
local sources in one peer. Queries are then trans-
lated into queries over each acquaintance, which
passes back its data, and then also forwards the
query to its acquaintances that respond with their
answers as well. Eventually, all relevant data
are passed back to the peer that initiated the
query. For example, a user of the Mail database
query for all building positions would query for
“Position” in Mail. In addition to those answers
being returned, the PDMS would also look at the
mappings to Maintenance and Payroll and return
the concatenation of Latitudes and Longitudes
in Maintenance, and whatever corresponded to
Location in Payroll. Additionally, Maintenance
would then check its mapping to Benefits to see
if any corresponding information existed in it,
before all answers were returned. This reliance
on the ability of the peers to compose map-
pings between sources, is unfortunately a difficult
problem that is the object of ongoing research
(e.g., Fagin et al. 2004; Madhavan and Halevy
2003).

Future Directions

Currently, as indicated, most research on schema
mapping is on one-to-one schema mappings, and
solving the simple problem. More research (e.g.,
Dhamankar et al. 2004) is focusing on having
mappings that are more complex than one-to-one
(e.g., the mapping of Position to the concatena-
tion of Latitude and Longitude in Fig. 2). Current
work on data integration is also concentrating on
how to combine data from sources that are struc-
tured (e.g., have a relational structure) with those
who have minimal structure (e.g., plain text), and
how to allow more structured querying of loose
confederations of data (Madhavan et al. 2006).

Cross-References

�Conflation of Geospatial Data
�Geocollaboration
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�Geospatial Semantic Web, Interoperability
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�Mobile P2P Databases
�Ontology-Based Geospatial Data Integration
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Synonyms

Knowledge based systems

Definition

A decision support system (DSS) is a computer-
based system that combines data and decision
logic as a tool for assisting a human decision-
maker. It usually includes a user interface for
communicating with the decision-maker. A DSS
does not actually make a decision, but instead
assists the human decision-maker by analyzing
data and presenting processed information in a
form that is friendly to the decision-maker.

Main Text

Decision systems are typically combination of
rule sets and decision logic (a “decision engine”)
that operate on particular data contained within
a specified database. The data in the database
are processed and arranged in such a way to be
accessible to the decision engine. The decision
engine may aggregate various data to form usable
information for the decision-maker, or it may
search the data to find meaningful patterns that
may also be useful.

Decision support systems (DSS) are increas-
ingly being combined with geographic informa-
tion systems (GIS) to form a hybrid type of
decision support tool known as a spatial decision
support system (SDSS). Such systems combine
the data and logic of a DSS with the powerful
spatial referencing and spatial analytic capabili-
ties of a GIS to form a new system that is even
more valuable than the sum of its parts.

Cross-References

� Spatial Decision Support System

Decision Support Tools for
Emergency Evacuations

�Emergency Evacuation, Dynamic Transporta-
tion Models

Decision-Making Effectiveness with
GIS

Martin D. Crossland
School of Business, Oral Roberts University,
Tulsa, OK, USA

Synonyms

Business application; Marketing information sys-
tem

Definition

A spatial decision support system (SDSS) is a
computer-based system that combines conven-
tional data, spatially-referenced data and infor-
mation, and decision logic as a tool for assisting a
human decision-maker. It usually includes a user
interface for communicating with the decision-
maker. It is the logical marriage of geographic
information systems (GIS) and decision support
systems (DSS) technologies to form an even more
powerful assistant for decision-making. In these
systems the database and decision engine of the
DSS is enhanced with the capability of speci-
fying, analyzing, and presenting the “where” of
information sets within the GIS. An SDSS does
not actually make a decision, but instead assists
the human decision-maker in reviewing and ana-
lyzing data and presenting processed information
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in a form that is friendly to the decision-maker.
Effectiveness of an SDSS generally concerns how
much “better” a decision made is relative to a
decision made without such technology support.

Historical Background

Geographic information systems (GIS) have been
increasingly employed to the tasks of modern
problem-solving. It has been recognized that
many everyday situations and problems involve
information and data that contain spatially-
referenced features or components. For example,
traffic problems happen in specific places, and
those places have various spatially-referenced
descriptors, such as shape of the roadway
(i.e., curved versus straight), or how close the
problems occur to an intersection with another
roadway. Indeed, some of the most influential
components of many types of business or
societal decisions involve some determination
or estimation of the nearness or even co-
location of two or more features or items of
interest. For these types of questions involving
the exact location of such features, one may
wish to employ computer-based tools which
reference information databases to determine
what information is relevant to the decision, as
well as how to use that information.

The science of decision-making has employed
computer-based or computer-enhanced methods
for quite some time now. Some of the “new”
automated methods of decision making were first
presented over 45 years ago (Simon 1960). The
use of computers has since evolved from the early
automation into quite complex and powerful de-
cision support systems (DSS) that utilize vari-
ous storehouses of information (e.g., databases),
along with specified or derived rules sets. These
assist or enable a user to make effective deci-
sions about specific subject areas, or knowledge
domains. The development, use, and analysis of
DSS has been described quite extensively (e.g.,
in Bonczek et al. 1981 and Sprague 1980).

Solutions for many types of problems have
remained elusive, however, especially when the
data involved spatial components, because decid-

ing how such data could be related and analyzed
was not straightforward. In a typical database,
information records may be related based on
textual or numerical fields that certain records
hold in common among two or more tables in
the database. For example, a table of employees’
personal information might be linked to a table of
total annual compensation by their social security
number.

However, for many other types of information
the only features certain entries in the database
may have in common are their locations. For
example, one might want to know something
about whether there is some statistically signifi-
cant relationship between nitrogen-enrichment in
bodies of water and the application of manure-
based fertilizers on crop lands. The answer to this
type of question may involve not only the precise
locations of the two data sets in question, but vari-
ous other spatially-referenced information as well
(e.g., direction of slope of the land, movements
of rivers and streams, etc.). In addition, the only
available means of relating these data sets may be
their locations.

For solving these latter types of problems,
the spatial decision support system (SDSS) has
evolved. SDSS is the logical marriage of GIS and
DSS technologies to form an even more powerful
assistant for decision-making. In these systems
the database and decision engine of the DSS is
enhanced with the capability of specifying, ana-
lyzing, and presenting the “where” of information
sets within the GIS. As early as over 25 years ago,
a somewhat prophetic Harvard Business Review
article (Takeuchi and Schmidt 1980) described
several examples of problem types that should be
solvable using GIS-like computer technologies.
Later reports have actually named SDSS as the
technology of choice Armstrong and Densham
(1990) and Keenan (2003).

Scientific Fundamentals

As decision support technologies emerged, a nat-
ural question was whether they actually provided
the decision-maker with increased decision ca-
pacity, better accuracy, reduced times for deci-
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sions, and other measures of decision effective-
ness. Even from early on, quite a number of
studies were reported for the more generalized
form of decision support systems Lucas (1979)
and Money and Wegner (1988). As these studies
progressed and GIS/SDSS emerged, it was soon
realized that similar studies were needed regard-
ing the effectiveness decision-making when using
GIS and SDSS.

One of the earliest studies actually quantified
SDSS decision effectiveness (Crossland 1992)
and demonstrated that decision-makers had
shorter decision times and higher accuracies
for problems involving spatially-referenced
information, even for problems of different
complexity. These findings were confirmed and
replicated in other studies Crossland et al. (1995)
and Mennecke et al. (2000).

Key Applications

Spatial decision support systems are now em-
ployed in many industries and civic applications,
from business uses to public health manage-
ment. Some interesting applications include the
following.

Urban Construction
SDSS are used in analyzing, designing, and im-
plementing urban constructions projects. They
often include discussions of using fuzzy set theory
for multicriteria decision making (Cheng et al.
2002).

Modeling Natural Systems for Proper
Management
One large application area is modeling natural
systems for proper management, dealing with
topics such as forest systems, ecosystems
management, physical environmental modeling,
petroleum waste management, and others. They
involve activity planning as well as conservation
topics Karlsson et al. (2006) and Zhang et al.
(2006).

Planning
A broad application area involves various types of
planning decisions, including urban, environmen-
tal, and telecommunications infrastructure (Cul-
shaw et al. 2006).

Agriculture and Land Use
Another large group of applications is focused
primarily on agriculture and agricultural uses of
land resources, including fertilization and nu-
trient management, and also crop and livestock
systems and land use planning Choi et al. (2005)
and Ochola and Kerkides (2004).

Group SDSS
An interesting set of early work in DSS included
how individual stakeholders could combine their
decision-making tasks in order to arrive at higher
quality decisions as a group. There has been con-
siderable interest in bringing that collaborative
approach to group decision-making with SDSS
(Hendriks and Vriens 2000).

Health Care Management
Health care is a widely-cited application area of
SDSS for many types of analyses, all the way
from disease outbreak studies to provision of
public health care services Johnson (2005) and
Rushton (2003).

Forestry Management and Conservation
A number of SDSS applications focus specif-
ically on forestry management and natural re-
source conservation Geneletti (2004) and Rao
and Kumar (2004).

Traffic Management
SDSS has bee utilized in studies concerning traf-
fic management systems, where vehicular traffic
flows are documented and analyzed Randall et al.
(2005) and Tarantilis and Kiranoudis (2002).

Marketing Information System
SDSS has been applied in what has been termed
a marketing information system, where the de-
cision maker can use spatially-referenced data
in studying the four domains of the marketing
decision universe: price, place, positioning, and
promotion (Hess et al. 2004).
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Environmental Hazards Management
Environmental hazards management includes
some of the highest-profile application of SDSS -
for predicting, planning for, and responding to
various risks and hazards, both man-made and
natural Keramitsoglou et al. (2003) and Martin
et al. (2004).

Water Resources Management
Water resources management applications focus
on tracking locations, flows, quality, and sustain-
ability of water resources Liu (2004) and Nauta
et al. (2003).

Future Directions

GIS have been used increasingly in decision sup-
port roles. The resulting spatial decision sup-
port systems have been found to be valuable as-
sets in many different arenas of decision-making,
from business to public management to public
resources management. Since almost everything
on the earth has a “where” component that af-
fects how one looks at it and evaluates it, a
natural approach would be to use this spatially-
referenced information whenever possible to help
make timely, effective business decisions and life
decisions.
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Synonyms

Degree Library; Degree Open Source Frame-
work; Geo-portal; GML; GNU; ISO/TC 211;
Java; OGC; OGC Web service; Open source;
Public-domain software; SDI (Spatial Data In-
frastructure); WCS; Web coverage service; Web
map service; WMS; XML

Definition

deegree (http://www.deegree.org) is a Java-based
open source framework for the creation of spatial
data infrastructure (SDI) components. It con-
tains the services needed for SDI (deegree Web
Services) as well as portal components (dee-
gree iGeoPortal), mechanisms for handling se-
curity issues (deegree iGeoSecurity) and stor-
age/visualization of three-dimensional (3D) geo-
data (deegree iGeo3D).

deegree is conceptually and interface-wise
based on the standards of the Open Geospatial
Consortium (OGC) and ISO/TC 211. At the
time of writing it is the most comprehensive
implementation of OGC standards in one open
source framework. The framework is component-
based to a high degree, allowing the flexible
creation of solutions for a wide variety of use
cases.

deegree is the official reference implementa-
tion of the OGC for the Web Map Service (WMS)
(de La Beaujardière 2003) and Web Coverage
Service (WCS) (Evans 2002) standards. It is
published under the GNU Lesser General Public
License.

Historical Background

deegree is managed in cooperation between the
private company lat/lon and the Geographic In-
formation System (GIS) working group of the
University of Bonn (Fitzke et al. 2004). The roots
of deegree go back to a project of the University
of Bonn named EXSE (GIS-Experimental server
at the Internet) in the year 1997. The aim of
the project was an experiment-based analysis of
merging GIS functionality and Internet technol-
ogy. During the following 3 years several tools
and software modules had been developed in-
cluding a first implementation of the OGC Simple
Feature for CORBA specification as an Open
Source Java API (Application Programming In-
terface) (sf4j-Simple Features for Java).

In spring 2001, the sf4j project, the existing
tools and software modules were rearranged into
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a new project called Java Framework for Geospa-
tial Solutions (JaGo) aiming to realize an open
source implementation of the OGC web service
specifications. The first service implemented was
the OGC WMS 1.0.0 specification in summer
2001. By the end of that year WFS (Web Feature
Service) 1.0.0 and WCS 0.7 followed. As the
important web domains (.de, .org, .net) for JaGo
were not available it was decided at the end of
2001 to rename the project “deegree”. At that
time, deegree had the version number 0.7, the
framework contained implementations for OGC
WMS 1.0.0, WFS 1.0.0, WCS 0.7 and Web Ser-
vice Stateless Catalog Profile specifications and a
geometry model based on ISO 19107.

The next important step was the release of
deegree 1.0 in late summer 2002. Some changes
in the architecture offered a better handling of the
available OGC Web Services (OWS). An imple-
mentation of a multithreading service engine and
interfaces to remote OWS enabling high scala-
bility of applications were added. The following
minor versions featured new functions like a
transactional WFS (Vretanos ; Vretanos 2002),
a Gazetteer (WFS-G, Atkinson and Fitzke 2006)
and support of additional data sources. From this
time on, deegree WMS supported SLD (Styled
Layer Descriptor) (Lalonde 2002) and a Cata-
log Service (Nebert 2002). Security mechanisms
were added to the framework. An important step
for increasing the publicity of the project was
moving it to sourceforge as its distribution plat-
form. Several developers started reviewing the
deegree code base and adding code to the project.

An additional working thread in the develop-
ment of the framework was started in 2003. It
aims at offering components to enable developers
to create web clients based on deegree (Müller
and Poth 2004). This new client framework is
named iGeoPortal and is part of deegree and
supports the OGC standard Web Map Context
1.0.0 (Humblet 2003).

One of the most important steps in deegree
development was participation in the OGC Con-
formance and Interoperability Test and Evalua-
tion Initiative (CITE) project in summer 2003,
that resulted in deegree becoming the official
OGC reference implementation for WMS 1.1.1

specification. The participation of lat/lon and dee-
gree in CITE was so successful that lat/lon has
been charged by the OGC to develop WCS 1.0.0
and WMS 1.3 reference implementations with
deegree in the context of OGC’s OWS-2 and
OWS-4 initiatives.

In 2005, deegree2 was launched, again rep-
resenting a great step forward in the develop-
ment of the framework. The keystones of dee-
gree2 are a model-based mechanism for deegree
WFS, allowing flexible implementation of differ-
ent data models using Geography Markup Lan-
guage (GML) application schemas. Additionally,
the development of a portlet-based client frame-
work called deegree iGeoPortal-portlet edition,
support for 3D data structures and a web pro-
cessing service (WPS) (Kiehle and Greve 2006;
Schut and Whiteside 2005) implementation are
included in deegree2.

Scientific Fundamentals

A classical GIS is a monolithic and complex
application that requires deep technical knowl-
edge on the user side. Besides a small number of
experts who are willing and able to use such sys-
tems there exists a large number of users who are
just expecting to get a useful and simple answer
to a more or less clearly formulated question. To
satisfy this need it is not acceptable for most users
to buy, install and work with a classical GIS.

Key words of the last years describing the
emergence of a new generation of GIS software
are “Web-GIS” and “spatial web services”. Both
are closely related to the specifications of the
OGC and the ISO/TC211. These developments
highlight a paradigm shift in GIS software de-
sign. Instead of having large and very complex
monolithic systems a more flexible approach is
in the process of establishing itself: moving GIS
functionality to Inter- and Intranet Web appli-
cations. At the first stage of this development
Web GIS was limited to read-only (or view-only)
spatial information systems, with an emphasis on
maps produced by web map servers. Emerging
computer power, increasing public availability of
the Internet and the increasing need for more so-
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phisticated spatial information and services lead
to the development of additional spatial web ser-
vices. Related to this, standardization of spatial
web services became more important. Today the
OGC is widely accepted as a central organi-
zation for specifying GIS related services and
formats for geodata exchange. So today it is pos-
sible to realize complex SDIs using OWS includ-
ing data visualization [WMS and Web Terrain
Service (WTS)], data access (WCS and WFS),
data manipulation (WFS-T) and data exploitation
(Catalog Service, Gazetteer Service) by connect-
ing different standardized spatial web services
through a network. Each of these services can be
interpreted as a module that can be connected to
one or more other modules through standardized
interfaces.

deegree as an open source/free software java
project aims to offer these services as well as
a client framework and API for more basic GIS
functions to enable the realization of highly con-
figurable and flexible SDIs.

The architecture of deegree uses OGC con-
cepts and standards for its internal architecture as
well as for its external interfaces. This idea is best
described using deegree Web Map Service as an
example. Figure 1 shows the different kinds of
data sources deegree WMS is able to handle and
how they are integrated into the overall architec-
ture.

deegree WMS supports WMS versions 1.1.0,
1.1.1 and 1.3. It can access vector and raster
data. For access to vector data, the WFS inter-
face is used inside deegree, while for raster data
access, the WCS interface is used. The terms
“REMOTEWFS” and “REMOTEWCS” denote
the possibility of using WFS and WCS services
as data sources and displaying their data. In the
case that the data access is realized by deegree
itself, an internal (faster) interface is used that
behaves similar to WFS/WCS but exists as part of
the deegree API and can therefore be used in the
same Java Virtual Machine (JVM). In this case,
the LOCALWFS and LOCALWCS data sources
are instantiated. A local WFS can use databases
with spatial extension like PostGIS or Oracle,
and all kinds of other relational databases using a
concept called GenericSQLDataStore or Shape-
files. A local WCS can use file-based rasterdata
or Oracle GeoRaster. The last possibility is to ac-
cess remote WMS Services (“REMOTEWMS”),
cascading their maps inside deegree.

The concept of reusing OGC and ISO stan-
dards and interfaces inside the architecture is a
special characteristic of deegree.

All configuration files of deegree are Extensi-
ble Markup Language (XML)-based and reuse
relevant OGC specifications wherever possible.
The configuration documents for deegree WFS
for example consist of extended GML applica-

deegree Free Software,
Fig. 1 Architecture
diagram of deegree Web
Map Service (WMS). WCS
Web Coverage Service,
WFS
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tion schemas and WFS capabilities files. This
mechanism makes configuring deegree easier for
people familiar with OGC specifications, while
at the same time making working with deegree
a practical OGC tutorial.

Key Applications

deegree is mainly used in systems where interop-
erability is an important issue. This includes the
following application areas.

Geoportals
Different kinds of SDI portals are created using
deegree iGeoPortal standard and portlet edition
and the corresponding geo-webservices. While

deegree standard edition is using DHTML (Dy-
namic HTML) technology, the portlet edition is
based on the JSR-168, the portlet standard. Both
editions use AJAX technology for some specific
modules. These portals include standard Web-
GIS and specialized applications as used by mu-
nicipalities, environmental, surveying and other
agencies.

deegree iGeoPortal itself consists of different
modules for separate, but combinable, function-
alities. The list of modules includes: map, down-
load, gazetteer, catalog and security (Fig. 2).

3D Data Storage and Visualization
deegree can be used to store 3D geodata such
as digital terrain and building models in file-
based systems and relational databases. Using
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different deegree web services, this data can be
queried and displayed. These systems are often
used by surveying agencies and municipalities
to store their 3D data for commercial purposes
or to fulfil EU regulations such as the European
noise guidelines. deegree iGeo3D uses the OGC
standards WFS, WCS, WTS and CityGML.

Metadata and Catalogs
Catalog services are key components for SDIs.
Metadata based on the ISO standards 19115
(metadata for geodata) and 19119 (metadata
for geoservices) and 19139 (XML encoding of
19115) can be used to describe georesources
in a standardized way. deegree includes
functionalities for the creation, storage, querying,
retrieval and display of metadata. These systems
are used by all kinds of institutions in need
of handling large amounts of geodata. deegree
implements the core functionality of catalog
services (Nebert 2002) as well as the so-called
ISO Application Profile (Voges and Senkler
2004).

Security Components
Access control for geodata and services is an
important issue for a wide variety of applica-
tions. deegree iGeoSecurity can be used to define
access mechanisms using authentication and au-
thorization mechanisms, secure connections and
filtering of geodata. A database for managing
users, user groups, roles and rights called deegree
U3R is the core of the security components.

Desktop GIS
An additional application area of deegree is the
classical desktop GIS. Using deegree compo-
nents, the open source desktop GIS Java Uni-
fied Mapping Platform (JUMP) was enhanced
to support WMS and WFS. A number of ad-
ditional modifications and extensions was also
developed.

Future Directions

The deegree framework is continually enhanced
and extended. Three main areas will be focal
points for the future of deegree. These are:

• Professional geoportals using technologies
such as JSR-168, AJAX and web service
standards like WSDL. Key challenges here
will be modularity and usability while
maintaining good performance.

• 3D solutions for efficient and extensible han-
dling of digital 3D data. Fast access to large
amounts of data and flexible storage and visu-
alization of different levels of detail of build-
ing models are the major tasks. The estab-
lishment of CityGML as OGC standard in the
future is an important aspect for this.

• Metadata storage and creation using interna-
tional standards. Standardization and work-
flow modeling is an important aspect in this
application area. Of major importance is sup-
port of the publish-bind-find paradigm, that al-
lows dynamic binding of OWS during runtime
of a system.

Cross-References
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Dimensionally Extended
Nine-Intersection Model (DE-9IM)

Christian Strobl
German Remote Sensing Data Center (DFD),
German Aerospace Center (DLR), Weßling,
Germany

Synonyms

4IM; 9IM; Clementini Operators; DE-9IM;
Egenhofer Operators; Four-Intersection Model;
Nine-Intersection Model; Topological Operators

Definition

The Dimensionally Extended Nine-Intersection
Model (DE-9IM) or Clementini-Matrix is
specified by the OGC “Simple Features for
SQL” specification for computing the spatial
relationships between geometries. It is based on
the Nine-Intersection Model (9IM) or Egenhofer-
Matrix which in turn is an extension of the Four-
Intersection Model (4IM).

The Dimensionally Extended Nine-Intersection
Model considers the two objects’ interiors,
boundaries and exteriors and analyzes the
intersections of these nine objects parts for their
relationships (maximum dimension (�1; 0; 1, or
2) of the intersection geometries with a numeric
value of �1 corresponding to no intersection).

The spatial relationships described by the
DE-9IM are “Equals”, “Disjoint”, “Intersects”,
“Touches”, “Crosses”, “Within”, “Contains” and
“Overlaps”.
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Historical Background

Regarding the description of topological relation-
ships of geodata, three common and accepted
approaches exist. Each of these systems describes
the relationship between two objects based on an
intersection matrix.

• FourIntersection Model (4IM): Boolean set of
operations (considering intersections between
boundary and interior)

• NineIntersection Model (9IM): Egenhofer op-
erators (taking into account exterior, interior
and boundary of objects)

• Dimensionally Extended NineIntersection
Model (DE-9IM): Clementini operators using
the same topological primitives as Egenhofer,
but taking the dimension type of the intersec-
tion into consideration.

The three intersection models are based on
each other. The Dimensionally Extended
Nine-Intersection Model (Clementini et al.
1993; Clementini and Di Felice 1994, 1996)
dimensionally extends the Nine-Intersection
Model (9IM) of Egenhofer and Herring (1991).
The Nine-Intersection Model in turn extends the
Four-Intersection Model (4IM) from Egenhofer

(1989) and Egenhofer and Herring (1990, 1991)
by adding the intersections with the exteriors
(Egenhofer et al. 1993, 1994).

The Dimensionally Extended Nine-Intersec-
tion Model (DE-9IM) is accepted by the ISO/TC
211 (ISO/TC211 2003) and by the Open Geospa-
tial Consortium (OGC 2005), and will be de-
scribed in the following paragraphs.

Scientific Fundamentals

Each of the mentioned intersection models is
based on the accepted definitions of the bound-
aries, interiors and exteriors for the basic ge-
ometry types which are considered. Therefore,
the first step is defining the interior, boundary
and exterior of the involved geometry types. The
domain considered consists of geometric objects
that are topologically closed (Table 1).

• Boundary: The boundary of a geometry object
is a set of geometries of the next lower dimen-
sion.

• The interior of a geometry object consists of
those points that are left (inside) when the
boundary points are removed.

• The exterior of a geometry object consists of
points not in the interior or boundary.

Dimensionally Extended Nine-Intersection Model (DE-9IM), Table 1 Definition of the interior, boundary and
exterior for the main geometry types which are described by the open geospatial consortium (OGC 2005)

Geometric subtypes Dim Interior (I) Boundary (B) Exterior (E)

Point, MultiPoint 0 Point, points Empty set Points not in the interior
or boundary

LineString, Line 1 Points that are left when
the boundary points are
removed

Two end points Points not in the interior
or boundary

LinearRing 1 All points along the Lin-
earRing

Empty set Points not in the interior
or boundary

MultiLineString 1 Points that are left when
the boundary points are
removed

Those points that are in
the boundaries of an odd
number of its element
curves

Points not in the interior
or boundary

Polygon 2 Points within the rings Set of rings Points not in the interior
or boundary

MultiPolygon 2 Points within the rings Set of rings of its poly-
gons

Points not in the interior
or boundary
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The next step is to consider the topological
relationship of two geometry objects. Each
geometry is represented by its Interior (I),
Boundary (B) and Exterior (E), thus all possible
relationships of two geometry objects can be
described by a 3 � 3-matrix. If the values of
the matrix are the dimension of the respective

relationship of the two geometry objects, e.g.,
between the interior of geometry object A
and the boundary of geometry object B, the
result is the Dimensionally Extended NineIn-
tersection Matrix (DE-9IM) after Clementini
and Di Felice (1996). This matrix has the
form

DE � 9IM.A; B/ D
2
4

dim .I.A/ \ I.B// dim .I.A/ \ B.B// dim .I.A/ \ E.B//

dim .B.A/ \ I.B// dim .B.A/ \ B.B// dim .B.A/ \ E.B//

dim .E.A/ \ I.B// dim .E.A/ \ B.B// dim .E.A/ \ E.B//

3
5 :

Topological predicates are Boolean functions
that are used to test the spatial relationships be-
tween two geometry objects. The Dimensionally
Extended NineIntersection Model provides eight
such spatial relationships between points, lines
and polygons (q.v. OGC (2005) and Table 2).

The following describes each topological
predicate by example:

“Equals”: Example DE-9IM for the case
where A is a Polygon which is equal to a
Polygon B.

“Disjoint”: Example DE-9IM for the case
where A is a Line which is disjoint to a
MultiPoint object B. NB: The boundary of
a Point is per definition empty (�1).

“Intersects”: Example DE-9IM for the case
where A is a Line which intersects a Line
B. NB: The “Intersects”-relationship is the
inverse of Disjoint. The Geometry objects
have at least one point in common, so the
“Intersects” relationship includes all other
topological predicates. The example in Fig. 3
is therefore also an example for a “Crosses”-
relationship.

“Touches”: Example DE-9IM for the case
where A is a Polygon that touches two other
Polygons B and C. The DE-9IM for both
relationships differs only in the dimension

of the boundary-boundary-intersection which
has the value 1 for the relationship A/B and
the value 0 for the relationship A/C.
“Crosses”: Example DE-9IM for the case
where A is a Polygon and B is a Line that
crosses line A.

“Overlaps”: Example DE-9IM for the case
where A is a Line which overlaps the
Line B. The overlaps-relationship is not
commutative. Line A overlaps Line B is
different from Line B overlaps Line A.
The consequence of this not-commutative
relationship is that the DE-9IM differs yet
in the interior-boundary-respectively in the
boundary-interior-relationship (bold printed).

“Within”: Example DE-9IM for the case
where A is a Line which lies within the
Polygon B.

“Contains”: Example DE-9IM for the case
where A is a MultiPoint Object (squares)
which contains another MultiPoint B (circles).

The pattern matrix represents the DE-9IM set
of all acceptable values for a topological predi-
cate of two geometries.

The pattern matrix consists of a set of 9 pat-
ternvalues, one for each cell in the matrix. The
possible pattern values p are (T, F, *, 0, 1, 2)
and their meanings for any cell where x is the
intersection set for the cell are as follows:
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Dimensionally Extended Nine-Intersection Model (DE-9IM), Table 2 Topological predicates and their corre-
sponding meanings after the dimensionally extended NineIntersection model, from Davis and Aquino (2003)

Topological predicate Meaning

Equals The geometries are topologically equal

Disjoint The geometries have no point in common

Intersects The geometries have at least one point in common (the inverse of disjoint)

Touches The geometries have at least one boundary point in common, but no interior points

Crosses The geometries share some but not all interior points, and the dimension of the
intersection is less than that of at least one of the geometries

Overlaps The geometries share some but not all points in common, and the intersection has the
same dimension as the geometries themselves

Within Geometry A lies in the interior of geometry B

Contains Geometry B lies in the interior of geometry A (the inverse of within)

Interior (A)
Interior (B)

Boundary (A)
Exterior (A)

2
–1
–1

Boundary (B)
–1
1
–1

Exterior (B)
–1
–1
2

Dimensionally Extended Nine-Intersection Model (DE-9IM), Fig. 1 Example for an “Equals”-relationship be-
tween a Polygon A and a Polygon B

Interior (A)
Interior (B)

Boundary (A)
Exterior (A)

–1
–1
0

Boundary (B)
–1
–1
–1

Exterior (B)
1
0
2

Dimensionally Extended Nine-Intersection Model (DE-9IM), Fig. 2 Example for a “Disjoint”-relationship be-
tween a Line A and a MultiPoint B

Interior (A)

Interior (B)

Boundary (A)

Exterior (A)

0

–1

1

Boundary (B)

–1

–1

0

Exterior (B)

1

0

2

Dimensionally Extended Nine-Intersection Model (DE-9IM), Fig. 3 Example for a “Disjoint”-relationship be-
tween a Line A and a MultiPoint B

p D T )dim.x/ 2 .0; 1; 2/ ; i. e. x ¤ ;

p D F )dim.x/ D �1 ; i. e. x D ;

p D � )dim.x/ 2 .�1; 0; 1; 2/ ; i. e.,Don’t Care
p D 0 )dim.x/ D 0

p D 1 )dim.x/ D 1

p D 2 )dim.x/ D 2 :

The pattern matrices for the eight topologi-
cal predicates of the DE-9IM are described in
Table 3.

One additional topological predicate is the
Relate predicate based on the pattern matrix. The
Relate predicate has the advantage that clients
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Dimensionally Extended
Nine-Intersection Model
(DE-9IM), Table 3
Topological predicates and
the corresponding pattern
matrices after the
dimensionally extended
NineIntersection model
(DE-9IM), OGC (2005)

Topological predicate Pattern matrix

A.Equals(B)

2
64

T � F

� � F

F F �

3
75

A.Disjoint(B)

2
64

F F �

F F �

� � �

3
75

A.Intersects(B)

2
64

T � �

� � �

� � �

3
75 or

2
64

� T �

� � �

� � �

3
75 or

2
64

� � �

T � �

� � �

3
75 or

2
64

� � �

� T �

� � �

3
75

A.Touches(B)

2
64

F T �

� � �

� � �

3
75 or

2
64

F � �

� T �

� � �

3
75 or

2
64

F � �

T � �

� � �

3
75

A.Crosses(B)

2
64

T � T

� � �

� � �

3
75 or

2
64

0 � �

� � �

� � �

3
75

A.Overlaps(B)

2
64

T � T

� � �

T � �

3
75 or

2
64

1 � T

� � �

T � �

3
75

A.Within(B)

2
64

T � F

� � F

� � �

3
75

A.Contains(B)

2
64

T � �

� � �

F F �

3
75

Interior (A)
A

B
C

Interior (B)

Boundary (A)
Exterior (A)

–1
–1
2

Boundary (B)
–1
1/0
1

Exterior (B)
2
1
2

Dimensionally Extended Nine-Intersection Model (DE-9IM), Fig. 4 Example for a “Touches”-relationship be-
tween three Polygons A, B and C

Interior (A)
Interior (B)

Boundary (A)
Exterior (A)

1
0
1

Boundary (B)
0

–1
0

Exterior (B)
2
1
2

Dimensionally Extended Nine-Intersection Model (DE-9IM), Fig. 5 Example for a “Crosses”-relationship be-
tween a Polygon A and a Line B
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Interior (A)

Interior (B)

Boundary (A)

Exterior (A)

1

0/–1

1

Boundary (B)

–1/0

–1

0

Exterior (B)

1

0

2

Dimensionally Extended Nine-Intersection Model (DE-9IM), Fig. 6 Example for an “Overlaps”-relationship
between two Lines A and B

Interior (A)
Interior (B)

Boundary (A)
Exterior (A)

1
0
2

Boundary (B)
–1
–1
1

Exterior (B)
–1
–1
2

Dimensionally Extended Nine-Intersection Model (DE-9IM), Fig. 7 Example for a “Within”-relationship between
a Line A and a Polygon B

Interior (A)
Interior (B)

Boundary (A)
Exterior (A)

0
–1
–1

Boundary (B)
–1
–1
–1

Exterior (B)
0
–1
2

Dimensionally Extended Nine-Intersection Model (DE-9IM), Fig. 8 Example for a “Contains”-relationship be-
tween two MultiPoints A and B

can test for a large number of spatial relationships
which topological predicate is the appropriate
one. With the Relate method defined by OGC
(2005), the pattern matrix after the DE-9IM can
be determined, e.g., in PostGIS

SELECT RELATE(a.geom,b.geom)
FROM country a, river b
WHERE a.country_name=‘Bavaria’
AND b.river_name=‘Isar’;

———–
1020F1102
The comparison with the pattern matrices

from Table 3 shows the “Crosses”-predicate as
a result for the topological relationship between
the country “Bavaria” and the river “Isar”.

Key Applications

The Dimensionally Extended Nine-Intersection
Model is mainly used in the field of spatial
databases like PostGIS, Oracle Spatial, ArcSDE

or Spatial Support for DB2 for z/OS (formerly
known as DB2 Spatial Extender). Additionally,
the DE-9IM is also integrated into GIS libraries
like JTS and GEOS, and desktop GIS like Jump
and GeOxygene.

Future Directions

A lot of work which extends the DE-9IM has al-
ready been done. Extensions exist which consider
regions with holes (Egenhofer et al. 1994), com-
posite regions (Clementini et al. 1995) and het-
erogeneous geometry-collection features (Zhong
et al. 2004). The pitfall is in the lack of integration
within this work regarding the common GIS-
software mentioned above.

Further directions will probably involve the
use of the DE-9IM in the broad field of the
geospatial semantic web, e.g., Egenhofer (2002),
development of topological relationships for 3D
Objects, e.g., Borrmann et al. (2006), and the
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extension of the DE-9IM for spatio-temporal
databases (Güting and Schneider 2005).

Cross-References

�Mathematical Foundations of GIS
�OGC’s Open Standards for Geospatial Interop-

erability
�Open-Source GIS Libraries
�Oracle Spatial, Geometries
� PostGIS
� Spatiotemporal Query Languages
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Directional Relations

Spiros Skiadopoulos
University of Peloponnese, Tripoli, Greece

Synonyms

Cardinal direction relations; Direction relations;
Orientation relations

Definition

Directional relations are qualitative spatial rela-
tions that describe how an object or a region is
placed relative to other objects or regions. This
knowledge is expressed using symbolic (qualita-
tive) and not numerical (quantitative) terms. For
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instance, north, southeast, front, and back-right
are directional relations. Such relations are used
to describe and constrain the relative positions of
objects or regions and can be used to pose queries
such as “Find all objects/regions a, b, and c such
that a is north of b and b is southeast of c.”

Historical Background

Qualitative spatial relations (QSRels) approach
commonsense knowledge and reasoning about
space using symbolic and qualitative rather
than numerical and quantitative terms and
methods (Hernández 1994) (see also reference to
�Qualitative Spatial Reasoning entry). QSRels
have found applications in many diverse scientific
areas such as geographic information systems,
artificial intelligence, databases, and multimedia.
Most researchers in QSRels have concentrated
on the three main aspects of space, namely,
topology, distance, and direction. The uttermost
aim in these lines of research is to define more
expressive and more intuitive categories of spatial
relations and operators. At a second stage, these
efforts are accompanied with efficient algorithms
for (a) the extraction of the relations, (b) the
automatic processing of the corresponding
operators, and (c) the processing of queries
involving relations and operations.

Specifically, for directional relations, research
has provided a plethora of models. Such mod-
els have different properties and cover a wide
range of applications (desirable properties of di-
rectional relations are discussed in Frank 1996).
To start with, some directional relations models
are able to accommodate point objects (or point-
based approximations), and some others are able
to handle extended objects and regions (or ex-
tended object or region approximations). Most
models use an absolute or a relative frame of
reference but in general can be adopted to an
intrinsic frame of reference as well (reference to
�Reference Frames entry). Additionally, some
models express binary directional relations (i.e.,
relations defined on two objects or regions), and
some others express ternary directional relations

(i.e., relations defined on three objects or re-
gions).

Scientific Fundamentals

Several models capturing directional relations
have been proposed in the literature. Most com-
monly, a directional relation is a binary relation
that describes how a primary object or region a

is placed relative to a reference object or region b

(e.g., region a is north of b or object u is to the
right of v). Early models for directional relations,
to determine orientation, they:

• use an external coordinate system (i.e., use
an absolute frame of reference – see also
reference to �Reference Frames entry) and

• are defined on points or point approximations
of extended objects or regions (Frank 1996;
Hernández 1994; Ligozat 1998).

For instance, in Fig. 1, region b is approximated
by its centroid.

Typically, approximation models partition the
space around the reference object b into a number
of mutually exclusive areas. For instance, the
projection model partitions the space using lines
parallel to the axes (Fig. 1), while the cone model
partitions the space using lines with an origin
angle ' (Fig. 2).

Depending on the adopted model, the direc-
tional relation between two objects may be de-
scribed using different terms. For instance, con-
sider Fig. 3. According to the projection model,

b

SW

NE

SE

NW

S

N

EW

Directional Relations, Fig. 1 Point approximation: pro-
jection model space partition

http://dx.doi.org/10.1007/978-3-319-17885-1_1058
http://dx.doi.org/10.1007/978-3-319-17885-1_1538
http://dx.doi.org/10.1007/978-3-319-17885-1_1538
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a is northeast of b, while according to the cone
model, a is north of b.

Based on a different frame of reference, the
double-cross calculus (Freksa 1992) to determine
the directional relations of a point a with respect
to a point b does not use an external coordinate
system but uses an external point c. Figure 4a
illustrates how the space around the reference
point b is partitioned. Specifically, the reference
space is divided into:

• Four two-dimensional areas (named left front,
right front, left back, and right back),

• Four semi-lines (named straight front, right
neutral, straight back, and back neutral),

• A point (named equal) that corresponds to b

position.

Directional Relations,
Fig. 2 Point
approximation: cone model
space partition

b

S

EW

N

Directional Relations,
Fig. 3 Projection and cone
models for point
approximations may
describe different relations
for the same regions b

a

For instance, in Fig. 4b, using double-cross calcu-
lus (Freksa 1992) we have that:

• a1 is straight front of b with respect to c

• a2 is right back of b with respect to c

Inference mechanisms and their computa-
tional complexity of the double-cross calculus
have been studied in Freksa (1992) and Scivos
and Nebel (2001).

In the same spirit, the order model of Schlieder
(1995) defines relations C, �, and 0 between
three regions a, b, and c. In more detail,
Œa; b; c� D C iff the point c lies on the left side of
the directed line through a and b, Œa; b; c� D �

iff c lies on the right side of that line and
Œa; b; c� D 0 iff c falls on the line. For example,
according to Schlieder (1995) in Fig. 4b, we have
Œc; b; a1� D 0 and Œc; b; a2� D C. Clearly, the
relations identified in Schlieder (1995) are more
coarse than the relations in Freksa (1992).

Ligozat (1993) presents the flip-flop calculus
that extends the model of Freksa (1992) by incor-
porating into a single relation (a), the relation of
a with respect to b using c and (b) the relation
of a with respect to c using b. This work also
devises appropriate refinements to the model and
proposes inference methods.

Point-based approximations may be crude
(Goyal 2000); thus, later models more finely
approximate an object or a region using a
representative area (instead of a point) and
express directional relations on these approxi-
mations (Mukerjee and Joe 1990; Papadias 1994;

Directional Relations,
Fig. 4 Determining the
directional relation of a
with respect to b using an
external point c

b

c

straight 
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right frontleft front
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right backleft back
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b

c
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x y

x before y
y after x

x y x y x y

x y xy xy

x meets y
y met-by x

x overlaps y
y overlapped-by x

x starts y
y started-by x

x during y
y contains x

x finishes y
y finished-by x x equals y

Directional Relations, Fig. 5 The 13 relations of interval algebra (Allen 1983)

Directional Relations,
Fig. 6 Minimum bounding
box approximations (y)

b

a

(x)

(y)

(x)

b

a

a b

Papadias and Sellis 1994). Most commonly, such
methods use the minimum bounding box as a
representative area (the minimum bounding box
of an object a is the smallest rectangle, aligned
with the reference axis, that encloses a) and
express the directional relation with respect to the
projections on the x- and y-axis. To describe the
relation between the projections, the 13 relations
of Allen’s interval algebra are used (Allen 1983)
(see also Fig. 5). For instance, in Fig. 6a, we
have a (overlapped-by, after) b denoting that
the projection on the x-axis (respectively y-axis)
of a is overlapped-by (respectively is after) the
projection of b. Similarly, in Fig. 6b, we have a

(finished-by, started-by) b.
Unfortunately, even with such finer approxi-

mations, models that approximate both the pri-
mary and the reference object may give mislead-
ing directional relations when objects are over-
lapping, intertwined, or horseshoe shaped (Goyal
2000) (see also Fig. 6b).

Recently, more precise models for directional
relations have been proposed. Such models define
directions on the exact shape of the primary
object and only approximate the reference
object (using its minimum bounding box). The

projection-based directional relations (PDR)
model is the first model of this category (Goyal
2000; Skiadopoulos and Koubarakis 2004,
2005). The PDR model partitions the plane
around the reference object into nine areas
similarly to the projection model (Fig. 7a). These
areas correspond to the minimum bounding box
(B) and the eight cardinal directions (N, NE,
E, etc.). Intuitively, the directional relation is
characterized by the names of the reference areas
occupied by the primary object. For instance, in
Fig. 7b, object a is partly NE and partly E of
object b. This is denoted by a NEWE b. Similarly
in Fig. 7c, a BWSWSWWWWNWWNWEWSE b holds. In
total, the PDR model identifies 511 (D 29 � 1)
relations.

Clearly, the PDR model offers a more precise
and expressive model than previous approaches
that approximate objects using points or rectan-
gles (Goyal 2000). The PDR model adopts a
projection-based partition using lines parallel to
the axes (Fig. 7). Typically, most people find it
more natural to organize the surrounding space
using lines with an origin angle similar to the
cone model (Fig. 2). This partition of space is
adopted by the cone-based directional relations
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Directional Relations, Fig. 7 Extending the projection model
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a1
a

b b b

a b c

Directional Relations, Fig. 8 Extending the cone model

(CDR) model. Similar to the PDR model, the
CDR model uses the exact shape of the primary
object and only approximates the reference object
using its minimum bounding box (Skiadopoulos
et al. 2007). Interestingly, for the CDR model,
the space around the reference object is parti-
tioned into five areas using a cone-like partition
(Fig. 8a). The directional relation is formed by the
areas that the primary object falls in. For instance,
in Fig. 8b, a is south of b. This is denoted by
a S b. Similarly, in Fig. 8c, a BWWWN b holds. In
total, the CDR model identifies 31 (D 25 � 1)
relations.

Note that the PDR and CDR models use an
absolute frame of reference (see also reference to
�Reference Frames entry) where directions were
defined using an external coordinate system that
determines north, south, east, west, etc. Analo-
gously, the above models can be also be defined
as intrinsic where the axis and the respective di-
rections front, back, right, left, etc. are determined

based on the properties of the reference object or
region.

In another line of research, directional rela-
tions are modeled as ternary relations (Clemen-
tini and Billen 2006). Given three objects a, b,
and c, the ternary model expresses the directional
relation of the primary object a with respect to
a reference frame constructed by objects b and
c. Specifically, the convex hull and the internal
and external tangents of objects b and c divide
the space into five areas as in Fig. 9a. These areas
correspond to the following directions: right-side
(RS), before (BF), left-side (LS), after (AF), and
between (BT). Similar to PDR and CDR, the
name of the areas that a falls into determines
the relation. For instance, in Fig. 9b, a is before
and to the right side of b and c. This is denoted
by BFWRS .a; b; c/. Notice that, if the order of
the reference objects changes, the relation also
changes. For instance, in Fig. 9b, AFWLS .a; c; b/

also holds.

http://dx.doi.org/10.1007/978-3-319-17885-1_1538
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Directional Relations,
Fig. 9 Ternary directional
relations
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Directional Relations, Table 1 Operations for directional relations

Model Computation Inverse Composition Consistency

Point approximations
(absolute frame of ref.)

Peuquet and Ci-
Xiang (1987)

Ligozat (1998) Frank (1996)
and Ligozat (1998)

Ligozat (1998)

Point approximations
(relative frame of ref.)

Peuquet and Ci-
Xiang (1987)

Freksa (1992)
and Scivos and
Nebel (2001)

Freksa (1992)
and Scivos and Nebel
(2001)

Freksa (1992)
and Scivos and Nebel
(2001)

Rectangle approxima-
tions

Papadias (1994) Papadias (1994) Papadias (1994)
and Papadias and Sellis
(1994)

Papadias (1994)
and Papadias and Sellis
(1994)

PDR Skiadopoulos
et al. (2005)

Cicerone aand Di
Felice (2004)

Skiadopoulos and
Koubarakis (2004)

Liu and Li (2011),
Liu et al. (2010)
and Skiadopoulos and
Koubarakis (2005)

CDR Open problem Skiadopoulos
et al. (2007)

Skiadopoulos et al.
(2007)

Open problem

Ternary Clementini and
Billen (2006)

Clementini and
Billen (2006)

Clementini et al. (2010) Open problem

Directional relations have also been studied in
the context of images where directionality was
encoded using 2D strings (Chang and Jungert
1996) and symbolic arrays (Glasgow and Papa-
dias 1992).

For all the above models of directional rela-
tions, research has focused on four interesting
operators:

• Efficiently determining the relations that hold
between a set of objects.

• Calculating the inverse of a relation.
• Computing the composition of two relations.
• Checking the consistency of a set of relations.

These operators are used as mechanisms that
compute and infer directional relations. Such
mechanisms are important as they are in the
heart of any system that retrieves collections

of objects similarly related to each other using
spatial relations. Table 1 summarizes current
research on the aforementioned problems.

Key Applications

Directional relations intuitively describe the rel-
ative position of objects and can be used to
constrain and query spatial configurations. This
information is very useful in several applica-
tions like geographic information systems, spatial
databases, spatial arrangement and planning, etc.

Future Directions

There are several open and important problems
concerning directional relations. For the models
discussed in the previous section, as presented in
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Table 1, there are three operators that have not
been studied (two for the CDR and one for the
ternary model). Another open issue is the integra-
tion of directional relations with existing spatial
query answering algorithms and data indexing
structures (like the R-tree). Finally, with respect
to the modeling aspect, even the most expressive
directional relations models define directional re-
lations by approximating the reference objects.
Currently, there is no intuitive, simple, and easy-
to-use model that defines direction relations on
the exact shape of the involved objects.

Another interesting topic is the integration of
the three main aspects of space, i.e., topology,
distance, and direction. Toward this direction,
Hernández (1994) aims to combine topological
and directional information. Similarly, Clemen-
tini et al. (1997) combine directional and distance
information. Still, the synthesis of topological, di-
rectional, and distance relations in a fully unified
framework able to reason and infer knowledge by
taking advantage of all available information does
not currently exist.

Cross-References

� Projective Relations
�Qualitative Spatial Reasoning
�Reference Frames
�Visibility Relations
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Directory Rectangles

�R*-Tree

Dirichlet Tessellation

�Voronoi Diagram

Disaster Risks

�Climate Extremes and Informing Adaptation

Discord or Non-specificity in Spatial
Data

�Uncertainty, Semantic

Discretization of Quantitative
Attributes

�Geosensor Networks, Qualitative Monitoring
of Dynamic Fields

Disease Mapping

� Public Health and Spatial Modeling

Disk Page

� Indexing Schemes for Multidimensional Mov-
ing Objects

Distance Measures

� Indexing and Mining Time Series Data

Distance Metrics

James M. Kang
Department of Computer Science and
Engineering, University of Minnesota,
Minneapolis, MN, USA

Synonyms

Euclidean Distance; Manhattan Distance

Definition

The Euclidean distance is the direct measure
between two points in some spatial space. These
points can be represented in any n-dimensional
space. Formally, the Euclidean distance can be
mathematically expressed as:

p
.a1 � b1/2 C .a2 � b3/2 C � � � C .an � bn/

(1)

where a and b are two points in some spatial
space and n is the dimension.

The Manhattan distance can be mathemati-
cally described as:

jx1 � x2j C jy1 � y2j (2)

where A and B are the following points .x1; y1/

and .x2; y2/, respectively. Notice that it does not
matter which order the difference is taken from
because of the absolute value condition.

Main Text

The Euclidean distance can be measured at a
various number of dimensions. For dimensions
above three, other feature sets corresponding to
each point could be added as more dimensions
within a data set. Thus, there can be an infinite
number of dimensions used for the Euclidean
distance. For a Voronoi Diagram in a two dimen-
sional space, a distance metric that can be used
is the Euclidean distance where the number of
dimensions n would be two.
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http://dx.doi.org/10.1007/978-3-319-17885-1_1461
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http://dx.doi.org/10.1007/978-3-319-17885-1_1425
http://dx.doi.org/10.1007/978-3-319-17885-1_500
http://dx.doi.org/10.1007/978-3-319-17885-1_1048
http://dx.doi.org/10.1007/978-3-319-17885-1_614
http://dx.doi.org/10.1007/978-3-319-17885-1_598
http://dx.doi.org/10.1007/978-3-319-17885-1_100372
http://dx.doi.org/10.1007/978-3-319-17885-1_100718
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A common distance metric that uses the Eu-
clidean distance is the Manhattan distance. This
measure is similar to finding the exact distance
by car from one corner to another corner in a
city. Just using the Euclidean distance could not
be used since we are trying to find the distance
where a person can physically drive from the
starting to the ending point. However, if we mea-
sure the distances between intersections using the
Euclidean distance and add these values together,
this would be the Manhattan distance.

Cross-References

�Voronoi Diagram
�Voronoi Diagrams for Query Processing
�Voronoi Terminology

Distance-Preserving Mapping

� Space-Filling Curves

Distributed Algorithm

�Geosensor Networks, Estimating Continuous
Phenonena

Distributed Caching

�OLAP Results, Distributed Caching

Distributed Computing

�Clustering of Geospatial Big Data in a Dis-
tributed Environment

�Distributed Geospatial Computing (DGC)
�Grid, Geospatial

Distributed Databases

� Smallworld Software Suite

Distributed Geocomputation

�Distributed Geospatial Computing (DGC)

Distributed Geospatial
Computing (DGC)

Chaowei (Phil) Yang
Joint Center for Intelligent Spatial Computing,
College of Sciences, George Mason University,
Fairfax, VA, USA

Synonyms

DGC; Distributed computing; Distributed geo-
computation; Distributed geospatial information
processing; Parallel computing

Definition

Distributed geospatial computing (DGC) refers
to the geospatial computing that resides on
multiple computers connected through computer
networks. Figure 1 illustrates DGC within the
client/server (C/S) architecture (Yang et al.
2006a): where the geospatial computing is con-
ducted by the geospatial components, which can
communicate with each other or communicate
through wrapping applications, such as web
server and web browser. The geospatial com-
ponents can communicate through application
level protocols, such as the hypertext transfer
protocol (HTTP) or other customized protocols.

Geospatial computing includes utilizing com-
puting devices to collect, access, input and edit,
archive, analyze, render/visualize geospatial data,
display within user interface, and interact with
end users. Figure 2 illustrates that these previ-
ously tightly coupled components are now decou-
pled and distributed to a number of computers as
either servers or clients across a computer net-
work. The communications among these compo-
nents are supported through different protocols:
for example, the data exchange can be structured

http://dx.doi.org/10.1007/978-3-319-17885-1_1461
http://dx.doi.org/10.1007/978-3-319-17885-1_1462
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Distributed Geospatial Computing (DGC), Fig. 2 Distributions of DGC components onto servers within a computer
network

querying language (SQL) (ISO/IEC 2005), the
geospatial protocol can be arc extensible markup
language (ArcXML) (ESRI 2002), the message
can be transmitted through pipe, and the client to
web service can be HTTP (Yang et al. 2006b).

This distribution of geospatial computing
components matches the needs to integrate the
legacy and future components of geospatial
computing deployed at different computers and
hosted by different organizations (Yang and Tao
2005).

Because the intensive computing component
mainly resides in the geospatial analysis com-
ponent, geospatial computing is focused on this
component.

Historical Background

Figure 3 illustrates the historical evolution of
DGC. The major development of DGC can
be traced back to the beginning of computer

networks when the Defense Advanced Research
Projects Agency (DARPA) processed geospatial
information across their intranet. Xerox’s
mapping server is recognized as the first system
for processing distributed spatial information
across the internet (Plewe 1997). In 1994, the
Federal Geographic Data Committee (FGDC)
(1994) was established to share geospatial com-
puting across distributed platform, and the Open
Geospatial Consortium (OGC) (1994) and the
International Standards Organization/Technical
Committee 211 (ISO/TC211) (1994) were
established to define a set of standardized
interfaces to share the DGC platform.

In 1995, Mapquest and other DGC applica-
tions were released and eventually achieved great
success by leveraging a single geospatial com-
puting use, such as routing, to serve the public.
In 1996, the Environmental System Research In-
stitute (ESRI), Intergraph, and other geographic
information systems (GIS) companies began to
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Distributed Geospatial Computing (DGC), Fig. 3
Evolution of DGC. OGC The Open Geospatial Con-
sortium, ISO/TC211 International Standards Organiza-

tion/Technical Committee 211, NSDI National Saptial
Data Infrastructure, GIS Geographic/Geospatial Informa-
tion System, LBS Location-based Services

participate in the DGC effort by fully imple-
menting geospatial computing components in the
distributed environment (Plewe 1997; Peng and
Tsou 2003).

In 1998, Vice President Al Gore proposed the
Digital Earth vision to integrate all geospatial
resources to support a virtual environment that
could facilitate all walks of human life from
research and development, to daily life. In 2004,
Google Earth was announced, and provided a
milestone to gradually implement such a vision.
In 2005, Microsoft started Virtual Earth. Within
these two implementations, limited functions of
geospatial computing are addressed, but they fo-
cus on the massive data and friendly user interac-
tion, and solved many problems in dealing with
massive simultaneous users by using thousands
to millions of computers (Tao 2006).

Accompanying these events, which have pro-
foundly impacted on DGC, many scholars also
addressed issues on how to distribute geospatial
computing (Yang et al. 2005a), improve perfor-
mance of DGC (Yang et al. 2005b), parallelize
geospatial computing (Healey et al. 1998), and
leverage grid platforms and agent-based envi-
ronments (Nolan 2003) for distributed geospatial
computing. Several centers/labs, such as the Joint
Center for Intelligent Spatial Computing (CISC)
(Joint Center for Intelligent Spatial Computing
at George Mason University 2005) and Perva-
sive Technology Lab (PTL) (Pervasive Technol-
ogy Labs at Indiana University 2004) are es-
tablished to address the research needs in this
field.

Scientific Fundamentals

The scientific fundamentals of DGC rely on
geometry, topology, statistics, and cartography
principles to design and implement algorithms.
Geospatial recognition and physical science pro-
vides conceptualization and model foundations
for DGC. Earth sciences provide support for the
DGC application design. Other relevant sciences,
such as human recognition, provide support
for other DGC aspects, such as graphical user
interface.

The architecture of DGC also relies on the
combinational scientific research, and is mainly
driven by the distributed computing advance-
ments, for example, the C/S, three-tier archi-
tecture, N -tier architecture, tightly coupled, and
peer-to-peer categories.

DGC is heavily dependent on the concur-
rency process, with processing tasks increasing
in earth sciences and emergency or rapid re-
sponse systems. Therefore, multiprocessor sys-
tems, multicore systems, multicomputer systems,
and computer clusters, as well as grid comput-
ing are being researched to provide support to
DGC.

Key Applications

DGC are used in many application domains, most
notably the sciences and domains needing pro-
cessing of distributed geospatial resources, such
as oceanography.
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Distributed Geospatial Computing (DGC), Fig. 4 DGC is embedded in the integrated system solutions (Birk et al.
2006)

Sciences
The first domain to use DGC is the sciences. The
science domains discussed here are geography,
oceanography, geology, health.

Geography
DGC can be used to help integrate widely ge-
ographically dispersed geospatial resources and
provide a comprehensive overview of the earth
surface (Executive Office of the President 1994).

Oceanography
DGC can be used to help integrate the in-situ
and satellite observation system and the modeling
system to monitor tsunami, sea level changes, and
coastal disasters (Mayer et al. 2004).

Geology
DGC can help to integrate the observed earth
surface heat flux and the in-situ sensor’s observa-
tion to monitor and possibly predict earth quakes
(Cervone et al. 2005).

Health
DGC can help to integrate the health information
and environment observations to find correla-

tion between environmental changes and human
health.

National and GEOSS Applications
NASA identified 12 application areas of interest
at the national level (Birk et al. 2006) and GEO
identified 9 application areas of interest at the
global level (GEO 2005). Figure 4 illustrates the
integration of earth observations, earth system
models, with decision support tools to support
decision or policy making (Birk et al. 2006).
All these areas require the use of DGC to inte-
grate distributed earth observations, earth system
models, and to support decision-support tools
hosted by government agencies or other orga-
nizations. The 12 application areas are agricul-
tural efficiency, air quality, aviation safety, carbon
management, coastal management, disaster man-
agement, ecological forecasting, energy manage-
ment, homeland security, invasive species, public
health, and water management. The 9 application
areas are human health and well-being, natural
and human-induced disasters, energy resources,
weather information and forecasting, water re-
sources, climate variability and change, sustain-
able agriculture and desertification, ecosystems,
and oceans.
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Routing
DGC can be used to integrate road network
datasets, dispatching a routing request to different
servers to select the shortest or fastest path. This
can be used in (1) driving directions, such as
Mapquest, Yahoo map, (2) rapid response, such
as routing planning after an emergency event,
and (3) operation planning, such as coordinating
the super shuttle, or scheduling FedEx package
pick up.

Future Directions

More than 80 % of data collected are geospatial
data. DGC is needed to integrate these datasets
to support comprehensive applications from all
walks of our life as envisioned by Vice President
Gore.

The utilization of DGC to facilitate our daily
life requires further research on (1) massive data
management, such as Petabytes data archived by
NASA, (2) intensive computing, such as real-
time routing, (3) intelligent computing, such as
real-time automatic identification of objects from
in-situ sensors, (4) quality of services, such as
an intelligent geospatial service searching engine,
(5) interoperability, such as operational integra-
tion of DGC components in a real-time fashion,
and (6) cyberinfrastructure, such as the utilization
of massive desktops and other computing facil-
ities to support intensive computing or massive
data management.

Cross-References

� Internet-Based Spatial Information Retrieval
� Internet GIS
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Synonyms

GIS-based hydrology; Hydrogeology; Hydrol-
ogy; Spatial hydrologic modeling

Definition

Distributed hydrologic modeling within a GIS
framework is the use of parameter maps de-
rived from geospatial data to simulate hydro-
logic processes. Distributed models of hydrologic
processes rely on representing characteristics of
the earth’s surface that affect components of the
water balance. Capturing the natural and human
induced variability of the land surface at suffi-
cient spatial resolution is a primary objective of
distributed hydrologic modeling. Geospatial data

is used to represent the spatial variation of water-
shed surfaces and subsurface properties that con-
trol hydrologic processes. Geospatial data is used
in hydrologic modeling to characterize terrain,
soils, land use/cover, precipitation, and meteoro-
logical parameters. The use of Geographic Infor-
mation System s is now commonplace in hydro-
logic studies. General purpose GIS software tools
can be used for managing and processing spa-
tial information for input to hydrologic models.
Development of sophisticated GIS software and
analysis tools, and the widespread availability of
geospatial data representing digital terrain, land
use/cover, and soils information have enabled the
development of distributed hydrologic models.

Historical Background

Mathematical analogies used in hydrologic mod-
eling rely on a set of equations and parameters
that are representative of conditions within a
watershed. Historical practice in hydrologic mod-
eling has been to setup models using one value
for each parameter per watershed area. When the
natural variation of parameters representing in-
filtration, hydraulic roughness, and terrain slope
are represented with a single parameter value,
the resulting model is called a lumped model.
Many such models, termed conceptual models,
rely on regression or unit-hydrograph equations
rather than the physics of the processes gov-
erning runoff, soil moisture, or infiltration. In
a distributed modeling approach, a watershed is
subdivided into grid cells or subwatersheds to
capture the natural or human-induced variation of
land surface characteristics. The smallest subdi-
vision, whether a grid or subwatershed, is repre-
sented by a single value. Subgrid variability can
be represented by a probabilistic distribution of
parameter values. Figure 1 shows a subwatershed
representation, whereas, Fig. 2 shows a gridded
drainage network traced by finite elements laid
out according to the principal flow direction.
Whether a lumped or distributed approach to
hydrologic modeling of a watershed is taken, GIS
and geospatial data play an important role in
characterizing the watershed characteristics. The

http://dx.doi.org/10.1007/978-3-319-17885-1_314
http://dx.doi.org/10.1007/978-3-319-17885-1_648
http://dx.doi.org/10.1007/978-3-319-17885-1_100517
http://dx.doi.org/10.1007/978-3-319-17885-1_100563
http://dx.doi.org/10.1007/978-3-319-17885-1_100565
http://dx.doi.org/10.1007/978-3-319-17885-1_101257
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Distributed Hydrologic
Modeling, Fig. 1
Subwatershed model
representation

Distributed Hydrologic
Modeling, Fig. 2 Gridded
representation with flow
direction indicating the
drainage network

application of GIS for lumped and distributed
hydrologic modeling may be found in Bedient
et al. (2007).

Scientific Fundamentals

The gridded tessellation of geospatial data lends
itself for use in solving equations governing sur-
face runoff and other components of the hy-

drologic cycle. Hydrologic models may be inte-
grated within a GIS, or loosely coupled outside
of the GIS. Distributed modeling is capable of
utilizing the geospatial data directly and with
less averaging than lumped model approaches.
A physics-based approach to distributed hydro-
logic modeling is where the numerical solution
of conservation of mass, momentum, and energy
is accomplished within the grid cells, which serve
as computational elements in the numerical solu-
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tion. Along the principal direction of land surface
slope, the conservation of mass may be written
for the overland flow depth, h, unit width flow
rate, q, and the rainfall minus infiltration, R � I ,
as,

@h

@t
C

@q

@x
D R � I : (1)

The volumetric flow rate for a unit-width area,
q, is the product of depth, h, and velocity, u, is re-
lated to the depth by a fully turbulent relationship
such as the Manning Equation, which is,

u D
c

n
h5=3s1=2 (2)

where s, is the landsurface slope; n is the hy-
draulic roughness; and c is a constant depending
on units. The slope is usually derived from the
digital elevation model (DEM), and hydraulic
roughness from land use/cover characteristics.
Resampling from the resolution of the geospatial
data to the model grid resolution is usually re-
quired. The grid used to solve the equations and
the grid resolution of the geospatial data creates
a linkage between the terrain characteristics and
the equations governing the hydrologic process.
The solution to these governing equations re-
quires information from the DEM to define the
direction of the principal gradient and the slope.
The drainage network shown in Fig. 3 is com-
posed of finite elements laid out in the direction
of the principal land-surface slope.

Numerical solution of the governing equations
in a physics-based model employs discrete ele-
ments. The three representative types of discrete
solutions used are finite difference, finite element,
and stream tubes (Moore 1996). At the level of
a computational element, a parameter is regarded
as being representative of an average process. Av-
eraging properties over a computational element
used to represent the runoff process depends on
the spatial variability of the physical character-
istics. Maps of parameter values governing the
mathematical solution are derived from geospa-
tial data in a distributed model approach.

Distributed Hydrologic Modeling, Fig. 3 Drainage
network composed of finite elements in an elemental
watershed (top), and a drainage network extracted for
watershed defined by a DEM

Spatial Resolution
What spatial resolution should be selected for
distributed hydrologic modeling? The required
grid cell resolution or subdivision of a watershed
depends on how well a single value can represent
the hydrologic processes in a grid cell. Resolution
should capture the broader scale variation of
relevant features such as slope, soils, and land
use/cover over the entire watershed. If a resolu-
tion that is too coarse is selected, the parameter
and hydrologic processes can lose physical sig-
nificance. Representing runoff depth in a grid cell
that is 10-m, 100-m, or 1-km on a side can be
used to model the results at the watershed outlet,



492 Distributed Hydrologic Modeling

but may not have physical significance locally at
the grid cell subwatershed.

Changing the spatial resolution of data re-
quires some scheme to aggregate parameter val-
ues at one resolution to another. Resampling is
essentially a lumping process, which in the limit,
results in a single value for the spatial domain.
Resampling a parameter map involves taking the
value at the center of the larger cell, averaging,
or other operation. If the center of the larger cell
happens to fall on a low/high value, then a large
cell area will have a low/high value.

Over-sampling a parameter or hydrologic
model input at finer resolution may not add any
more information, either because the map, or
the physical feature, does not contain additional
information. Physical variations may be captured
at a given resolution, however, there may be
sub-grid variability that is not captured in the
geospatial data. Dominant landuse classification
schemes assign a single classification to a grid,
yet may not resolve finer details or variations
within the grid. The question of which resolution
suffices for hydrologic purposes is answered
in part by testing the quantity of information
contained in a dataset as a function of grid
resolution. Depending on the original data and
resampling to coarser resolution, spatial detail
may be lost. To be computationally feasible for
hydrologic simulation, a model grid may need to
be at coarser resolution than the digital terrain
model. Resampling a digital elevation model to
a coarser resolution dramatically decreases the
slope derived from the coarser resolution DEM.
Details on the effects of resolution on information
content, and which resolution is adequate for
capturing the spatial variability of the data may be
found in Vieux (2004) and references contained
therein.

Geospatial Data
Deriving parameter values from remotely sensed
or geospatial digital data requires reclassification
and processing to derive useful input for a dis-
tributed hydrologic model. A brief description
is provided below that relates geospatial data to
distributed rainfall-runoff modeling.

1. Soils/geologic material maps for estimating
infiltration

Soil maps provide information on physical
properties of each soil mapping unit such as
soil depth and layers, bulk density, porosity,
texture classification, particle size distribution.
These properties are used to derive hydraulic
conductivity and other infiltration parameters.
The polygon boundary of each mapping unit is
reclassified then sampled into the model grid.

2. Digital Elevation Model (DEM)
Delineation of watersheds and stream net-

works are accomplished using a DEM. Deriva-
tive maps of slope and drainage direction are
the main input to the model for routing runoff
through a gridded network model. Watershed
delineation from the DEM using automated
procedures is used to obtain the stream net-
work and watershed boundary. Constraining
the delineation with vector stream channels is
useful in areas that are not well defined by
the DEM. Depending on the resolution and
the physical detail captured, a DEM may not
contain specific hydrographic features such as
channel banks, braided streams, or shallow
depressions.

3. Land use/cover for estimating overland flow
hydraulic parameters

The land use and cover map is used to
derive overland flow hydraulic properties and
factors that modify infiltration rates. Pervi-
ous and impervious areas have dramatic in-
fluence on both runoff and infiltration rates.
A lookup table must be provided based on
published values or local experience to relate
the landuse classification to hydraulic rough-
ness. Hydraulic roughness can be developed
by assigning a roughness coefficient to each
landuse/cover classification in the map.

4. Channel cross-sections and hydraulic infor-
mation

Locational maps of channels are derived
from the digital terrain model, stream
networks digitized from highresolution aerial
photography, or derived from vector maps
of hydrography. Other than channel location,
the hydraulic and geometric characteristics
must usually be supplied from sources other
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Distributed Hydrologic
Modeling, Fig. 4 Land
use/cover classification
derived from LandSat
Thematic Mapper (top),
and hydraulic roughness
assigned to each finite
element at the model grid
resolution (bottom)

than GIS and commonly available geospatial
data. Some channel hydraulic characteristics
can be derived from aerial photography and
geomorphic relationships that relate channel
width to flow accumulation.

General purpose land use/cover classification
schemes can be interpreted to provide initial pa-
rameter maps for use in modeling overland flow
and model calibration (Vieux 2004). Figure 4
shows such a map for Brays Bayou located in
Houston Texas. The land use/cover classification
derived from LandSat Thematic Mapper is reclas-
sified into values of hydraulic roughness, n, and
used in (2) to solve for runoff and to forecast
flooding in the watershed (Vieux and Bedient
2004).

Distributed Model Calibration
Parameter maps are used for setup and adjust-
ment of the model to produce simulated response
in agreement with observed quantities such as
streamflow. Once the assembly of input and pa-
rameter maps for a distributed hydrologic model
is completed, the model is usually calibrated or

adjusted. Because parameter maps are derived
from general purpose soils, land use/cover, and
terrain, some adjustment is needed to calibrate
the model to match observed flow. In the ab-
sence of observed flow, a physics-based model
that has representative physical parameter values
can produce useful results without calibration in
ungauged watersheds.

Model calibration, implemented in a GIS,
involves the adjustment of parameter maps to
affect the value of the parameter, yet preserve
the spatial patterns contained in the parameter
map. Calibration may be performed manually by
applying scalar multipliers or additive constants
to parameter maps until the desired match
between simulated and observed is obtained.
The ordered physics-based parameter adjustment
(OPPA) method (Vieux and Moreda 2003) is
adapted to the unique characteristics of physics-
based models. Predictable parameter interaction
and identifiable optimum values are hallmarks of
the OPPA approach that can be used to produce
physically realistic distributed parameter values.
Within a GIS context, physics-based models have
the advantage that they are setup with parameters
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derived from geospatial data. This enables wide
application of the model even where there is no
gauge or only limited number of stream gauges
available for model calibration. Parameter maps
are adjusted to bring the simulated response
into agreement with observations of streamflow.
In the absence of observed streamflow, the
model may be applied using physically realistic
model parameters. The model calibration is
accomplished by adjusting a map containing
parameters or precipitation input. Let the set of
values in a parameter map, fRg, be multiplied by
a scalar, � , such that,

fR�g D � � fRg (3)

where the resulting map, fR�g, contains the ad-
justed parameter values contained in the map. A
similar procedure can be developed where the
scalar in (2) is an additive constant that preserves
the mean and the variance in the adjusted map
(Vieux 2004). If physically realistic values are
chosen in the parameter map, then only small ad-
justments are needed to cause the model to agree
with observed streamflow. Adjustments made to
the other parameters in (1) and (2) affect the
runoff volume and rate at any given location
in the watershed. Hydraulic roughness derived
from land use/cover, and hydraulic conductivity
derived from soils maps are adjusted by a scalar
adjustment that preserves the spatial variation.

Key Applications

Distributed hydrologic modeling within a GIS
context is used for simulation of runoff, infil-
tration, soil moisture, groundwater recharge and
evapotranspiration where the land surface is rep-
resented by geospatial data. This application sup-
ports hydrologic analysis and planning studies,
and in operational forecasting of river flooding
and stormwater.

Future Directions

A major advance in hydrology is accomplished
using widely available geospatial data to setup
a model. The availability of digital terrain, land

use/cover, and soils makes it possible to setup the
parameters for rainfall runoff modeling for any
watershed. Remotely sensed data makes it fea-
sible to create detailed watershed characteristics
at high resolution. Terrain and land surface con-
ditions can be derived from this high-resolution
geospatial data to produce necessary watershed
characteristics for hydrologic modeling. Future
advances are anticipated in the use of distributed
modeling in ungauged basins where streamflow is
not available for calibration, but where geospatial
data is available for model setup and application.

Cross-References

�Hydrologic Impacts, Spatial Simulation

References

Bedient PB, Huber WC, Vieux BE (2007) Hydrology
and floodplain analysis, 4th edn. Prentice Hall, Upper
Saddle River

Moore ID (1996) Hydrologic modeling and GIS. In:
Goodchild MF, Steyaert LT, Parks BO, Johnston C,
Maidment DR, Crane MP, Glendinning S (eds) GIS
and environmental modeling: progress and research
issues. GIS World Books, Fort Collins, pp 143–148

Vieux BE (2004) Distributed hydrologic modeling using
GIS. Water science technology series, vol 48, 2nd
edn. Kluwer Academic, Norwell, p 289. ISBN:1-4020-
2459-2. CD-ROM including model software and doc-
umentation

Vieux BE, Bedient PB (2004) Assessing urban hydro-
logic prediction accuracy through event reconstruc-
tion. Spec Issue Urban Hydrol J Hydrol 299(3–4):217–
236

Vieux BE, Moreda FG (2003) Ordered physics-based
parameter adjustment of a distributed model. In:
Duan Q, Sorooshian S, Gupta HV, Rousseau AN,
Turcotte R (eds) Advances in calibration of water-
shed models. Water science and application series,
vol 6. American Geophysical Union, Washington, DC,
pp 267–281

Recommended Reading

DeBarry PA, Garbrecht J, Garcia L, Johnson LE, Jorgeson
J, Krysanova V, Leavesley G, Maidment D, Nelson EJ,
Ogden FL, Olivera F, Quimpo RG, Seybert TA, Sloan
WT, Burrows D, Engman ET (1999) GIS modules and
distributed models of the watershed. American Society
of Civil Engineers Water Resources Division – Surface
Water Hydrology Committee, Reston, 120pp

http://dx.doi.org/10.1007/978-3-319-17885-1_574


Dynamic Generalization 495

D

Gurnell AM, Montgomery DR (2000) Hydrological appli-
cations of GIS. Wiley, New York

Jain MK, Kothyari UC, Ranga Raju KG (2004) A
GIS based distributed rainfall-runoff model. J Hydrol
299(1–2):107–135

Maidment DR, Djokic D (2000) Hydrologic and hydraulic
modeling support with geographic information sys-
tems. ESRI Press, Redlands

Moore ID, Grayson RB, Ladson AR (1991) Digital terrain
modeling: a review of hydrological, geomorphological
and biological applications. J Hydrol Process 5(3–30)

Newell CJ, Rifai HS, Bedient PB (1992) Characterization
of non-point sources and loadings to Galveston Bay.
Galveston Bay National Estuary Program (GBNEP-
15), Clear Lake, 33pp

Olivera F (2001) Extracting hydrologic information from
spatial data for HMS modeling. ASCE J Hydrol Eng
6(6):524–530

Olivera F, Maidment D (1999) GIS-based spatially dis-
tributed model for runoff routing. Water Resour Res
35(4):1155–1164

Maidment DR, Morehouse S (eds) (2002) Arc hydro: GIS
for water resources. ESRI Press, 218pp. ISBN:1-5894-
8034-1

Shamsi U (2002) GIS tools for water, wastewater, and
stormwater systems. American Society of Civil En-
gineers (ASCE Press), Reston, p 392. ISBN:0-7844-
0573-5

Singh VP, Fiorentino M (1996) Geographical information
systems in hydrology, water science and technology
library, vol 26. Kluwer Academic, Norwell. ISBN:0-
7923-4226-7

Safiolea E, Bedient PB, Vieux BE (2005) Assessment
of the relative hydrologic effects of land use change
and subsidence using distributed modeling. In: Moglen
GE (ed) ASCE, engineering, ecological, and economic
challenges watershed, Williamsburg, pp 178, 87

Tate E, Maidment D, Olivera F, Anderson D (2002) Cre-
ating a Terrain model for floodplain mapping, ASCE.
J Hydrol Eng 7(2):100–108

Vieux BE (1993) DEM aggregation and smoothing ef-
fects on surface runoff modeling. J Comput Civ Eng
7(3):310–338

Wilson JP (ed) Gallant JC (2000) Terrain analysis: prin-
ciples and applications. Wiley, New York, p 512.
ISBN:0-471-32188-5

Distributed Information Systems

� Pandemics, Detection and Management

Distributed Localization

�Localization, Cooperative

Distribution Logistics

�Routing Vehicles, Algorithms

Divide and Conquer

� Skyline Queries

DLG

� Spatial Data Transfer Standard (SDTS)

Document Object Model

� Scalable Vector Graphics (SVG)

Doughnut Hole Detection

�Ring-Shaped Hotspot Detection

Downscaling

�Aggregate Data: Geostatistical Solutions for
Reconstructing Attribute Surfaces

Driving Direction

� Fastest-Path Computation

Dual Space-Time Representation

� Indexing Schemes for Multidimensional Mov-
ing Objects

Dynamic Generalization

�Generalization, On-the-Fly
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Synonyms

Nearest neighbor monitoring; Temporal nearest
neighbor query

Definition

Given a query point q and a set D of data
points, a nearest neighbor (NN) query returns
the data point p in D that minimizes the dis-
tance DIST(q,p), where the distance function
DIST(,) is the L2 norm. One important vari-
ant of this query type is kNN query, which re-
turns k data points with the minimum distances.
When taking the temporal dimension into ac-
count, the kNN query result may change over
a period of time due to changes in locations of
the query point and/or data points. Formally, the
k-nearest neighbor (kNN) query is defined as
follows.

Definition 1 (k-Nearest Neighbor (kNN)
Query) Given a set D of data objects and a
query point q, the kNN query finds a set R
of objects such that: (i) R contains k objects
from D. (ii) for any object x 2 R and object
y 2 .D � R/, DIST(q, x) � DIST(q,y).

A dynamic kNN query in Euclidean space returns
kNN query results over a period of time in a
dynamically changing environment.

Figure 1 provides an example of a dynamic
1NN query with a moving query point and a static
dataset. The example shows that the query point q
moves from left to right in three successive snap-
shots t1, t2, and t3, where a is the nearest neighbor
at times t1 and t2, and the result is updated to c
at t3. A straightforward approach to processing
a dynamic kNN query is to issue multiple kNN
queries repetitively. However, the result accuracy
of this approach highly depends on the query
frequency, and a higher query frequency incurs
a greater query processing cost. In this example,
if we assume that a kNN query is issued at t1, at
t2, and at t3, then there is a time period between
t2 and t3 in which the result is obsolete.

Historical Background

The study of continuous kNN queries is gener-
ally concerned with deriving query processing
techniques to reduce the query processing cost
without sacrificing the result accuracy. Since the
early 2000s, considerable research attention has
been given techniques to process variants of con-
tinuous kNN queries for moving query points and
moving data objects.

Scientific Fundamentals

Continuous kNN processing relies on the same
fundamental concept as other continuous query
types, i.e., figuring out the conditions that may
invalidate the current result set. For a continuous
kNN query, the result set can be invalidated by
having an object y that is not included in the
current result set R coming closer to the query
point q than an object in R. The manner in which
y can come closer to the query point than an
object in R depends on whether the query point
and/or the data objects are assumed to be moving.

Moving Query over Static Data Objects
This variant is also known as the moving kNN
(MkNN) query. In this case, changes in the result
set are caused by the query point q moving closer
to an object y that is not in the result set R

http://dx.doi.org/10.1007/978-3-319-17885-1_100842
http://dx.doi.org/10.1007/978-3-319-17885-1_101381
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a b c

Dynamic Nearest Neighbor Queries in Euclidean
Space, Fig. 1 Continuous k-nearest neighbor query with
a moving query point q and a static dataset fa; b; c; d; e; fg
in Euclidean space, where for k D 1, a is the nearest

neighbor at times t1 and t2, and b is the nearest neighbor
at time t3. (a) Time t1: NN(q/ D a. (b) Time t2:
NN.q/ D a. (c) Time t3: NN.q/ D c

than any object x in R. One popular processing
approach for this variant is identifying all pos-
sible pairs of x and y in order to compute the
boundaries Bx;y , where Bx;y is formally defined
as a set of points p such that DIST(p, x) is equal
to DIST(p,y). The area inside these boundaries
is also known as a safe region. As long as the
movement of q is confined within the safe region,
R remains valid.

Precomputing safe regions. A classic example
of safe region-based techniques is the Voronoi di-
agram (Aurenhammer 1991; Okabe et al. 1992).
The Voronoi diagram is a well-known space de-
composition technique determined by distances
to a given discrete set of objects, typically a set
of points. Figure 2b shows a Voronoi diagram of
six data objects fa; b; c; d; e; fg. Assume that the
query point is originally at q1, the safe region
is the area confined by five boundaries, Ba;b ,
Ba;c , Ba;d , Ba;e , and Ba;f . As long as the query
point does not cross any of these boundaries, a
remains the first NN. As exemplified in Fig. 2c,
the Voronoi diagram can be generalized to the
kth-order Voronoi diagram (kVD), which can be
used to help process kNN queries for any given
location in the data space.

Processing an MkNN query using a kVD can
be done by identifying the Voronoi cell in which
the query point q is currently residing and moni-
toring the location of q constantly. The result set

is updated only when q crosses a boundary. The
main benefit of this approach is the query pro-
cessing costs which are logarithmic with respect
to the number of data objects for the initial lookup
and constant for safe region checking (Auren-
hammer 1991; Okabe et al. 1992).

The main drawback of using a kVD to pro-
cess moving kNN queries is that the technique
requires an evaluation of Voronoi cells of the
entire dataset. This is considered undesirable es-
pecially when the movement of the query point
q is confined in a small area with respect to the
entire data space. Furthermore, one may require
different kVDs for different needs. For example,
a driver may need to find a gas station with a
restroom facility, while another driver needs one
with a special type of fuel. Precomputing kVDs
for all possible scenarios is impractical.

Predefined query trajectories. When the tra-
jectory is known in advance, the MkNN query
processing problem can be simplified to iden-
tification of the point along the trajectory at
which the kNN result set changes, i.e., where
the trajectory intersects a safe region bound-
ary. Tao and Papadias (2002) proposed the time-
parameterized kNN (TPkNN) query. Assuming
a linear trajectory of the query point, a TPkNN
query finds (i) the current kNN set, (ii) a posi-
tion on the trajectory where the kNN result set
changes (the influence point), and (iii) the object
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a cb

Dynamic Nearest Neighbor Queries in Euclidean Space, Fig. 2 The Voronoi diagram and its generalizations. (a)
Point set D, fa; b; c; d; e; fg. (b) Voronoi diagram of D. (c) Second-order Voronoi diagram of D

a b c d

Dynamic Nearest Neighbor Queries in Euclidean Space, Fig. 3 Locally compute a kVD cell (k D 1). (a) Step 1.
(b) Steps 2 and 3. (c) Steps 4 and 5. (d) Final steps

that causes the change (the influence object).
Finding the influence object is done by rank-
ing candidate influence objects according to how
early their corresponding influence points appear
on the trajectory.

Another well-known method to handle an
MkNN query with a predefined query trajectory
is to use the continuous kNN (CkNN) query (Tao
et al. 2002). CkNN query splits the query
trajectory into segments where each segment
corresponds to a particular kNN result set. This
is done by identifying the influence points along
the query trajectory. The main difference between
CkNN and TPkNN is that CkNN obtains all kNN
result sets along a given trajectory, but TPkNN
provides only the segment corresponding to the
current kNN result set.

Unknown query trajectories. One method to
handle an MkNN query for an unknown trajec-

tory is to locally construct the Voronoi cell that
currently contains the query point. Since only one
Voronoi cell is needed at a time, this method does
not suffer from the same drawback as the Voronoi
diagram method. Zhang et al. (2003) proposed a
method that executes multiple instances of TP-
kNN queries to discover all possible influence
objects and cell boundaries around the query
point (as illustrated in Fig. 3). Due to the convex-
ity property of Voronoi cells generated from a set
of data points, it is guaranteed that all boundaries
are discovered when all safe region corners share
the same kNN result set as the query point.

Result caching. Based on the principle of spa-
tial locality of references, we can cache data ob-
jects around the query point and attempt to repro-
duce query results using the cached data objects
as the query point moves (Nutanong et al. 2010;
Song and Roussopoulos 2001). Once the cached
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Dynamic Nearest
Neighbor Queries in
Euclidean Space, Fig. 4
Continuous k-nearest
neighbor query with a
static query point q and a
moving dataset
fa; b; c; d; e; fg in
Euclidean space. (a) Time
t1: 3NN.q/ D fa; c; eg.
(b) Time t2:
3NN.q/ D fa; b; cg

a b

data can no longer produce accurate query re-
sults, the cache is updated. One method to utilize
cached data for processing an MkNN query is
to apply the sampling-based approach (Song and
Roussopoulos 2001), i.e., periodically ranking
the cached data objects according to the distance
from the query point. The cache is updated when
the correctness of the kNN result set cannot be
guaranteed.

When truly continuous query results are re-
quired, cached objects can also be used to build
a safe region. Nutanong et al. (2010) proposed a
method which incrementally maintains two types
of safe regions: (i) one that keeps the rank of
cached data object constant and (ii) one that
ensures the validity of the kNN obtained from
the cache. Li et al. (2014) propose an incremental
method to compute and to update a set of data
objects that may invalidate the current kNN result
set. The kNN result set is guaranteed to be valid
as long as the query point is closer to kNN than
any of the invalidating object. This method can
also be regarded as a safe region-based method
in the sense that we can compute the boundary
between each pair of the invalidating object and
its corresponding object in the kNN set. The
region that is enclosed by these boundaries is a
safe region.

The main difference between the sampling-
based method (Song and Roussopoulos 2001)
and the safe region-based method (Li et al. 2014;
Nutanong et al. 2010) can be described as fol-
lows. The sampling-based method (Song and
Roussopoulos 2001) does not produce truly con-
tinuous query answers; its main objective is to

reduce the cost of each kNN query execution
in order to accommodate a higher query fre-
quency. On the other hand, the safe region-based
method (Li et al. 2014; Nutanong et al. 2010)
can produce continuous query results by keeping
track of locations at which the query point crosses
a safe region boundary.

Static Query over Moving Data Objects
When the query point is static and data objects
are moving, processing a continuous kNN query
involves keeping track of data objects moving in
and out of the kNN result set. Figure 4 shows
how the kNN result set changes from fa; c; eg to
fa; b; cg due to the movements of data objects in
the dataset.

Predefined object trajectories. When object
trajectories are known in advance, processing
a continuous kNN query involves identifying
object trajectories that may involve in the result
set and ruling out those that are guaranteed to be
outside the result set with respect to a given query
location and time of interest. To accommodate
querying in the temporal dimension, a time-
parameterized data structure (Tao et al. 2003;
Saltenis and Jensen 2002) is often used to index
object trajectories. In this way, the location of
each data object is represented as a function
of time (i.e., its initial location and its velocity
vector). Each object updates its location function
only when it no longer accurately describes its
movement or when the location function is older
than a predefined threshold.
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A notable example of techniques which uti-
lize time parameterization is the extended time
parameterization (ETP) algorithm, proposed by
Iwerks et al. (2006). The ETP algorithm provides
support for moving objects by extending the TP-
kNN algorithm (Tao and Papadias 2002). Iwerks
et al. (2006) also formulated an approach to
processing a kNN query on moving objects by
continuous evaluation of a range query. Their
proposed approach is based on the observation
that a continuous fixed-range query is easier to
process than a continuous kNN query with mov-
ing objects. By imposing a condition that the
scope of the range query must include at least
k C 1 data objects, the k nearest objects can
be evaluated based on only objects within the
scope. The query scope is allowed to expand and
to contract according to the current density of
objects around the query point.

Unknown object trajectories. Unknown object
trajectories are handled similarly to the case of an
unknown query trajectory. Specifically, a safe re-
gion is associated with every data object. As long
as all data objects remain inside their respective
safe regions, the current kNN result set is guar-
anteed to be up to date. Mouratidis et al. (2005b)
proposed a threshold-based approach to monitor-
ing the k nearest objects in a setting for moving
objects. Each monitored object is associated with
a range of safe distances from the query point. An
object cannot influence the query answer as long
as it remains within the range of safe distances.
Hu et al. (2005) proposed a safe region-based
technique for static window and kNN queries on
moving objects. Each moving object maintains its
own safe region and only reports its new location
if it may affect any query result.

Moving Query over Moving Data Objects
When both query and data objects are allowed
to move, processing continuous kNN queries
involves monitoring the locations of query points
and moving objects periodically. Mouratidis
et al. (2005b) showed that the threshold-based
approach to handling moving objects can be
extended to support multiple moving query
points. Using this method, the server keeps track
of the location of each query point, while each

data object keeps track of the locations and
threshold of all queries. The server checks the
thresholds as location updates arrive from the
objects and refreshes the query results when one
or more threshold violations occur.

Gedik and Liu (2004) presented a distributed
solution to continuous monitoring of moving
queries and moving objects that utilize the
computational power of the mobile devices
attached to mobile objects. The authors proposed
a technique which enables trade-offs between
query precision and query processing cost
(in terms of network bandwidth and energy
consumption). In order to handle a large number
of queries, the authors also proposed a query-
grouping mechanism to reduce the computational
cost on the mobile device side. This mechanism
allows continuous queries in proximity to be
coprocessed.

Another stream of work drops the need for
safe regions, as well as any assumptions about
the movement patterns of objects and queries.
Objects and queries move arbitrarily and un-
predictably and report their new location to a
processing server whenever they move. The aim
of methods in this category is for the processing
server to refresh the query results as quickly as
possible in order to cater for the time-critical
nature of monitoring applications. The dominant
approach taken indexes the queries using a regu-
lar grid and augments that index with bookkeep-
ing information to track the influence region of
each query, i.e., the circular disk around the query
location that includes its k nearest objects. Only
objects leaving/entering the influence region of
a query may affect its kNN result. The main
representatives of this stream of work are YPK-
CNN (Yu et al. 2005), SEA-CNN (Xiong et al.
2005), and CPM (Mouratidis et al. 2005a). A
survey of techniques in this category can be found
in Mouratidis (2009).

Key Applications

Aviation Safety
Keeping track of nearby locations at which an
aircraft can land at all times is extremely crucial
to aviation safety. An aircraft pilot can use the
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continuous kNN query to precompute the nearest
emergency landing sites along a predefined flight
path.

Location-Based Advertising
Location-based advertising (LBA) is a form of
advertising that uses location information to help
identify potential customers. A business estab-
lishment can use continuous kNN query to moni-
tor movements of nearby LBA participants over a
period of time in order to offer promotional deals
to participants who frequently appear in the kNN
result set.

Location-Based Tour Guide System
A location-based tour guide system provides re-
lated tourist information based on a user’s loca-
tion. The system can make use of the continuous
kNN query type to continuously report a list of
nearby tourist attractions. A user can browse the
list and select to retrieve information about the
attraction in which they are most interested.

Multiplayer Online Gaming
In a multiplayer online gaming environment
where different groups of players compete
against each other, complete awareness of the
surroundings is very important to each player.
The continuous kNN query type can be used to
report nearby threats to each player at all times.

Future Directions

• Privacy Issues. In location-based services,
users may choose to obfuscate their locations
before submitting them to a service provider
for greater privacy (Duckham and Kulik 2005;
Gruteser and Grunwald 2003). Continuous
queries require users to repetitively share
their locations with the service provider.
This may provide the opportunity for the
service provider to infer the trajectory of a
user from a set of altered locations that they
share by applying physical constraints such as
speed, road network topology, etc. (Chow and
Mokbel 2007).

• Probabilistic Queries. One research direc-
tion is to capture the uncertain nature of ob-

ject/query trajectories (Cheng et al. 2004; Nie-
dermayer et al. 2013). Probabilistic continu-
ous querying is concerned with presenting a
number of possible results along with proba-
bility assessments to a user over a period of
time.

• Continuous kNN with Spatial Constraints.
Another important research direction is con-
cerned with incorporating spatial constraints
into problem modeling and query processing.
For example, in the presence of obstacles,
one may be interested in monitoring k nearest
objects that are visible from the query (Gao
et al. 2011). In the context of objects and
queries that move along the roads of a city, one
would want to monitor the k nearest objects
in terms of traveling distance within the road
network (Mouratidis et al. 2006).

Cross-References

�Nearest Neighbor Query
�Queries in Spatiotemporal Databases, Time Pa-

rameterized
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Synonyms

Characteristic Travel Time; Spatial Causality;
Travel Time Computation

Definition

The application domain of intelligent transporta-
tion is plagued by a shortage of data sources that
adequately assess traffic situations. Currently,
to provide routing and navigation solutions, an
unreliable travel time database that consists of
static weights as derived from road categories and
speed limits is used for road networks. With the
advent of floating car data (FCD) and specifically
the GPS-based tracking data component, a means
was found to derive accurate and up-to-date travel
times, i.e., qualitative traffic information. FCD is
a by-product in fleet management applications
and given a minimum number and uniform
distribution of vehicles, this data can be used for
accurate traffic assessment and also prediction.
Map-matching the tracking data produces travel
time data related to a specific edge in the
road network. The dynamic travel time map
(DTTM) is introduced as a means to efficiently
supply dynamic weights that are derived from a
collection of historic travel times. The DTTM is
realized as a spatiotemporal data warehouse.

Historical Background

Dynamic travel time maps were introduced as
an efficient means to store large collections of
travel time data as produced by GPS tracking of

http://dx.doi.org/10.1007/978-3-319-17885-1_100140
http://dx.doi.org/10.1007/978-3-319-17885-1_101238
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Dynamic Travel Time
Maps, Fig. 1 Fluctuating
travel times (in minutes) in
a road network example
(Athens, Greece)
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vehicles (Pfoser et al. 2006). Dynamic travel time
maps can be realized using standard data ware-
housing technology available in most commercial
database products.

Scientific Fundamentals

A major accuracy problem in routing solutions
exists due to the unreliable travel time associated
with the underlying road network.

A road network is modeled as a directed graph
G D .V; E/, whose vertices V represent intersec-
tions between links and edges E represent links.
Additionally, a real-valued weight function w W

E ! R is given, mapping edges to weights. In
the routing context, such weights typically corre-
spond to speed types derived from road categories
or based on average speed measurements. How-
ever, what is important is that such weights are
static, i.e., once defined they are rarely changed.
Besides, such changes are rather costly as the
size of the underlying database is in the order of
dozens of gigabytes.

Although the various algorithmic solutions for
routing and navigation problems (Dechter and
Pearl 1985), Russell and Norvig (2003) are still
subject to further research, the basic place for
improving solutions to routing problems is this
underlying weight-based database DB(w.u; v/).

The DTTM will be a means to make the
weight database fully dynamic with respect to
not only a spatial (what road portion) but also
a temporal argument (what time of day). The
idea is to derive dynamic weights from collected
FCD. Travel times and thus dynamic weights
are derived from FCD by relating its tracking
data component to the road network using map-
matching algorithms (Brakatsoulas et al. 2005).
Using the causality between historic and current
traffic conditions, weights – defined by tempo-
ral parameters - will replace static weights and
will induce impedance in traversing some links.
Figure 1 gives an example of fluctuating travel
times in a road network.

Travel Time Causality in the Road Network
The collection of historical travel time data pro-
vides a strong basis for the derivation of dy-
namic weights provided that one can establish
the causality of travel time with respect to time
(time of the day) and space (portion of the road
network) (Chen and Chien 2002; Schaefer et al.
2002).

Temporal causality establishes that for a given
path, although the travel time varies with time,
it exhibits a reoccurring behavior. An example
of temporal causality is shown in Fig. 2a. For
the same path, two travel time profiles, i.e., the
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Dynamic Travel Time Maps, Fig. 2 Relating travel times

travel time varying with the time of the day,
are recorded for different weekdays. Although
similar during nighttime and most daytime hours,
the travel times differ significantly during the
period of 16–22 h. Here, on one of the days the
shops surrounding this specific path were open
from 17 to 21 h in the afternoon.

Spatial causality establishes that travel times
of different edges are similar over time. An ex-
ample is given in Fig. 2b. Given two different
paths, their travel time profiles are similar. Being
in the same shopping area, their travel time profile
is governed by the same traffic patterns, e.g.,
increased traffic frequency and thus increased
travel times from 6 to 20 h, with peaks at 8 h and
around noon.

Overall, discovering such temporal and spatial
causality affords hypothesis testing and data min-
ing on historic data sets. The outcome is a set
of rules that relate (cluster) travel times based
on parts of the road network and the time in
question. A valid hypothesis is needed that selects
historic travel time values to compute meaningful
weights.

Characteristic Travel Times = Aggregating
Travel Times
A problem observed in the example of Fig. 2b is
that travel times, even if causality is established,
are not readily comparable. Instead of consider-

ing absolute travel times that relate to specific
distances, the notion of relative travel time �

is introduced, which for edge e is defined as
follows:

�.e/ D
�.e/

l.e/
; (1)

where �.e/ and l.e/ are the recorded travel time
and edge length, respectively.

Given a set of relative travel times P.e/ re-
lated to a specific network edge e and assuming
that these times are piecewise independent, the
characteristic travel time�.P ) is defined by the
triplet cardinality, statistical mean, and variation
as follows,

�.P / D fjP j; EŒP �; V ŒP �g ; (2)

EŒP � D
X
�2P

�

jP j
; (3)

V ŒP � D
X
�2P

.� � EŒP �/2

jP j
: (4)

The critical aspect for the computation of P.e/

is the set of relative travel times selected for the
edge e in question based on temporal and spatial
inclusion criteria IT .e/ and IS .e/, respectively.

P.e/ D f�.e�; t / W e� 2 IS .e/ ^ t 2 IT .e/g :

(5)
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IS .e/, a set of edges, typically contains the edge e

itself, but can be enlarged, as seen later on, to in-
clude further edges as established by an existing
spatial causality between the respective edges.
IT .e/, a set of time periods, is derived by existing
temporal causality. The characteristic travel time
essentially represents a dynamic weight, since
depending on a temporal inclusion criterion (e.g.,
time of the day, day of the week, month, etc.), its
value varies.

FCD and thus travel times are not uniformly
distributed over the entire road network, e.g.,
taxis prefer certain routes through the city. To
provide a dynamic weight database for the entire
road network, a considerable amount of FCD
is needed on a per edge basis, i.e., the more
available data, the more reliable will be the char-
acteristic travel time.

While it is possible to compute the character-
istic travel times for frequently traversed edges
only based on data related to the edge in question,
for the non-frequently traversed edges, with their
typical lack of data, complementary methods are
needed. The simplest approach is to substitute
travel times by static link-based speed types as
supplied by map vendors. However, following
the spatial causality principle, the following three
prototypical methods can be defined. The various
approaches differ in terms of the chosen spatial
inclusion criterion IS .e/, with each method sup-
plying its own approach.

Simple Method. Only the travel times collected
for a specific edge are considered. IS .e/ D feg.

Neighborhood Method. Exploiting spatial
causality, i.e., the same traffic situations affecting
an entire area, a simple neighborhood approach is
used by considering travel times of edges that are
(i) contained in an enlarged minimum bounding
rectangle (MBR) around the edge in question and
(ii) belong to the same road category. Figure 3a
shows a network edge (bold line) and an
enclosing MBR (small dashed rectangle) that is
enlarged by a distance d to cover the set of edges
considered for travel time computation (thicker
gray lines). IS .e/ D fe� W e� contained_in d -
expanded MBR.e/

V
L.e�/ D L.e/}, with L.e/

being a function that returns the road category of
edge e.

Tiling Method. Generalizing the neighborhood
method, a fixed tiling approach for the network is
used to categorize edges into neighborhoods. It
effectively subdivides the space occupied by the
road network into equally sized tiles. All travel
times of edges belonging to the same tile and
road category as the edge in question are used for
the computation of the characteristic travel time.
Figure 3b shows a road network and a grid. For
the edge in question (bold line) all edges belong-
ing to the same tile (thicker gray lines) are used
for the characteristic travel time computation.
IS .e/ D fe� W e� 2 Tile.e/

V
L.e�/ D L.e/g

Both the neighborhood and the tiling method
are effective means to compensate for missing
data when computing characteristic travel times.
Increasing the d in the neighborhood method, in-
creases the number of edges and thus the potential
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number of relative travel times considered. To
achieve this with the tiling method, the tile sizes
have to be increased.

Dynamic Travel Time Map
The basic requirement to the DTTM is the effi-
cient retrieval of characteristic travel times and
thus dynamic weights on a per-edge basis. Based
on the choice of the various travel time compu-
tation methods, the DTTM needs to support each
method in kind.

The travel time computation methods use ar-
bitrary temporal and spatial inclusion criteria.
This suggests the use of a data warehouse with
relative travel times as a data warehouse fact
and space and time as the respective dimensions.
Further, since the tiling method proposes regular
subdivisions of space, one has to account for a
potential lack of travel time data in a tile by
considering several subdivisions of varying sizes.

The multidimensional data model of the
data warehouse implementing the DTTM is
based on a star schema. Figure 4 shows the
schema comprising five fact tables and two data
warehouse dimensions. The two data warehouse
dimensions relate to time, TIME_DIM, and to
space, LOC_DIM, implementing the respective
granularities as described in the following.

Spatial subdivisions of varying size can be
seen as subdivisions of varying granularity that
form a dimensional hierarchy. These subdivisions
relate to the tiling method used for characteristic
travel time computation. A simple spatial
hierarchy with quadratic tiles of side length
200, 400, 800, and 1600 m respectively is
adopted, i.e., four tiles of x m side-length are
contained in the corresponding greater tile of
2x m side-length. Consequently, the spatial
dimension is structured according to the hier-
archy edge; area_200; area_400; area_800,
area_1600. Should little travel time data be
available at one level in the hierarchy, one can
consider a higher level, e.g., area_400 instead of
area_200.

Obtaining characteristics travel times means to
relate individual travel times. Using an underly-
ing temporal granularity of one hour, all relative
travel times that were recorded for a specific

edge during the same hour are assigned the same
timestamp. The temporal dimension is structured
according to a simple hierarchy formed by the
hour of the day, 1–24, with, e.g., 1 representing
the time from 0:00 am to 1:00 am, the day of
the week, 1 (Monday) to 7 (Sunday), week, the
calendar week, 1–52, month, 1 (January) to 12
(December), and year, 2000–2003, the years for
which tracking data was available to us.

The measure that is stored in the fact tables
is the characteristic travel time � in terms of the
triplet {jP j; EŒP �; V ŒP ]}. The fact tables com-
prise a base fact table EDGE_TT and four derived
fact tables, AREA_200_TT; AREA_400_TT;

AREA_800_TT; and AREA_1600_TT, which
are aggregations of EDGE_TT implementing
the spatial dimension hierarchy. Essentially, the
derived fact tables contain the characteristic
travel time as computed by the tiling method
for the various extents.

In aggregating travel times along the spatial
and temporal dimensions, the characteristic travel
time �.C / D fjCi j; EŒCi �; V ŒCi �g for a given
level of summarization can be computed based
on the respective characteristic travel times of a
lower level, �.Sj ), without using the initial set of
characteristic travel times P as follows.

jCi j D
X

Sj 2Ci

jSj j (6)

EŒCi � D

P
Sj 2Ci

jSj j � EŒSj �

jCi j
(7)

V ŒCi � D

P
Sj 2Ci

jSj j
�
V.Sj / C EŒSj �

�

jCi j

� E2ŒCi � (8)

Implementation and Empirical Evaluation
To evaluate its performance, the DTTM was im-
plemented using an Oracle 9i installation and
following the data warehouse design “best prac-
tices” described in Kimball (2002) and Scalzo
(2003). The primary goal of these best practices
is to successfully achieve the adoption of the “star
transformation” query processing scheme by the
Oracle optimizer. The latter is a special query
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processing technique, which gives fast response
times when querying a star schema.

The steps involved in achieving an optimal
execution plan for a star schema query require the
setup of an efficient indexing scheme and some
data warehouse-specific tuning of the database
(proper setting of database initialization param-
eters and statistics gathering for use by the cost-
based optimizer of Oracle). The indexing scheme
is based on bitmap indexes, an index type that is
more suitable for data warehousing applications
compared to the traditional index structures used
for OLTP systems.

Using this DTTM implementation, experi-
ments were conducted to confirm the accuracy of
the travel time computation methods and to assess
the potential computation speed of dynamic
weights. The data used in the experiments
comprised roughly 26,000 trajectories that in
turn consist of 11 million segments. The data was
collected using GPS vehicle tracking during the
years 2000–2003 in the road network of Athens,

Greece. Details on the experimental evaluation
can be found in Pfoser et al. (2006).

To assess the relative accuracy of the travel
time computation methods, i.e., simple method
vs. neighborhood and tiling method, three ex-
ample paths of varying length and composition
(frequently vs. non-frequently traversed edges)
were used. The simple method was found to
produce the most accurate results measured in
terms of the standard deviation of the individual
travel times with respect to computed charac-
teristic travel time. The tiling method for small
tile sizes (200 � 200 m) produces the second
best result in terms of accuracy at a considerably
lower computation cost (number of database I/O
operations). Overall, to improve the travel time
computation methods in terms of accuracy, a
more comprehensive empirical study is needed to
develop appropriate hypothesis for temporal and
spatial causality between historic travel times.

To evaluate the feasibility of computing dy-
namic weights, an experiment was designed to
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compare the computation speed of dynamic to
static weights. To provide static weights, the
experiment utilizes a simple schema consisting
of only one relation containing random-generated
static weights covering the entire road network.
Indexing the respective edge ids allows for ef-
ficient retrieval. In contrast, dynamic weights
are retrieved by means of the DTTM using the
tiling method. The query results in each case
comprise the characteristic travel time for the
edge in question. The results showed that static
weights can be computed nine times faster than
dynamic weights. Still, in absolute terms, roughly
50 dynamic weights can be computed per second.
Using further optimization, e.g., in routing algo-
rithms edges are processed in succession, queries
to the DTTM can be optimized and the number of
dynamic weights computed per time unit can be
increased further.

Summary
The availability of an accurate travel time
database is of crucial importance to intelligent
transportation systems. Dynamic travel time
maps are the appropriate data management means
to derive dynamic – in terms of time and space –
weights based on collections of large amounts of
vehicle tracking data. The DTTM is essentially
a spatio-temporal data warehouse that allows for
an arbitrary aggregation of travel times based
on spatial and temporal criteria to efficiently
compute characteristic travel times and thus
dynamic weights for a road network. To best
utilize the DTTM, appropriate hypotheses with
respect to the spatial and temporal causality of
travel times have to be developed, resulting in
accurate characteristic travel times for the road
network. The neighborhood and the tiling method
as candidate travel time computation methods
can be seen as the basic means to implement
such hypotheses.

Key Applications

The DTTM is a key data management construct
for algorithms in intelligent transportation sys-
tems that rely on a travel time database accurately

assessing traffic conditions. Specific applications
include the following.

Routing
The DTTM will provide a more accurate weight
database for routing solutions that takes the travel
time fluctuations during the day (daily course of
speed) into account.

Dynamic Vehicle Routing
Another domain in which dynamic weights can
prove their usefulness is dynamic vehicle routing
in the context of managing the distribution of
vehicle fleets and goods. Traditionally, the only
dynamic aspects were customer orders. Recent
literature, however, mentions the traffic condi-
tions, and thus travel times, as such an aspect
(Fleischmann et al. 2004).

Traffic Visualization, Traffic News
Traffic news relies on up-to-date traffic infor-
mation. Combining the travel time information
from the DTTM with current data will provide an
accurate picture for an entire geographic area and
road network. A categorization of the respective
speed in the road network can be used to visualize
traffic conditions (color-coding).

Future Directions

An essential aspect for providing accurate dy-
namic weights is the appropriate selection of
historic travel times. To provide and evaluate
such hypothesis, extensive data analysis is needed
possibly in connection with field studies.

The DTTM provides dynamic weights based
on historic travel times. An important aspect
to improve the overall quality of the dynamic
weights is the integration of current travel time
data with DTTM predictions.

The DTTM needs to undergo testing in a
scenario that includes massive data collection and
dynamic weight requests (live data collection and
routing scenario).
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