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Purpose: We propose a simple methodology for heterogeneous data collection and central

repository-style database design in healthcare. Our method can be used with or without

other software development frameworks, and we argue that its application can save a rel-

evant amount of implementation effort. Also, we believe that the method can be used in

other fields of research, especially those that have a strong interdisciplinary nature.

Background: The idea emerged during a healthcare research project, which consisted among

others in grouping information from heterogeneous and distributed information sources.

We developed this methodology by the lessons learned when we had to build a data reposi-

tory, containing information about elderly patients flows in the UK’s long-term care system

(LTC).

Design: We explain thoroughly those aspects that influenced the methodology building. The

methodology is defined by six steps, which can be aligned with various iterative devel-

opment frameworks. We describe here the alignment of our methodology with the RUP

(rational unified process) framework. The methodology emphasizes current trends, as early

identification of critical requirements, data modelling, close and timely interaction with

users and stakeholders, ontology building, quality management, and exception handling.

Results: Of a special interest is the ontological engineering aspect, which had the effects

with the highest impact after the project. That is, it helped stakeholders to perform better

collaborative negotiations that brought better solutions for the overall system investigated.
An insight into the problems faced by others helps to lead the negotiators to win-win situ-

ations. We consider that this should be the social result of any project that collects data for

th

erogeneous and distributed information sources, containing
better decision making

1. Introduction

In this paper we describe both a medical software engineering

(MSE) methodology that emerged as a byproduct of an incre-
mental implementation of a healthcare-oriented data repos-
itory for LTC (long-term care system) in the United Kingdom
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and also some aspects of the usage of this repository. Built
as a central database, it is grouping information from het-
ug.nl (C. Pelletier).

information about elderly patient’s flows in the UK’s LTC.
We argue that the use of this methodology could save time

in similar undertakings or in other fields than healthcare. The
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methodology is an extension of known iterative frameworks
as RUP (rational unified process, see Ref. [8]). Gathering the
data for our project has been a difficult undertaking, leading
to “re-starts” a couple of times. Basically, our data gathering
and data organization was repeated three times, each time
trying to avoid previous mistakes. Given the benefit of hind-
sight, we empirically estimate that the knowledge about the
best ways to design and implement a medical data warehouse
could have saved more than 70% of the time and effort to build
the repository. This is why we consider important to document
and publish our development method. This could help health-
care practitioners and practitioners from other medical areas
with similar data collection features. Applying the proposed
“six-steps” could accelerate data gathering and data organi-
zation, and help avoid some already known pitfalls and bad
practices.

Our MSE methodology is rather domain specific, but it can
be seen as a specialization of more general software engineer-
ing (SE) methodologies. A medical software project that is to
be managed following a consecrated framework (like RUP, for
example, see Ref. [8]) can be aligned easily with our method-
ology, by using the same concepts of phase, milestone, and
iteration. The data gathering-oriented methodology presented
here, follows six “steps”, which can be naturally matched with
the RUP time-phased project management schema, as we are
showing later in the paper. If a heavyweight framework such
as RUP is not used because of the smaller extent of the project,
our proposed six steps can be applied independently and the
project can be managed following our guidelines. Thus, the
six-step methodology can be applied with or without using
the RUP. If RUP is used, the methodology is just one of its
extensions, and if it is not, the methodology becomes a very
streamlined version of RUP.

The paper is organized as follows: Section 2 deals with the
general description of our specific project, Section 3 presents
the methodological framework we have built and proposed for
further use, Section 4 elaborates on two of the most interesting
directions of research that have been open by our work, and
finally Section 5 discusses the limitations of these frameworks
and their applicability, and draws the main conclusions.

2. The description of the LTC related project

In 2001, the UK government started a 3-year project aiming
at improving the quality of health and social care services
through better information management [1]. For this purpose,
in addition to define a standard set of data to be collected [2],
analysis techniques had to be developed and implemented.
These techniques should support better understanding of
resource use and population needs particularly for health and
social care services for the elderly. In such context, the knowl-
edge of tested methods and established frameworks is very
useful to improve the collection of data about the flows of
patients through the entire system. It also supports the study
of different tendencies in the patient care provision, and the

analysis of the patient trajectories within the care system.
Apart from this nationwide project, smaller academic projects
like ours, went towards establishing models for data analysis,
and also provide tools for practitioners in the business pro-
i n f o r m a t i c s 7 5 ( 2 0 0 6 ) 683–691

cesses related to the LTC. Relative to the healthcare database
taxonomy proposed by van Bommel et al. (see Ref. [22]), we
can classify our repository as a database for decision making
in healthcare.

2.1. Data gathering from heterogeneous sources

In the context of the studies of long-term care for elderly
people, the role of the data repository is to allow knowledge
extraction about consumption and behavioral tendencies in
the elderly people population within the LTC system [3]. These
tendencies can be depicted in terms of survival behavior (mod-
eling) [4], cost evolution [5], and bed use. Other types of knowl-
edge that can be extracted are typical patient profiles, place-
ment policy in term of rules and criteria effectively applied
(see Refs. [6,23]), and specific features of the business process
behind the long-term care provision. A well-constructed data
repository can support the discovery and analysis of hidden
aspects about the way the patients are placed and move in
the LTC, and how the allocated resources are consumed (see
Ref. [7]).

In Fig. 1, we are describing the possible states of a patient
in LTC (UK). The entry state is an “arrival in the system”
moment, a milestone in one’s life – for example retirement –
after that (s)he needs care for elderly people. In each state fig-
ured, patient records (medical, financial, socially related) are
registered at various locations of the LTC system. For exam-
ple, it is possible that for an old patient staying at home, who
needs a social worker for care, this care is provided by the local
church volunteers. The record of this activity will be probably
kept on a computer owned by the church community. We want
to emphasize here that the overall system records are het-
erogeneous due to their different source, interpretation, and
purpose; secure and private, hence difficult to be accessed, and
most importantly, are owned by the local organizations. Some-
times, the lack of record itself can represent also something.
For example, in Fig. 1, these situations could be represented
by the state “no care” in the “at house” location.

2.2. The use of the centralized data-repository

In many complex social organizations, like healthcare, the
decision making process is distributed. There are a number of
different stakeholders, with rather different goals, who have
access to different and disconnected sources of data. This
leads to local ‘views’, usually narrow and biased, and resulting
in local decisions. Nevertheless, the impact of these decisions
on a larger scale cannot be estimated. For global decisions,
e.g. a consolidated budget, the stakeholders have to meet and
negotiate. Due to the fact they hold views that have grown
from partial and sometimes conflicting perspectives, the deci-
sion taken can be just biased in the favour of the strongest
negotiator.

A data repository that gathers information from all areas
that represent health and social care stakeholders leads to the
possibility of having a holistic view of the system. This central-

ization allows various types of analysis, data flow, and process
mining that search for global estimation and global under-
standing of otherwise hidden phenomena. A global-view data
analysis tool of crossed historical data about LTC patients is
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Fig. 1 – The state diagram

he main instrument to achieve better coordination between
takeholders. Such a tool, whose general architecture is shown
n Fig. 2, allows to:

analyze the use of the resources for LTC in the past;
identify possibilities for improvement;
discover the path patterns (trajectories) of patients in the
system (eventual bottlenecks);
establish the profiles of patients based on their experience
in the system.

The results of the analysis enable tactical and strate-
ic managers to have a better understanding of the system
nd leads to a better utilization of the existing and planned
esources. Our approach is to allow a continuous renewal (with
rate of update of 3–6 months) of the historical data concern-

ng LTC patients; all these across the various organizations
hat own and use these data.

Currently there are more “disciplined” approaches for data

athering, based on high level policies and nationwide project
equirements (see Refs. [17–19]), but for very specific data gath-
ring exercises, were it is not possible to attain a level of wide
ocially driven coordination between stakeholders, it is desir-

Fig. 2 – The architecture of the data-ga
strating the patient flow.

able to have one partner as “data-gatherer” and the rest only
as users of the interpreted data. This pattern can be identi-
fied in the majority of academic research projects that aim to
provide non-academic partners (who have to supply the data)
with applications and tools that are using the gathered data.

2.3. The importance of a SE methodology

Information technology projects in general, and in healthcare
in particular [13], have a high degree of complexity, risk and
uncertainty. The rate of failure and delays (i.e. running over
time and budget) is still considered unacceptable in the soft-
ware industry. In the software engineering domain the main
factor for success is considered today to be the adoption of
best-practices, either by using a framework like RUP, or at
a smaller scale, domain specific reusable methods (so-called
“project skeletons”). These can be seen as an empirical foun-
dation for new business-demand driven knowledge, opposed
to the technology driven approaches, which wrongly adopt a

stance that new technical innovations like object-orientation,
web-services, or component technologies offer an immediate
“silver bullet”, and a guarantee for success. Without adopting
novel principles like iterative development, user participa-

thering and analysis application.
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Fig. 3 – An example of alignment of a RUP-sty

tion (both strongly emphasized in RUP), and domain specific
knowledge reuse, IT projects in the medical and healthcare
domain will not deliver the expected benefits.

3. The methodology

Our methodology consists of six steps. From a simplistic point
of view, one can argue that a six-step methodology is just
another version of the previously used waterfall model [8],
which has been criticized for the lack of flexibility achieved
via iterative development. Nevertheless, the iterative style of
development may and should be applied over the steps of our
proposed methodology. This can be done by viewing iterations
as short time chunks that are forming the steps, during which
a small part of the required functionality is implemented. In
this view the methodology can be seen not only as an exten-
sion of RUP, but also of any iterative methodology, such as Agile
Development [11] or XP (extreme programming) [12], where
short iterations that are strongly time-boxed (i.e. have to start
and end at a very precise time) are part of more “elastic”
phases. Methodological constraints, not project dates, define
these phases, whose ends can be seen as conceptual mile-
stones for the project manager—of course, in strong relation
with time/budget milestones. Hence, inside each iteration
there is a small waterfall project (with sequenced analysis,
design, implementation, and test tasks), and there is a com-
mon practice across any iterative framework to have a meeting
between the software team and the project stakeholders, to
analyse intermediate results, and eventually change require-
ments for the next iterations.

For example, RUP has four phases (inception, elaboration,
construction, and transition), each consisting of a number of
iterations. Typically, the inception takes 10–15% of the time
budget, the elaboration takes 20–35%, the construction phase
30–50%, and the transition phase 10–30%. A 1-year project,
consisting of 26 two-week iterations, can be structured as a

{3,8,11,4} 2-week iterations sequence over the four phases (see
Fig. 3). The first milestone is the “go/no-go” decision, the sec-
ond is about freezing the software requirements, the third is
the moment when the software is completely built, and the
oject timeline and the six-step methodology.

last is achieved when the software runs normally in the target
organization. The alignment of our six-step methodology with
a framework like RUP is easily achievable by leaving in place
the iterations and milestone structure, and superimposing the
six-step structure over the existing software project plan (as
in Fig. 3), as a supplementary methodological guideline.

It is also possible to use the six-step methodology as a stan-
dalone framework. Nevertheless, we strongly recommend the
use of an iterative substructure for project management.

3.1. Step one—prove that the hardest requirement can
be solved

The first step, which can be aligned with the “inception” phase
in RUP, ends when the development team has identified and
(empirically at least) solved the most critical requirement for
building the data warehouse. The developers should be able
to convince the stakeholders that they have a sound solution
for this critical requirement. For example, in a typical ware-
house that collects weather data, the elimination of “noise”
(unwanted data) is crucial. For a warehouse that stores a large
amount of data about potential terrorist communication, fast
search for certain communication patterns is the most impor-
tant. In genome research, structuring algorithms have to be
discovered before the warehouse is built. Every application
tends to have its own core set of critical requirements.

In our particular project, the strongest requirement in a
LTC warehouse (at borough, county or national level) is that
the data should be anonymous according to the UK data pro-
tection act. Our methodology considers that in the implemen-
tation of such a repository, the first step is to establish clear
ways to ensure that the privacy requirement (via anonymity of
the records in the repository) is achievable. It is possible that
for other projects of data gathering the main requirement is
different. Our point is that this critical requirement should be
identified from the start and tackled first. The implementers
should “prove” data owners and stakeholders that it is possible

to fulfil this requirement. Here we have used a mapping file,
owned by the owners of the data sources. In a mapping file,
the unique identity of the patient (given by his social security
number) was associated with a unique identifier generated by
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ig. 4 – RUP’s “inception phase” and our “step one” may be
ligned.

ur system. To disclose the identity of the patient, access to
his mapping file is necessary, and the access is limited only
o the updating sessions of the central repositories.

All stakeholders, who have their data added to our central
epository (kept at the University), must be convinced that all
he data we keep and use for model testing and validation
re anonymous. To this effect, we have developed a schema
nvolving a “cookie-based”, stakeholder owned key-mapping

echanism, that allows the cyclic update of the central repos-
tory without using names, social security numbers or other
on-anonymous information from the local records.

For the project management, reaching this milestone (i.e.
olving the critical aspect(s)), can be also viewed as the “go/no-
o” decision point in the project (identical with the end of the
inception” phase in the RUP framework). A proposed align-

ent with RUP is shown in Fig. 4.
For example, in nation-wide data-gathering undertakings,

he facilities offered by the Web are more and more popu-
ar. Databases offer today web-enabled interfaces. However,
his can be very costly in order to be achieved in a secure
ay [14] that ensures data privacy. Healthcare networked data

epositories typically use a public key infrastructure (PKI), but
xperience shows that the implementation of this infrastruc-
ure could be more costly and politically sensitive than the
athering of anonymous data (for a study of the trade-offs
ith a PKI-based system, see Ref. [15]). Another approach is to

nsure anonymity by ambiguity algorithms, where the records
re altered in a way that makes discovery of patient identity
ery difficult, but keeps the records usable for various kinds
f analysis [20]. For small-scale data gathering, we advise a
ustomised, less costly scheme than the above ones.

Finally, we advise that for data gathering in general, one
hould identify the critical requirements first. Typical require-
ents are high levels of data privacy, data accuracy, analysis

peed, ability to filter large amounts of data, good connected-
ess, short-term data availability, etc. After identifying what

t is the most important requirement for the stakeholders, a
olution (at a formal or at an empirical level, depending on the
roblem) should be selected. The solution has to be clearly
easible at this stage, from a human, ethical, financial, and
echnical point of view. It could be a standard solution, but

lso an adapted one. Many projects fail because people select
rst a solution (usually a technology driven one), and try to
t it to the requirements. This leads often to the selection of
equirements that are not the relevant ones.
f o r m a t i c s 7 5 ( 2 0 0 6 ) 683–691 687

3.2. The second step—quality and scope of the sources

The second step in the methodology is to identify the qual-
ity and scope of each data source and the updating rate
(depending on the dynamics of the entities to which the
data refers). We are calling this step “scope and granu-
larity” analysis. Basically, one has to understand and to
model all the source databases. Sometimes these models
are available from the design documents that have been
used to implement them otherwise they have to be reverse-
engineered.

Time granularity is important for each database. In our
case, some databases kept financial information on an annual
basis, others on a monthly or weekly basis. One has to keep
in mind that in the central repository these data have to be
finally aligned. It is possible that large amounts of data from
the sources will never be used. Nevertheless, the builders of
the central repository should be aware of the entire poten-
tial. Often stakeholders ask late in the project for new data,
which exist in the sources, but the designers are not aware
or prepared to tackle these new requirements. If designers
know the complete models of the sources, it is much eas-
ier to change the central data repository model and adapt
the gathering procedures, to include the newly asked data
requirements.

Another issue relevant in this step concerns complemen-
tarities of data sources, usually leading to all kinds of potential
inconsistencies. For example, after crossing two sources, we
have found patients who were still in the system as alive
after their registered death, or they appeared with a differ-
ent gender in different states. Most of these cases are due
to data-input mistakes and normally they should be fixed.
These aspects are critical to any data integration effort and
various software filters and inconsistency detectors should be
developed before other software applications that are neces-
sary for the repository. Sometimes, for data gathering projects
where the volume of data is low but the structure of the data
is very complex (for instance contains lots of unstructured
or semi-structured text) some filtering and consistency pro-
cedures should be designed to be done by hand by human
operators. These procedures have to be established and val-
idated early in the project. One final advice in this step is to
validate the collection of data by running one (small-scope)
collection exercise. Of course, in this step, it is not yet clear
what data will be finally used, but the designers could select
those records and fields that are considered relevant by the
data owners.

With respect to RUP, this step can start during the last
iterations of the inception phase, or at least in the very first
iteration of the elaboration phase. It will end after the first
iterations of elaboration phase (see Fig. 5).

3.3. Step three—identify what data is needed by the
stakeholders

The third step is to determine the data requirements to

achieve the results that are desired by the stakeholders and
the decision makers. This will reduce the scope of the data
gathered and will simplify the schemas of the data reposi-
tory. In our case, the scope reduction was also a consequence
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Fig. 5 – The alignment of the second step with RUP.

of the analysis tools that have been already developed. How-
ever, the implementers must realize that it is possible that
new tools and models may be required in the future, in addi-
tion to the current ones, and that data that are not currently
used may be valuable in the future. Another aspect in this
step is to determine what factors can increase the speed of
the analysis. For example, it is no use to develop a tool that
makes an analyst wait several minutes or hours to have a
result for a trial with some test parameters—s/he should be
able to “play” with the system in an almost interactive way.
The speed factor is dependent on the availability of data or
search time. In any data repository, data that are frequently
used are buffered in small “caches”, or the navigability of the
database schemas is designed in a way that shortens the path
to those records that are queried often. Data that are consid-
ered immediately useful for the analysis tools, should be very
easily reachable, and data that are not, could be placed “at dis-
tance” from the main query starting points. If necessary, new
queries can be written for new tools, or the old queries can
be rewritten. In extreme cases, the whole database schema
could be changed, and simple porting software can be used
to migrate the whole information in the repository towards a
database with a different operational structure, but containing
the same information.

With respect to RUP and project management, this step
should be finished before the end of the elaboration phase.
In a RUP-based project, the end of elaboration means that
the requirements are “frozen”. Any change in the software
requirements after this milestone will incur contractually
established delays and/or budget modifications. It is evident

that “what data the stakeholders want” is naturally aligned
with established requirements. The alignment of the RUP
project framework and the third step is given in Fig. 6.

Fig. 6 – The alignment of steps three and four with RUP.
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3.4. Step four—build an ontology

The fourth step consists in building an ontology that maps the
relevant terms in the scoped universe of discourse. This is nec-
essary because in distributed environments, the denomina-
tors for data attributes and values can be different (depending
on local technical jargon and/or background of the local data
collectors). Previous research emphasized the importance of
semantic alignment in data sharing and data exchange in
medical and healthcare IT systems (see Ref. [16]). Currently,
there are various proposals for Semantic Web ontologies, spe-
cialized for various fields of biomedicine and healthcare (see
Ref. [21]).

The central data repository schema and architecture
should be based on this common ontology, which can be
also shared via mapping the terms and concepts to the local
database schemas. We have observed that different people,
from different environments and with different backgrounds
use local specialized languages that are incomprehensible for
the outsiders. They use sometimes the same words, but with
slight differences in their meaning. This makes it enormously
difficult for stakeholders to discuss together their local deci-
sions. A very important byproduct of the development of data
integration is that stakeholders who are also decision makers
learn to communicate better and subsequently to understand
better the problems of the others, enabling in this way the
possibility to achieve win-win decisions through collabora-
tive negotiation. We observed that the ontology makers are
also perceived as third-trusted parties (not only the develop-
ers of the integrated repository). Looking retrospectively, we
consider now that the achievement of this ontology could be
the most important outcome of such a project.

This step is more difficult to link with the RUP framework.
Common shared ontology building starts early in any het-
erogeneous project. However, when we talk about the formal
construction of an ontology, we consider that it is necessary
to be done somewhere at the end of the elaboration phase and
the first iterations of the construction phase. We recommend
an alignment like in Fig. 6.

3.5. Step five—how to update the central repository

The next two phases can be grouped under the name mainte-
nance. However, the scope and goals of the two are different.
The fifth step is to establish the update policy for each local
source and estimate the costs involved. Besides the speed and
intensity of local change, granularity is an important aspect,
because different databases can store the same kind of infor-
mation with a different temporal or spatial scope. For example,
costs can be recorded as per week, per month or per year; or in
a hospital, per clinic, department or bed (or individual case).
This transforms the collected information into a format with
unique (tuned for analysis) granularity. This can involve the
writing of software that adjust granularity to the desired level,
but can also involve manual procedures where the granular-
ity conversion cannot be achieved by simple routines. At this

level, a manager can consider that the project is terminated.
However, we include as a last step the post-validation and
training phase. Validation of implemented software should
happen anyway after all iterations and this eliminates the
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eed for an explicit testing phase (or step) as in the waterfall
odel of development. Therefore, we consider the first oper-

tional use of the system (first effective collection of data) as
last maintenance and bug-fixing stage.

The fifth step should be finished before the construction
hase of RUP ends. This milestone is for software completion,
nd implies that the update mechanisms should be fully func-
ional at this point. Hence, step five is part of the construction
s shown in Fig. 7.

.6. Step six—enact exception handling protocols

he sixth step is the first real-life data gathering, and tests
f the filtering software deposits correctly the right informa-
ion into the repository. The collected data should be analyzed
mmediately with the simplest methods and compared with
he results of the analysis of sources using the same methods,
o detect anomalies that are induced by the data gathering
rocess. In our case, we have discovered in this phase that it

s necessary to enact some methods to “clean” automatically
oise from the gathered data. The development of this “comb-

ng” software is tedious and the implementers should plan
heir project in a way that allows slack in this step. However, if
few records generate the noise it is better to handcraft ad hoc
imple queries that eliminate these. In other projects—with
ifferent nature of information gathered, other problems can
ppear in this phase. Our advice for this stage is to include
ome slack iterations (two, but this depends on the scale of
he project), to iron out the discovered problems without the
ressure to launch the repository for decision making analy-
is. This does not imply that users should not work already
ith the system, take this opportunity to obtain final training

or system use.
Step six (as in Fig. 7) is clearly a part of the transition

hase. It can eventually start earlier, as a small pilot during
he construction phase, but this is recommended only if the
pplication environment is prone to a high number of excep-
ion handling occurrences.

. The six-step methodology and project
anagement
ur proposed methodology only shows “what should be done”
nd in which order issues should be solved, but it has no clear
apping onto a project management structure. We have made
i n f o r m a t i c s 7 5 ( 2 0 0 6 ) 683–691 689

a link with iterations and phases in RUP (in Section 3), but
we have not offered yet clear guidelines on how to plan the
project, how to assign the plan to a team and how to link these
to a budget and control mechanism.

At the first glance, the methodology seems to be best suited
for the use of the so-called “predictive model” (see Ref. [8]) for
project management. In software development, the predictive
model is still used today because of the participants’ desire for
predictability. Project managers and strategy planners want to
know how much it will cost to integrate data and how long
it will take to make them usable. Also, stakeholders want to
reach early the point where the latter part of the project can be
estimated with a reasonable degree of accuracy. With predic-
tive planning, a project has two stages. The first stage (usually
up to the “go-no/go” decision, i.e. the inception phase in RUP)
ends with strict project planning as a final product. The main
shortcoming is that this first stage is difficult to predict, and
usually takes much more time than necessary. However, only
few people are involved in this stage, and the costs can still
be low. The second stage is much more predictable because
plans are already in place.

There is a debate about whether software projects can be
really predictable [9]. The core of this problem is requirements
elicitation. The main source of complexity in software or
database centric projects is the difficulty in understanding the
requirements of the stakeholders. These tend to change even
late in the development process. The requirement changes
usually make a predictive plan impossible. Freezing the
requirements early on and not permitting changes is possible,
but this leads typically to the outcome of delivering a system
that does not fulfil the real requirements of its users.

We learned from our experience, but also from the expe-
rience of other scientists working in data gathering projects
that requirement changes are clearly unavoidable; hence it is
impossible to stabilize requirements sufficiently in order to
use a predictive plan. This leads to the use of adaptive plan-
ning. The difference between a predictive project and an adap-
tive project is that planning is done at the beginning in the
former, and continuously in the latter. Changing requirements
will solely change the structure and the content of iterations.
Of course, this will lead to changes in the initial contract. With
a predictive plan, one can develop a fixed-price/fixed-scope
contract. Such a contract says exactly what should be built,
how much it will cost, and when it will be delivered. Such
contract is not possible with an adaptive plan. However, it is
possible to fix from the start a budget and a time for delivery,
but this will not fix exactly what kind of functionality will be
delivered. An adaptive contract assumes that the users will
collaborate with the development team to regularly reassess
what functionality needs to be built and in extreme situations
will cancel the project if progress ends up being too slow.

For stakeholders, the adaptive approach is less desirable,
as they would prefer greater predictability in the project. How-
ever, predictability depends on a precise, accurate, and stable
set of requirements. If the development team can demonstrate
to the stakeholders that they cannot stabilize their require-

ments early, a flexible, iterative project planning and manage-
ment should be forced upon them. However, we have not yet
developed a clear schema for project planning and control and
how this is mapped on the methodological steps proposed in



c a l

r

,

l,
690 i n t e r n a t i o n a l j o u r n a l o f m e d i

the previous section. This is subject for further research and
will need input from other cases of software development
involving database integration. Also, we should extend the
framework by including team organization advices, and also a
mapping to a model that includes the time/budget constraints
of the project. Another line of research we consider valuable
to continue is the development of the activities in step four
(ontology construction). Of course, for environments where
the interaction between stakeholders is not really important,
this step can even be ignored. However, in our specific case,
the building of the ontology triggered a conscious effort by
the stakeholders to improve each other’s understanding. We
would like to investigate if this happened in other projects
and to extend the ontology building process from a mere step
in the framework to a full process that takes place in par-
allel with, and supports the development process from the
beginning. Also, it may be useful to study the novel technolo-
gies arising from ontology building research in the field of
the Semantic Web, especially investigations in the Genome
Ontology Project involving huge data gathering (see Ref. [10]).
These can bring new insights into how the parallel process
of ontological construction in the project can be supported,
automated and integrated with the development process and
stakeholder feedbacks.

5. Discussion and conclusions

One of the main problems with any framework for software
development or other domains is that it typically covers only
partial aspects and too many gaps are left, especially at con-
ceptual and implementation levels. However trying to fill these
gaps always reduces the comprehensibility and usability of
the framework, because the potential user becomes lost in
too many details. To learn how to use our framework, a user
needs to try it out and fill the gaps her/himself. All ideas
presented in this paper are based on the assumption that it
is undesirable to start a data integration project without a
methodological framework, which has more specificity than
the generic RUP framework. We believe that the methodology
could be very useful, especially for environments with lots of
heterogeneity, in terms of conceptual domains, people skills
and backgrounds, goals; and containing heterogeneous infor-
mation systems.

We claim that a lot of effort can be saved in a data inte-
gration undertaking if the development team identifies the
correct methodological pattern. Our methodological frame-
work can at least play the role of a guideline or of an inspi-
ration point. These steps are: recognizing and resolving the
most critical issue(s); identifying the scope and granular-
ity of data sources, including overlapping data; identifying
the most needed data in the repository; ontological align-
ment of the data and also of the people; determining update
policies, validating and fine-tuning via the first real data-
gathering.

We also claim that this (smallest) framework is sufficient

to be used for simple practical implementations. It has been
argued in the paper that the development team (by realizing
step four) is playing the role of third trusted party that teaches
stakeholders a common shared language, enhancing mutual
i n f o r m a t i c s 7 5 ( 2 0 0 6 ) 683–691

understanding. The most important finding here is that in dis-
tributed decision making the process core boils down to mere
negotiations. An insight into the problems faced by others (by
understanding their language, the data, and the results of the
analysis of the data) can lead the negotiators to win-win sit-
uations. This should be the social result of any project that
collects data for better decision-making leading to enhanced
global outcomes.
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