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A timely and accurate understanding of land cover change has great significance in management of area resources. To explore the
application of a daily normalized difference vegetation index (NDVI) time series in land cover classification, the present study used
HJ-1 data to derive a daily NDVT time series by pretreatment. Different classifiers were then applied to classify the daily NDVT time
series. Finally, the daily NDVI time series were classified based on multiclassifier combination. The results indicate that support
vector machine (SVM), spectral angle mapper, and classification and regression tree classifiers can be used to classify daily NDVI
time series, with SVM providing the optimal classification. The classifiers of K-means and Mahalanobis distance are not suited for
classification because of their classification accuracy and mechanism, respectively. This study proposes a method of dimensionality
reduction based on the statistical features of daily NDVI time series for classification. The method can be applied to land resource
information extraction. In addition, an improved multiclassifier combination is proposed. The classification results indicate that
the improved multiclassifier combination is superior to different single classifier combinations, particularly regarding subclassifiers

with greater differences.

1. Introduction

Land use and land cover change have been recognized as
major factors in human activities affecting regional change
and biological systems [1, 2]. Land cover information can pro-
vide a basis for formulating ecological protection measures
and implementing sustainable development [3-5]. Remote-
sensing technology has become the primary means of land
cover information acquisition and has the advantages of high
data acquisition speed, high updating speed, wide range,
economic convenience, and rich spatial information [6-8].
With the continuous development of remote-sensing
technology, the image space and time resolution of remote
sensing are continually increasing, and remote-sensing image
processing is presenting new challenges. The methods for
classification commonly used in remote-sensing images
include maximum likelihood [9], minimum distance [10],
object-oriented [11], spectral angle mapper (SAM) [12],
support vector machine (SVM) [13], and neural network-
ing [14, 15] classifiers. Giacinto and Roli [16] conducted a

comparative study of the application of various classifiers
in remote-sensing data classification, the results of which
indicated that no classifier is universal. In addition to the
development of more advanced classifiers, multiclassifier
combinations are one approach to improving classification
accuracy, because different classifiers can provide comple-
mentary information on the images to be classified [17]. This
combinatorial approach can obtain higher accuracy than any
single classifier. Habibi et al. [18] proved that in segment-
based classification multiple classifiers achieved higher over-
all accuracy. However, in multiclassifier combinations, each
classifier predicts the unmarked samples individually accord-
ing to the model they are learning. If the unmarked samples
combination with the best classification results, then the
predictive accuracy should be higher than the predictions
of the subclassifiers. However, when the difference in the
subclassifiers is greater, a lower confidence level is predicted.
When this phenomenon occurs, multiclassifier combinations
cannot improve the accuracy.
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FIGURE 1: Location and the field research route of the study area in China. The magnified map is a false-color mosaic (red-green-blue (RGB):

Bands 4, 3, and 2, resp.) of HJ-1 CCD data.

The normalized difference vegetation index (NDVI) is a
critical parameter for identifying vegetation, and it has an
obvious correlation with vegetation cover [19]. Because tem-
poral variation corresponds to vegetation change and growth,
areas that have the same vegetation exhibit similar curves.
Therefore, the long-term sequence of NDVI information
derived from long-term remote-sensing images has led to
NDVI time series of remote-sensing data becoming a crucial
source of information on land cover classification [20-22].
Compared with the traditional classification approach with
different intervals from NDVI time series, the use of daily
NDVI time series remote-sensing data classification often
improves the classification accuracy because it derives more
phenological features that have a statistically significant effect
on improving land cover classification accuracy [23, 24].
However, daily NDVI time series remote sensing is prone to
dataloss, and unequal intervals cannot fully reveal the change
of land-cycle vegetation index [25]. Moreover, this technique
suffers from reduced land classification accuracy during bad
weather and when the satellite return cycle is not reached
[26]. These are crucial constraints on land classification based
on NDVI time sequences [27]. Daily NDVI time sequences
have higher dimensions that may cause the process of feature
selection to be very cumbersome and result in particularly
large calculations. This study was to employ HJ-1 data to
develop a process flow to construct a daily NDVI time series
for land cover classification.

The aim of the present study was to employ HJ-1 data
for land cover classification based on daily NDVI time series
and multiclassifier combination. The objectives of this study
were to (1) classify land cover from daily NDVI time series
with different classifiers; (2) propose a method of land cover
information extraction with statistical features based on daily
NDVI time series; (3) classify land cover from daily NDVI

time series with a multiclassifier combination to improve
the classification accuracy; (4) propose an improved method
of multiclassifier combination to improve the classification
accuracy when the difference in subclassifiers is particularly
large.

2. Study Area and Remote-Sensing Data

2.1. Study Area. The Guanzhong Plain area in Shaanxi
Province, China, is a key production base for grain, oil, fruit,
and vegetables. Land management planning with a timely
grasp of the land cover situation is of great significance in
the area. In this study, the counties of Wugong and Fufeng
were selected from the Guanzhong Plain area and examined
(Figure 1). Wugong (108°01'-108°19'E, 34°12'-34°26'N) and
Fufeng (107°45' -108°4'E, 34°12'-34°37'N) cover an area of
1210.2km*. The study area has a continental semihumid
monsoon climate with an average annual temperature of
approximately 12.7°C; its average precipitation is 600 mm,
and the region is characterized by rich sunshine, and flat,
fertile land. It is a typical drought-prone region of northern
China [28, 29] and is dominated by woodland and cultivated
land. Apples and kiwis are the main woodland produce, and
winter wheat and corn are the main cultivated land crops.
This study considers the land with winter wheat and corn as
cultivated land.

2.2. Samples Selection. The selection of different categories
of samples plays a key role in establishing classification
information and classification rules. With the Current Land
Use Classification for National Standard of the Peoples
Republic of China (GB/T21010-2007) as the base reference
of land categories and considering the field research, visual
interpretation using high-resolution images and dominant
ecosystems [30], ten land use categories were interpreted
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TABLE 1: Samples table in study area.

Sample category Cl C2 C3 C4 C5 Cé6 C7 C8 Cc9 Cl10

Training sample 168 157 194 168 192 281 167 185 212 163

Testing sample 396 368 366 386 388 366 375 366 436 367

Note. Cl: woodland; C2: kiwi orchard; C3: bare rocky gravel; C4: river canal; C5: beach; C6: sandy ground; C7: rural residential area; C8: cultivated land; C9:

town; C10: apple orchard.

TaBLE 2: HJ-1 CCD satellite data characteristics.

Spatial resolution (m) Spectral bands (ym)

Swath (km) Temporal resolution (days)

B10.43-0.52; B2 0.52-0.60;
B3 0.63-0.69; B4 0.76-0.90;

30

More than 700 2

including cultivated land, woodland, river canal, beach, rural
residential, town, bare rocky gravel, sandy ground, apple
orchard, and kiwi orchard. Considering the actual land use
characteristics, we did not divide cultivated land into sublevel
types but divided orchard into sublevel types (apple orchard
and kiwi orchard) [31]. Given the coarse image resolution and
fragmented distributions of bare rocky gravel and bare land,
we merged bare rocky gravel and bare land into bare rocky
gravel [32].

This study selected training and testing samples through
field research and defined region of interest (ROI) files
by ENVI 5.0 software for different land cover categories
using ground true data [33]. To ensure the accuracy of the
samples, the training and testing samples were selected and
validated as follows: (1) the sample type was determined
through the first field research and an analysis of land use,
(2) the sample type and regions were confirmed further with
HJ-1/CCD images and high-resolution images from Google
Earth, and (3) the sample types and region accuracy were
further confirmed through a second field survey with the
same research route. The field research of this study includes
category type, latitude and longitude, and then we selected
the effective samples in the remote sensing data after filed
research. The field research route and sample table are shown
in Figure 1 and Table 1. The chosen samples were evenly
distributed in the study area.

2.3. Remote-Sensing Data. HJ-1 satellite data were retrieved
from the China Centre for Resources Satellite Data and
Application (http://www.cresda.com/), which is the most
appropriate optical data source with combined temporal and
spatial resolution for remote-sensing monitoring [34]. It is
characterized by a large volume, high spatial resolution with
a 30 m pixel resolution at the nadir angle, and high time
resolution with a 2-day repeat cycle. The main characteristics
of HJ-1 CCD satellite data are shown in Table 2.

The study selected 55 images in total for analysis. The
therein 51 main remote-sensing images were HJ-1 CCD
images captured from June 2015 to May 2016; cloud cover
in the images was less than 10%. Because of the vegetation
indices of the HJ-1 CCD and Landsat images exhibiting a
significantly positive linear correlation [35], 4 Landsat images
were supplemented during the serious loss of growth cycle
image stage.

3. Materials and Methods

3.1. Data Preprocessing. Conventional preprocessing proce-
dures can be used for HJ-1 CCD images. Images were
projected into UTM with WGS 84 ellipsoid. The metadata
files attached to these images contain detailed information
on image status. HJ-1 data preprocessing procedures include
radiation correction, geometric correction, atmospheric cor-
rection, and subset selection with the study area [36, 37]. The
image DN value is transformed into a radiation brightness
value by obtaining the radiation calibration coeflicients. In
this study, FLAASH atmospheric correction was performed
using ENVI 5.0 [36], and then the research area was cut. The
final geometric correction of the HJ-1 CCD image processing
used the Landsat Thematic Mapper image as a reference, 60
ground control points, and a correction error control of 0.5
pixels [38].

The NDVI was calculated using the red and near-infrared
data from HJ-1 CCD data. The NDVI time series data set
for the study area was obtained by superimposing the NDVI
images according to their acquisition time [39]:

NDVI = M, a)
PNIR T PR

where pyr and pg are the surface reflectance of the near-
infrared and red band, respectively.

Because the NDVT time series of the acquired HJ-CCD
images are unequally spaced, many filtering methods based
on the signal frequency are not applicable. In this study, the
Savitzky-Golay (S-G) filtering [40, 41] algorithm was applied.
S-G filtering is based on using the least squares convolution
method to smooth and calculate the function of the adjacent
value, and the local adaptive fitting can handle signals with
unequal intervals; the basic formula of the method is as
shown in

=m
Lie'm CiGin )

>

G; = N
where G represents the original NDVI time series of values,
G” represents the value after smooth, m is a positive integer,
2m + 1 represents the size of the sliding window, N is the
number of convolution, the value is equal to the sliding
window size, C; can be calculated by the formula proposed
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by Madden [42], and j is the coefficient of the original NDVI
array.

This study realized the filtering and daily interpolation
based on the spatial time series of image pixels, which is based
on the time series reconstruction system developed by Pan et
al. [25]. The system uses linear interpolation technology to
achieve the function of interpolation. The basic principle of
the system relational expression is as shown in [25]

NDVI = NDVI, + (NDVI; - NDVI,)

DAY - DAY, 3)
* >
DAY, - DAY,

where NDVT represents the date to be interpolated and
NDVI, and NDVI, represent the acquired image sequence.

3.2. Quick Unbiased and Efficient Statistical Tree. Quick
Unbiased and Efficient Statistical Tree (QUEST) is a decision
tree algorithm proposed by Loh and Shih in 1997 and it has
since been continuously improved [43]. QUEST is a type of
decision tree classification approach that classifies according
to classification rules based on expert experience, simple
mathematical statistics, and induction methods; it is widely
used for land cover classification [44]. The QUEST classifier
used in this study relied on the RuleGen v.1.02 software
in IDL/ENVI language. RuleGen analyzes train samples to
generate ENVI decision tree project files, and then the rule
is applied to the entire remote-sensing data.

3.3. Spectral Angle Mapper. SAM is a technique for hyper-
spectral image analysis proposed by Kruse et al. [45], which
is a standardized, fast, and simple method for calculating
spectral similarities between an investigated object and a
reference object. The smaller the calculated angle is, the
more similar the two spectra are [46]. Therefore, an object’s
spectrum is assigned to the class that has the smallest angle
value regarding the specific reference spectrum.

In this study, we first obtain the spectral curve of the
training samples and take them as a reference spectral
curve for train samples. Last we extracted the land cover
information through SAM based on reference spectral curve
for each sample.

3.4. Other Classification Methods. Remote-sensing image
classification is based on spectral characteristics and involves
the extraction of the background of an image from a target
image. According to whether there is a priori knowledge
of the spectrum, the target detection algorithm can be
divided into two categories: supervised and unsupervised.
This study mainly used K-means [47] unsupervised classifi-
cation, Mahalanobis distance [48], minimum distance [49],
and SVM [50] for supervision classification. Mahalanobis dis-
tance, minimum distance, and SVM were applied to explore
all the input features according to given training samples. K-
means classification is the classification of patterns derived
from remote-sensing data into classes and does not require
training.
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SVM classifier for land cover classification is applied
using ENVI 5.0 remote-sensing software in this study, and
the selection of kernel functions in this study is default
parameters in ENVI 5.0.

3.5. Classification Method Based on the Statistical Character-
istics of a Time Series. Time series data reflect the character-
istics of attribute values in temporal and spatial order. Using
time series data mining can yield useful information related
to time in data and realize the extraction of knowledge.

This study involved land information extraction research
based on the daily NDVI time series. Time series classi-
fication problems have been widely addressed in the field
of time series data mining, in which they are treated as a
branch of sequence classification problems [51]. Because the
dimension of the time series feature space is very large, the
process of feature selection in time series classification is
very cumbersome and the calculation is very large. A feature
refers to an object’s polygon attribute information including
the spectrum, texture, shape, spatial relations, topology, and
other information. Data dimension reduction and feature
representation are the key technologies and methods for
solving the large dimension problem of time series. In this
paper, we propose a method of dimensionality reduction and
feature representation of time series data to classify time
series according to their statistical features from daily NDVI
time series. This can facilitate the feature selection process
and lessen the computation involved in the classification
process.

Based on the statistical characteristics of different sam-
ples, the mean, standard deviation, variance, skewness, kur-
tosis, and mean absolute deviation of daily NDVI time series
were selected as the sample characteristics. Because of the
existence of bimodality in cultivated land, this study divided
the time series into two stages: the growth stage of corn and
the growth stage of winter wheat. The statistical character-
istics of NDVI time series were calculated using ENVI5.0,
and the statistical characteristics of different sample types
were extracted as shown in Figure 2. A range of variations
were found in the statistical characteristics between different
samples. The mean, skewness, and kurtosis differed markedly
among sample types, and the standard deviation, variance,
and mean absolute deviation were relatively the same. Only
the difference between the samples was marked; however, a
greater level of distinction between them could be achieved.
Therefore, three statistical characteristics (i.e., the mean,
skewness, and kurtosis) were selected as the daily NDVI time
series characteristics for distinguishing between samples. An
SVM classifier was used to achieve the classification results
using three statistical features based on the daily NDVI time
series.

3.6. Multiclassifier Combination. Voting methods are among
the most commonly used multiclassifier combination meth-
ods [52-54] and are used to determine whether the members
of classifier output results differ. The category with the most
voting rules is classified as the category of the class that
consistently distinguishes the most classifiers. When multiple
categories have an identical vote number, one of them tends
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FIGURE 2: Statistical information of different samples. 1: mean; 2: standard deviation; 3: variance; 4: skewness; 5: kurtosis; 6: mean absolute
deviation. (a) Statistical information of various samples during corn growth. (b) Statistical information of various samples during winter

wheat growth.

to be randomly selected as the final result. This study applied a
weighted voting method. That classification ability of accurate
classifiers should be assigned a higher probability value, and
poor classification classifiers assigned a lower probability
value.

3.7 Improved Multiclassification Combination Method. When
there is a greater difference between the subclassifiers, the
confidence level of prediction is lower. For example, the
classification accuracy of one classifier is far superior to
other classifiers, which leads to the classification accuracy of
the multiclassifier combination results being lower than that
of the optimum classifier. Therefore, an improved classifier
combination method is proposed, in which the following
algorithm steps are used:

(1) The first and second steps are identical to those in the
voting method.

(2) The classification probability images are compared
with the same classifier class and the different class
optimal classification probability images are thus
obtained. The different class classification probabil-
ities are compared for the unknown pixel X, and
the category corresponding to the maximum value of
pixel X is selected the final category label.

Multiclassifier combination methods were not reclas-
sified, they were just all the pixel reclassified based on
the remote-sensing data, different type and different single
classifiers have different probability and we sum the different
type probability with different single classifiers, and last the
maximum probability of the sample is the result of the
classification.

3.8. Accuracy Evaluation of Classification Results. Confusion
matrices are the most commonly used method for evaluating
the classification accuracy of remote-sensing images [55].
They are mainly used to compare the classification results
with real information from the surface. The accuracy of
the classification results can be displayed in a confusion

NDVI

— C1 — C2
— C3 — C4
— C5 — C6
— C7 — C8
— C9 C10

FiGUre 3: Curve of NDVI time series. Cl: woodland; C2: kiwi
orchard; C3: bare rocky gravel; C4: river canal; C5: beach; C6: sandy
ground; C7: cultivated land; C8: town; C9: apple orchard; C10: rural
residential area; the corresponding number of days for the curves
abscissa is from June 11, 2015, to June 10, 2016.

matrix. A confusion matrix has the following evaluation
indices: overall accuracy, Kappa coeflicient, prod accuracy,
omission, user accuracy, and commission. This study selected
overall accuracy, Kappa coeflicient, prod accuracy, and user
accuracy as the evaluation indices of remote-sensing image
classification accuracy.

4. Results

4.1. Daily NDVI Time Series of Sample Category. The daily
NDVI time series curves of the sample categories showed a
distinct difference after smoothing and spatial interpolation
(Figure 3). In Figure 3, the daily NDVI time series after
pretreatment are enhanced in the time dimension and reflect
the subtle changes in NDVI of the different sample categories
during the year. The NDVI time series of the river canal
and beach have lower troughs than the other time series.
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TaBLE 3: The classification results based on time series statistics and SVM classifier.

Index Cl C2 C3 C4 C5 Cé6 C7 C8 C9 Cl10

Prod accuracy (%) 65.15 73.91 69.95 61.40 88.66 84.7 82.93 100.00 68.81 81.74

User accuracy (%) 78.90 76.62 73.35 83.45 78.90 69.98 66.45 100.00 7712 75.57

Overall accuracy 77.45%

Kappa coefficient 0.7495

Note. C1: woodland; C2: kiwi orchard; C3: bare rocky gravel; C4: river canal; C5: beach; C6: sandy land; C7: rural residential area; C8: cultivated land; C9: town;

Cl0: apple orchard.

TABLE 4: Classification results based on QUEST (SAM).

Index C1 Cc2 c3 c4 C5 c6 c7 c8 9 Cl10

Prod accuracy (%) 79.55 76.36 80.87 95.85 91.24 92.08 89.33 98.63 81.65 88.56
(38.13) (7147)  (66.67)  (88.60)  (75.68)  (75.68)  (84.00)  (100.00)  (86.24)  (51.23)

User accuracy (%) 85.83 72.80 93.97 94.87 90.08 88.92 80.53 100.00 74.48 98.78
(52.80)  (62.03)  (94.94)  (91.44)  (100.00)  (75.68)  (63.13)  (98.39) (76.11)  (40.96)

Overall accuracy

Kappa coefficient

87.31% (73.52%)
0.8589 (0.7057)

Note. Parameters in brackets are the classification results of SAM and the parameters outside brackets are the classification results of QUEST; Cl: woodland; C2:
kiwi orchard; C3: bare rocky gravel; C4: river canal; C5: beach; C6: sandy ground; C7: rural residential area; C8: cultivated land; C9: town; C10: apple orchard.

The daily NDVI time series curve of the cultivated land
has two conspicuous growth peaks, whereas the woodland,
apple orchards, and kiwi orchards have one growth peak.
The maximum value, minimum value, and change rate of
the NDVI differ among the different sample categories. The
growth peak of the NDVI in the woodland is less than
that in the other areas, and the NDVI curves in the sample
categories of nonvegetation are unstable, with the exception
of sample categories involving water. All the information
revealing differences between the different sample categories
is critical for their classification.

4.2. Classification Results Based on Time Series Statistics. An
SVM classifier was used to classify the images of the mean,
peak, and skewness of daily NDVI time series, the final
results of which were verified using a confusion matrix. The
classification results are shown in Table 3.

The overall accuracy of the classification results based
on NDVI time series statistics is 77.45% and the Kappa
coeflicient is 0.7495, indicating a high degree of consistency.
The results of the classification of cultivated land were the
most accurate, with the user accuracy reaching 100% and the
prod accuracy being 100%. The classification map is shown in
Figure 4.

4.3. Classification Results Based on QUEST and SAM.
QUEST was used to examine all the train samples features
and automatically built tree rules based on the given training
samples. SAM was used to examine all the object reference
spectrums according to the given training samples. The daily
NDVI time series based on the tree rules and object reference
spectrums were then classified. The final classification results
were verified using a confusion matrix and are shown in
Table 4.

The overall accuracy of the classification results obtained
by applying SAM to the daily NDVI time series is 73.52%

and the Kappa coefficient is 0.7057, indicating a high degree
of consistency. The overall accuracy of classification results
yielded by applying QUEST to the daily NDVI time series is
87.31% and the Kappa coeflicient is 0.8589, indicating almost
complete consistency. The classification map is shown in
Figure 4.

4.4. Other Single Classifier Classification Results. Based on
daily NDVI time series, we employed both unsupervised and
supervised classification methods to classify the time series.
The final results were verified using a confusion matrix and
are shown in Table 5.

The overall accuracy of the classification results based on
the daily NDVT time series with Mahalanobis distances and
SVM are 97.72% and 94.23%, and the Kappa coeflicients are
0.9746 and 0.9359, respectively, indicating almost complete
consistency. This approach can more effectively realize the
land cover classification and extraction of land resources
information for daily NDVI time series. The overall accuracy
of NDVI time series with minimum distance classifica-
tion results is 68.12% and the Kappa coefficient is 0.6455,
indicating a high degree of consistency. This approach can
also be used to realize land classification and land resource
information extraction. However, the effectiveness of the K-
means unsupervised classifier was low, with overall accuracy
and Kappa coeflicient of only 20.69% and 0.1175, respectively,
indicating that this method cannot be used for land classi-
fication or land resource information extraction. K-means
classification is processed based on the similarity calculation
obtained from the average values of objects in different
categories. However in present study, the difference between
spectral information of categories is unequal. And under this
circumstance, the similar spectral information is classified
into one category, and some mixed-pixel is misinterpreted
into one category. In the present study prod accuracy and
user accuracy values are 0 for kiwi orchard, bare rocky
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FIGURE 4: The classification maps of daily NDVI time series with different classifiers.
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TaBLE 5: Classification results of other single classifiers.

Index K-means Mahalanobis distance Minimum distance SVM

PA (%) UA (%) PA (%) UA (%) PA (%) UA (%) PA (%) UA (%)
Cl1 22.98 44.61 92.17 99.18 6L.11 72.24 93.18 93.42
C2 0 0 99.46 94.82 7418 63.49 77.72 85.37
C3 0 0 98.09 99.72 31.97 75.48 93.44 99.71
C4 24.87 20.17 99.22 100 76.42 87.54 99.48 96.73
C5 0.26 0.21 97.16 99.74 88.4 56.05 95.88 99.47
Co6 3.01 7.33 99.18 95.03 71.04 96.3 93.72 98.56
C7 28.53 36.15 94.4 96.99 69.87 59.68 98.4 80.92
C8 100 27.83 100 99.46 100 99.46 100 100
C9 26.83 16.88 99.08 97.3 42.66 39.24 98.62 95.13
C10 0 0 98.64 95.26 69.21 64.47 90.74 95.69
Overall accuracy 20.69% 97.72% 68.12% 94.23%
Kappa coefficient 0.1175 0.9746 0.6455 0.9359

Note. PA: prod accuracy; UA: user accuracy; Cl: woodland; C2: kiwi orchard; C3: bare rocky gravel; C4: river canal; C5: beach; C6: sandy ground; C7: rural

residential area; C8: cultivated land; C9: town; C10: apple orchard.

TABLE 6: Classification results of multiclassifier combination.

Index SAM + minimum distance + statistics SAM + SVM + QUEST
PA (%) UA (%) PA (%) UA (%)

@ 69.19 (65.15) 75.90 (79.63) 95.20 (92.68) 93.09 (95.32)
C2 74.18 (73.91) 67.24 (76.62) 77.72 (77.72) 82.90 (85.37)
C3 77.87 (70.22) 87.42 (88.93) 91.53 (93.44) 98.82 (99.71)
C4 86.79 (90.93) 87.24 (90.70) 99.48 (99.48) 96.24 (96.73)
C5 88.92 (84.28) 81.18 (86.51) 95.10 (95.36) 99.46 (99.46)
C6 78.14 (73.50) 92.56 (91.81) 93.40 (93.72) 98.30 (98.56)
C7 84.80 (90.93) 73.61 (59.82) 96.50 (98.40) 79.90 (80.92)
C8 100.00 (100.00) 99.19 (100.00) 100.00 (99.45) 99.73 (100.00)
C9 69.21 (81.19) 75.91 (77.80) 98.17 (98.62) 94.07 (94.71)
C10 68.12 (81.74) 70.17 (75.57) 87.47 (92.92) 96.69 (95.25)
Overall accuracy 80.49% (81.15%) 93.60% (94.28%)

Kc 0.7832 (0.7905) 0.9289 (0.9365)

Note. The columns show the classification results of the original multiclassifier with those for the improved multiclassifier combination shown in parentheses;
PA: prod accuracy; UA: user accuracy; Kc: Kappa coefficient; Cl: woodland; C2: kiwi orchard; C3: bare rocky gravel; C4: river canal; C5: beach; C6: sandy
ground; C7: rural residential area; C8: cultivated land; C9: town; C10: apple orchard.

gravel, and apple orchard classification because of similar
curves classified into one class. And this is further confirmed
that this method cannot be used for land classification with
daily NDVTI time series. The classification map is depicted in
Figure 4.

The process of calculating the Mahalanobis distance
requires the overall sample number to be higher than the
dimension number of the sample; otherwise, the inverse
matrix of the overall sample covariance matrix cannot be
obtained [56, 57]. Therefore, in this study the classification
training samples could not be applied because the overall
sample number was lower than the size of the scale, and
certified samples were selected for classification and veri-
fication. For high-dimensional sequence classification, it is
not recommended to use the Mahalanobis distance classifier
because this requires a high number of samples, which leads
to an increase in the difficulty of classifying smaller area types;

consequently, feature classification cannot be achieved for
such area types.

4.5. Classification Results of Multiclassifier Combination.
Based on the daily NDVI time series multiclassifier com-
bination method, two types of combinations were applied:
SAM, minimum distance, and statistical characteristics; and
SAM, SVM, and QUEST. The final classification results were
verified using a confusion matrix and shown in Table 6.
Prod accuracy and user accuracy represents the degree of
consistency between the actual classification and the refer-
ence classification and the degree of consistency between the
actual classification number and the classification number,
respectively.

The classification results based on the original mul-
ticlassifier combination indicate that the overall accuracy
of the three-classifier combination with SAM, minimum
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FIGURE 5: Classification maps of daily NDVT time series with different multiclassifier combination.

distance, and statistical characteristics was 80.49% and the
Kappa coefficient was 0.7832; those of the other three-
classifier combination were 93.60% and 0.9289, respectively.
The classification results yielded by the improved multiclas-
sifier combination indicated that the overall accuracy of the

three-classifier combination of SAM, minimum distance, and
statistical characteristics was 81.15% and the Kappa coefficient
was 0.7905. The other three-classifier combination had an
overall accuracy of 94.28% and a Kappa coeficient of 0.9365.
The classification map is shown in Figure 5.
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5. Discussion

(1) The daily NDVI time series can be constructed through
S-G filtering and spatial interpolation according to the
resource satellite data. It contains subtle information in the
temporal and spatial dimensions, thereby contributing more
information to the extraction of land resource information.
However, the large spatial dimension of the series may cause
the classification process to be cumbersome and computa-
tionally demanding. Spectral feature extraction can be used to
reduce the dimensions and obtain information with as high
dimension data as possible. Gasmi et al. [58] used principal
component analysis to reduce the dimensions of the 9 ASTER
bands, yielding results that correlated well with a reference
geological map. In the present study, because of the large
spatial dimension of the daily NDVT time series, the statistical
characteristics were selected to realize their classification. The
analysis of the classification results indicates that the daily
NDVI time series can be classified based on images of mean,
kurtosis, and skewness. The overall accuracy is 77.45% and
the Kappa coeflicient is 0.7495, indicating a high degree of
consistency (Table 3 and Figure 4). The classification results
indicate that the method is effective. Applying classification
methods that are based on the statistical characteristics of
daily NDVI time series solves the problem of the spatial
dimension of daily NDVI time series being large and cum-
bersome to process. This study proposes a new method for
classitying daily NDVI time series and other large dimension
classifications.

(2) 6 single classifiers—namely, QUEST, SAM, minimum
distance, Mahalanobis distance, SVM, and K-means—were
applied to daily NDVI time series. Ouzemou et al. (2015)
applied SVM and SAM methods to classify principal crops
using NDVTI time series of 10 periods and reported overall
accuracies of 85.27% and 57.17%, respectively [59]. The results
of the present study demonstrate that a single classifier based
on SVM and the Mahalanobis distance achieves a high level
of accuracy in extracting land resource information from
daily NDVI time series data, with a Kappa coeflicient of
>0.90 (Table 5). However, because of its mechanism, a single
classifier based on the Mahalanobis distance is unsuitable
for extracting information from daily NDVI time series.
Based on the single classifiers QUEST, SAM, and minimum
distance, land resource information can be extracted using
daily NDVT time series, with Kappa coefficients of 0.8589,
0.7057, and 0.6812, respectively, indicating a high degree
of consistency (Tables 4 and 5; Figure 4). This indicates
that QUEST, SAM, and minimum distance are suitable for
extracting land resource information from daily NDVT time
series and other time series. The study area has more object
categories and a large number of mixed pixels. The NDVI
curves of the various sample categories differ markedly, with
some curves exhibiting little difference and others exhibiting
large differences. K-means is unsuitable for daily NDVT time
series with mixed pixels and high variation, because it is
an unsupervised classification algorithm based on distance.
The Kappa coeflicient of the K-means single classifier in the
daily NDVT time series is 0.1175 (Table 5), which indicates it
cannot satisfy the requirement of land resource information
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extraction. This further indicates that K-means is unsuitable
for extracting information from daily NDVTI time series. The
classification maps of different classifiers reveal that different
classifiers have different accuracy in different sample classes.
The classification map indicates that the SVM vyielded the
optimal map, followed by the QUEST and SAM results
maps. The worst classification map is that produced using
the K-means classifier. The results of 6 single classifiers
for daily NDVI time series classification indicate that SVM
classifiers are the optimal classifier for daily NDVI time series
classification and that QUEST, SAM, and minimum distance
are suitable for extracting land resource information from
daily NDVI time series, whereas K-means is unsuitable.

(3) The daily NDVI time series was processed based on
the multiclassifier combination. The results indicate that the
overall classification accuracy of the three-classifier combi-
nation based on SAM, minimum distance, and statistical
features was 80.49% and the Kappa coefficient was 0.7832
(Table 6), which is more favorable than the classifica-
tion results of each of the three types of classifiers alone.
This demonstrates that multiclassifier combination can be
effectively applied to weak classifier combinations. Using
the SAM, QUEST, and SVM three-classifier combination
attained an overall classification accuracy of 93.60% and
Kappa coeflicient of 0.9289 (Table 6), indicating that despite
its classification ability being superior to that of the SAM
and QUEST single classifier results, it is lower than the SVM
classification results. When the difference in the subclassifiers
is greater, the confidence level of prediction is lower and the
classification results are worse than those of the subclassifiers.
This indicates that the multiclassifier combination is less
effective than applying different precision classifiers.

The improved multiclassifier combination results indicate
that the overall classification accuracy of the three-classifier
combination of SAM, minimum distance, and statistical
features was 81.15% and the Kappa coeflicient was 0.7905
(Table 6). The overall classification accuracy of the three-
classifier combination of SAM, QUEST, and SVM was 94.28%
and the Kappa coeflicient was 0.9365 (Table 6). Compared
with the original multiclassifier combination algorithm, the
improved multiclassifier combination attained accuracy that
was consistent with the overall accuracy and Kappa coeffi-
cient of the three-classifier combination of SAM, minimum
distance, and statistical characteristics. The classification
map indicates that the results are consistent and have high
accuracy compared to the subclassifiers alone. Comparing
two multiclassifier combination algorithms revealed that the
improved multiclassifier combination has higher accuracy
than the original algorithm and the subclassifiers; however,
the original multiclassifier combination is less accurate than
the optimal subclassifiers, which means it is unsuitable for
subclassifiers with greater differences. The results indicate
that the improved multiclassifier combination is superior
to the original multiclassifier combination algorithm and
that all the combination results are better than those of the
subclassifiers. In particular, the combination effect is more
effective for the classification of subclassifiers with greater
differences.
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6. Conclusions

In this study, the HJ-CCD satellite was used as a data source
to construct NDVI time series by S-G filtering and spatial
interpolation.

A method of dimensionality reduction using the statis-
tical features of daily NDVI time series was proposed. The
results show that the overall accuracy of the statistical images
results based on daily NDVI time series is 77.45%, which
demonstrates that this method can be applied for extracting
land resource information.

We developed a new method for daily NDVI time series
classification based on multiclassifier combination. Three-
classifier combinations with greater differences are not useful
to improve classification results. This study proposes an
improved multiclassifier combination method. The proposed
improved multiclassifier combination was demonstrated to
provide enhanced performance in different single classifier
combinations, especially for subclassifiers with greater differ-
ences.
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