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Abstract

This paper develops a receiver structure to perform jointly ML synchronisation,

equalisation and detection of a linearly modulated signal transmitted over a time-varying,

frequency-selective, Rician faded channel, corrupted by AWGN.  The receiver is particularly

suited to a fast fading channel, where other receivers that rely on estimating the channel

cannot track it quickly enough.  The signal mean and autocovariance are needed, and a

scheme is proposed for estimating these quantities adaptively.  The receiver processes the

specular and diffuse components (corresponding to the signal mean and autocovariance)

separately.  Processing the known specular component is the classical detection problem.  The

unknown diffuse component is processed by predictors [11].  We show that the predictors can

achieve synchronisation in a novel manner, if synchronisation is required. A union bound on

the receiver’s BER is derived, and it tightly bounds simulated BERs in fast fading at high

SNRs.



1

I.  Introduction

When communicating with fast moving mobile terminals in a multipath channel, the

receiver observes a delay and Doppler-spread signal.  In the time domain, this Doppler spread

is experienced as a time-varying channel.  If the Doppler spread is significant compared to the

symbol rate, then the channel becomes difficult to track, and most existing receiver structures

exhibit an error floor, where an increase in SNR does not improve the BER [1,2].  Several

approaches have been considered in the literature to surmount the problem, particularly for

frequency-flat channels [3,4,5].

It is instructive to consider receiver structures that are actually optimal for the time-

varying, frequency-selective, Rician fading channel model.  Different ML sequence

estimators have already been derived, for three different assumptions:  (i) The channel is

wholly unknown (e.g. the time-invariant channel [2]).  This is the blind ML detection

problem.  (ii) The channel impulse response is unknown, but its mean and autocovariance are

known (in this context, “unknown” signifies that the diffuse component is unknown but the

specular component is known. This makes most sense when we realise that only zero-mean

channels have been considered heretofore) [6,7,8,9,10,11].  (iii) The channel is completely

known [17,22].  In (ii) and (iii), the receiver is often described as “genie-aided,” since the

receiver is assumed to have knowledge that actually cannot be available.

In approach (i), the receiver hypothesises all possible transmitted sequences.  For

each, it makes an ML estimate of the signal mean and autocovariance, from the entire

received sample sequence.  Finally the receiver detects the hypothesised sequence with the

maximum probability that the received sample sequence was observed, conditioned on the

hypothesised sequence and its estimated mean and autocovariance.  This is called “per-

sequence-processing,” and leads to an intrinsically non-iterative receiver structure.

A near-optimal, practical approximation to the blind MLSE receiver employs per-

survivor-processing (PSP) [14].  The signal mean and autocovariance are estimated causally,

only a finite number of possible sequences are hypothesised at any one time, and the

conditional probability expression is transformed and simplified into an iterative, finite-

complexity metric.  Approach (ii) is also unrealisable, since in practice the signal mean and

autocovariance are unknown to the receiver.  They must be estimated from past received

samples.  In fact, a near-optimum, practical approximation to approach (ii) is the same as the

approximated blind MLSE receiver.  Since past samples only are used for estimating the
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signal mean and autocovariance, the receiver’s performance is poor initially.  Accordingly,

the receiver’s robustness is enhanced when a training sequence is transmitted first, to obtain a

reasonable estimate of the signal mean and autocovariance.

In the literature on these receivers, only [7]  proposes a way to estimate the signal’s

autocovariance, for the case of M-PSK, rectangular pulses, and Rayleigh fading.  Only [7,12]

analyse the receiver structure’s BER; simulation is used in the other references.

This paper extends these results, and is organised as follows.  The signal model is

generalised in section II to a time-varying, frequency-selective Rician fading channel, and the

receiver’s need for synchronisation is explicitly identified.  As special cases, this model

includes most channels of practical interest.  In section III the MLSE receiver structure is

derived for a signal distorted by a Rician fading channel and requiring synchronism.  The

diffuse (random, Rayleigh) component of the receiver signal is processed by MMSE

predictors.  The receiver derivation in section III assumes perfect knowledge of the signal’s

mean and autocovariance, whereas they must be estimated from the signal in practice.  A

scheme for estimating these quantities adaptively is presented in section IV.   It employs a

minimisation algorithm to search for the signal mean and the predictor tap weights which

predict past samples with MMSE.  The receiver’s BER is evaluated analytically in section V,

using a union bound technique.  Finally, analytic and simulation results are presented in

section VI that illustrate the novel aspects of this paper.

This joint receiver requires a priori only (i) a stable symbol-rate oscillator; (ii) frame

timing in TDMA systems; (iii) an upper bound on the duration of the received pulses (i.e. the

duration of the transmitted pulse plus an upper bound on the delay spread and timing error);

(iv) an upper bound on the bandwidth that the Doppler spread and shifted signal occupies;

and (v) for ML performance, perfect knowledge of the signal’s mean and autocovariance. In

adaptive operation, the mild constraint is made that the channel statistics and signal properties

(i.e. the carrier frequency, carrier phase, symbol timing, noise power, and channel mean and

autocovariance) change more slowly than receiver’s ability to track the changes.  Thus, for

Rayleigh fading channels, the receiver relies on quasi-stationary second order statistics,

instead of quasi-stationary first order statistics, as is usually the case.



3

II.  System Model

In this section, a mathematical description of the transmitter, channel, and receiver

front-end are developed.  Figure 1 is a diagram of the communications system.

A.  Transmitter

The transmitter maps an M-ary information sequence, {αi}, αi ∈  {0, .., M-1}, to a

phasor sequence, {βi}, taken from an M-ary constellation.  The transmitter computes the

complex baseband signal,

( ) ( )a t h t iTi
i

= −∑β , (1)

then translates it to the carrier frequency, fc.  h(t) is the transmitter pulse shape and T is the

symbol period.

The lack of an absolute phase reference in the Rayleigh fading channel influences the

design of the signal constellation, and the mapping of bits to symbols.  We define P such that

the constellation has P-ary rotational symmetry and A = M/P.  Then the constellation consists

of P sectors, with A points per sector.  Define phase(βi) ∈  {0, .., P-1} to label uniquely the

sector that βi is in.  Similarly, define amplitude(βi) ∈  {0, .., A-1} to label uniquely where βi is

within a sector.  This illustrated for 16-QAM in figure 2.

Consider the transmitted and detected sequences, {βi} and { $βi }.  Define ep,i ∈  {0, ..,

P-1} such that phase(βi) = phase($βi ) + ep,i.  Define phase lock as the property that ep,i = 0

over a long interval in i (apart from occasional errors).  For absolute phase shift keying, a

cycle slip or phase slip occurs when ep,i becomes non-zero.  For differential phase shift

keying, a cycle slip occurs when ep,i has one value for a long interval, then subsequently

changes. Similarly, amplitude lock is defined as the property that amplitude(βi) =

amplitude($βi ) for long intervals.  Define ea,i ∈  {0, .., A-1} such that amplitude(βi) =

amplitude($βi ) + ea,i.  Amplitude lock is lost when ea,i ≠ 0 for an interval in i.  An amplitude

slip occurs when ea,i = 0 for an interval, then subsequently changes.  The amplitude slip is

corrected when ea,i = 0 for an interval again.

Receivers for random channels may use predictors [6,9,11].  They use past signal

samples as amplitude and phase references for subsequent samples.  A cycle slip affects the
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phases of subsequent decisions, and phase lock between transmitter and receiver cannot be

guaranteed after a deep fade in the absence of channel sounding when the channel is purely

Rayleigh.  Thus uncoded transmission is effectively a catastrophic “code,” in that there are a

number of valid sequences whose path metrics are the same but whose hypothesised symbol

sequences differ.  If the error involves an amplitude slip, then it is ultimately corrected when a

symbol is transmitted that reveals the erroneous amplitude reference, if not before1. Slips

involving amplitude are nearly catastrophic in large constellations, since the anomalous

amplitude reference may not be corrected for some time, resulting in long bursts of errors.

Accordingly, we conclude that the transmitter constellation and mapping should be designed

to be rotationally-invariant and amplitude-slip-tolerant.  A radially symmetric constellation is

proposed in the following subsection with these properties.

The mapping from {αi} to { βi} has two stages.  The log2P phase bits select a sector in

a rotationally invariant manner, such as differential encoding; then the log2A sector bits select

a point from that sector, in such a way that fewer bit errors arise from an amplitude slip.

Differential amplitude encoding achieves this for the radially symmetric constellation.  For

M-QAM constellations, an effective solution is unclear.

B.  Rotationally Symmetric Constellation

A rotationally-invariant and amplitude-slip-tolerant constellation is most easily

constructed from geometrically spaced shells, {rrs∠ϕ rs}, for rrs = 1, ρ, ρ2, ... ρA−1 , 0 < ρ < 1,

and ϕrs = 0, 2 1π P , ... 2 1π P
P
− .  Figure 3 shows one example.  To ensure robustness to

amplitude and phase slips, each shell is identically differentially Gray-encoded using log2P

bits.  The remaining log2A bits Gray-encode the transitions between shells, with wrap-around

if the outer shell is reached.  A phase slip introduces one error, and an amplitude slip

introduces one error initially, and a second when the amplitude slip is corrected.  The

proposed constellation is related to the one presented in [25], except that there the shell radii

vary arithmetically, whereas here they vary geometrically.

                                                

1 Consider 16-QAM, where βi ∈  {±{1,3} ±j{1,3}}.  If symbols from {±1±j} are continually transmitted, but the
receiver incorrectly detects symbols from {±3±3j} for several symbol periods, then subsequent predictions also
approximate ±3±3j, and accordingly the receiver detects symbols from {±3±3j}, causing continual errors.
However, if the transmitter finally sends a symbol from {±3±3j}, the receiver predicts ±9±9j, and therefore
detects a symbol from {±3±3j} as the closest symbol, thus terminating the error event.
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C.  Channel and Receiver Front-End Processing

The real bandpass transmitted signal is distorted by a time-varying, frequency-

selective Rician fading channel.  Real bandpass noise is added to this signal, and the

composite signal is quadrature demodulated by multiplication with

( )( )exp − − +j f f t jc2 0π φ , where f fc − 0  is the receiver’s estimate of fc, and φ is the phase

offset.  The complex near-baseband signal is filtered by a noise-limiting filter with transfer

function, ( )rect fTr , then sampled at the times lTr-t0 sec, where t0 is the timing error.  The

sampling period, Tr, is chosen as T/r, where the integer r ≥ 1 is the number of samples per

symbol period.  The sampling rate must be sufficiently high that the noise-limiting filter does

not distort the signal, even allowing for the Doppler spread and the uncertain (but upper

bounded) carrier frequency offset due to non-ideal oscillators and a Doppler shift.  The signal

is not perfectly bandlimited, so strictly the noise-limiting filter’s bandwidth is infinite.

However, in practice another bandwidth definition (such as the -40dB bandwidth) can be used

such that the signal distortion or BER penalty is negligible.

These transformations can be represented simply in complex baseband, as

( ) ( ) ( )y a lT t z lT t d j lf T j nl r r r l= − − − + +
−∞

∞

∫ 0 0 02ξ ξ ξ π φ, exp (2)

where yl is the received signal; z(t,ξ) is the fading channel; f0 is the residual carrier frequency

offset; and nl is the additive noise. Without loss of generality, (2) ignores the timing error in

the stationary noise, and lumps the j2πf0t0 term in the complex exponential with the carrier

phase offset.  The channel, z(t,ξ),  can be visualised as a densely tapped delay line [16], where

the taps are indexed by ξ.  The input at any delay, ξ0, is multiplied by the ξ0-th tap weight,

z(t,ξ0), a time-varying, Rician fading process.  For time-invariant channels, z(t,ξ) = z(0,ξ); for

frequency-flat channels, z(t,ξ) = z(t)δ(ξ); for the AWGN channel, z(t,ξ) = δ(ξ).  Define the

superscripts nr and r to denote the non-random (specular) and random (diffuse) signal

components, respectively.  Thus znr(t,ξ) = E{ z(t,ξ)}, zr(t,ξ) = z(t,ξ) - E{ z(t,ξ)}, and z(t,ξ) =

znr(t,ξ) + zr(t,ξ).

Substituting (1) into (2) and rearranging, we obtain the familiar notation for linear

modulations,
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y c nl i
i

i l ir l= +∑ −β , (3)

where ci,l-ir is the complex received pulse, accounting for all effects between the original

phasor sequence and the received signal2 (the transmitter pulse shape, carrier frequency

offset, carrier phase, symbol timing, and the Rician fading channel).  However the received

pulse has an extra parameter, i, since each received pulse is different, due to the time-varying

channel.  The received pulse is defined as

( )( ) ( ) ( )c h l ir T t z lT t j lf T j di l ir r r r, , exp−
−∞

∞

= − − − − +∫ 0 0 02ξ ξ π φ ξ.  (4)

It can be split into a specular component, ci l ir
nr
, − , and a diffuse component, ci l ir

r
, − , due to the

non-random and random components of the channel.  Thus c c ci l ir i l ir
nr

i l ir
r

, , ,− − −= + .

In practice the transmitter pulse is restricted to a finite duration, so that h(t) = 0

outside t ∈  [0; HT), where H is the pulse length in symbol periods; from physical

considerations, the maximum total delay spread of the channel is upper bounded by some

known τ, so that z(t,ξ) = 0, outside ξ ∈  [0; τ]; and the timing error, t0, is a priori known to be

upper bounded by some T0, so that t0 ∈  [0, T0].  Define the length of the received pulse (the

channel memory) in symbol periods as3 ( ) L H T T= + +τ 0 .  The ith received pulse is fully

located within the interval ( )ir l L ir≤ ≤ + −1, and (3) is rewritten as 

 

 
y c nl i i l ir l

i
L l r

l r

= +−
=

− + +

∑β ,

1

.

From (3), the signal autocovariance obeys

( ) { } { }
 

 

 

 
{ }R E y y E c c E n nyy l m

r
l
r

m
r

i k i l ir
r

k m kr
r

k
L m r

m r

i
L l r

l r

l m, , , ,β β β β= = +− −
=

− + +
=

− + +

∑∑ 1
2

11

1
2  (5)

                                                

2 If the noise-limiting filter’s passband is too narrow, its impulse response affects the received pulse shape
through a further convolution.  Low sampling rates have been used [8-10], but the influence of an IF filter has
not been addressed.  In effect the filter’s passband is widened without increasing the sampling rate, and then the
additional aliased noise is ignored.

3 The following notation is used:  x  and  x  are the floor and ceiling functions respectively; an overbar, x ,

denotes complex conjugation; x H  is the Hermitian transpose of x; x mod y denotes the remainder of x/y;
( )( )x ti  is the ith derivative of x(t); and i kC =i!/k!(i-k)!
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where { }1
2 0E n n N Tl m r lm= δ .  From (4), the received pulse autocovariance is

{ } ( )( ) ( )( )

( ) ( ){ } ( )( )

1
2 0 1 0 2

1
2 0 1 0 2 0 1 22

E c c h l ir T t h m kr T t

E z lT t z mT t j l m f T d d

i l ir
r

k m kr
r

r r

r
r

r
r r

, ,

, , exp

− −
−∞

∞

−∞

∞

= − − − − − − ×

− − −

∫∫ ξ ξ

ξ ξ π ξ ξ
 (6)

where the expectation is implicitly conditioned on the synchronisation parameters.  Thus

computing the received pulse autocovariance requires either knowledge of the pulse shape,

channel autocovariance, and synchronisation parameters, or a time interval over which the

channel autocovariance and synchronisation parameters are quasi-stationary long enough for

time-averaging or an estimation strategy to converge.  Note that (6) does not depend on φ.

Often the channel autocovariance satisfies a WSSUS model [16], so that

( ) ( ){ } ( ) ( )( )1
2 1 2 1 2 1E z lT z mT P l m Tr

r
r

r zz
r

r, , ,ξ ξ δ ξ ξ ξ= − −  (7)

where ( )( )P l m Tzz
r

r− ,ξ1  is the channel autocovariance function.  When the time

autocovariance is the same for all values of delay (e.g. when the Doppler spread arises from

the mobile’s motion and the expectation in (7) includes the multipath arrival angles), this

simplifies to

( ) ( ){ } ( ) ( )( ) ( )1
2 1 2 1 2 1E z lT z mT R l m T Pr

r
r

r tt
r

r
r, ,ξ ξ δ ξ ξ ξξξ= − −  (8)

( )( )R l m Ttt
r

r−  is the autocovariance of each tap over time, and ( )Pr
ξξ ξ1  is the mean tap power.

Thus (6) simplifies to

{ }
( )( ) ( )( ) ( ) ( ) ( )( )

1
2

0 0 02

E c c

h l ir T t h m kr T t P d R l m j l m f T

i l ir
r

k m kr
r

r r tt r

, ,

exp

− −

−∞

∞

=

− − − − − − − −∫ ξ ξ ξ ξ πξξ

   (9)

The average bit energy to noise spectral density is defined as

( ) ( )
E

N

E h t z t d dt

N log M
b

i

0

1
2

2

0 2

=

−










−∞

∞

−∞

∞

∫∫ β ξ ξ ξ,

(10)

and the Rice factor, K, equals
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( ) ( )

( ) ( )
K

E h t z t d dt

E h t z t d dt

i
nr

k
r

=

−












−












−∞

∞

−∞

∞

−∞

∞

−∞

∞

∫∫

∫∫

1
2 1 1 1 1 1

2

1

1
2 2 2 2 2 2

2

2

β ξ ξ ξ

β ξ ξ ξ

,

,

(11)

D.  Notation

It is helpful to have vector and matrix representations of these quantities.  Define the

length-B vectors, [ ]y l
r

B l
r

l
r T

y y= − + −, ,K 1  and  ( ) { }r yyy, mod modl
r

l r
r

l r
rE yβ β= 1

2 ; and the B×B

matrix, ( ) { }R y yyy, mod mod
,

l
r

l r
r

l r
r HEβ β= 1

2 .  We define the length-(B+r) vectors,

( )[ ]y f ir ir B i r

T

y y, , ,= − + −K 1 1  and ( )[ ]n f ir ir B i r

T

n n, , ,= − + −K 1 1 ; the length-(B+r)L vector,

( )  ( ) ( )c f ir L ir B r ir B L ir B r r
c, ,

= 



 − + + − − − − + + −1 1

, ..., 
( )  ( ) 

c
ir B r ir B ir B r r− − − −


,

, ..., 
( )( )  ( ) ( )( ) ( )c

L i r r i r L i r r r− + + + − + − − − + + + −

 1 1 1 1 1 1 1 1,

,

..., 
( )( )  ( ) ( )( ) 

c
i r r i r i r r r

T

+ − + − − + −



1 1 1 1 1 1,

; the (B+r)×(B+r) matrices, ( ) { }R y yyy, , ,
,

f
r

f
r

f
r HEβ β= 1

2 0 0 ,

{ }R n nnn, , ,f f ir f ir
HE= 1

2 ; and the (B+r)×(B+r)L matrices,

( )  ( ) ( )(β − + + − −f i L ir B r ir B r, , ,= diag β β
1

K , ..., ( )( )  ( )( ) 
β β

− + + −1 −L i r r i r r1 1 1 1+ +






, ,K , and

{ }R c ccc, , ,
,

f
r

f ir
r

f ir
r HE= 1

2 .  The superscripts nr and r apply as required.

III.  Receiver Derivation

The MLSE receiver searches all allowed symbol sequences in the transmission

interval and chooses the one with maximum likelihood.  In this section, we derive the

sequence metric, then manipulate it into a recursive form suited for on-line detection.

By assuming the synchronisation parameters are unknown but not time-varying, they

can be regarded as non-random constants.  Hence the signal, yl, conditioned on the phasor

sequence, is still complex Gaussian, since it is a deterministic linear combination of only the

complex Gaussian random variables, ci,l-ir and nl.  The analysis of [6] applies, and the

sequence log-likelihood can be written as
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( )
( )

( ) ( )( )Λ β
β

σ β
σ β=

−
+

−

−
−∑

y yl l l

l ll
l l

1

2

1
2 1

2ln (12)

where ( )yl l−1 β  is the expected value of yl, given the past received samples and a hypothesised

symbol sequence; and ( )σ βl l−1
2  is the variance of the prediction.  From the principle of

orthogonality, the expectation, ( )yl l−1 β , is the MMSE prediction of the Gaussian random

variable, yl, and ( )( ) ( )y yl l l l l− − −1 1β σ β  is the Innovations process [11].  ( )yl l−1 β , is

computed by an MMSE predictor, as

( ) ( ) ( ) ( )( )y y b y yl l l
nr

l k
ML

l k l k
nr

k
− − −

=

∞

= + −∑1
1

β β β β, (13)

where ( )bl k
ML
, β  is the kth tap for the ML predictor of y y yl

r
l l

nr= − , assuming the transmitted

sequence {βi}; and ( )yl
nr β  is the expected value of yl, given a hypothesised sequence {βi},

( )
 

 
( )( ) ( ) { }

 

 
y c h l ir T t z lT t j lf T j dl

nr
i i l ir

nr

i
L l r

l r

i r
nr

r r
i

L l r

l r

β β β ξ ξ π φ ξ= = − − − − +−
=

− + +
−∞

∞

=
− + +

∑ ∫∑, , exp

1

0 0 0

1

2

(14)

These predictor tap weights depend on the complete history of transmitted symbols.

To avoid a tree search, the predictors are restricted to have a fixed number of taps, B, chosen

to be large enough that there is a minor BER penalty only.  The tap weights are arranged in a

vector, ( ) ( ) ( )[ ]b l l B l

T
b bβ β β= , ,, ,K 1 , where ( )bl k, β  is the kth tap for the MMSE predictor of yl,

assuming the transmitted sequence {βi}.  The prediction, the tap weights, and the MMSEs are

computed according to

( ) ( )y yl l l
nr

l

T

l
r

− = +1 β βb y , (15)

( ) ( ) ( )R b ryy yy, ,l
r

l l
rβ β β= ,    (16)

( ) ( ) ( ) ( )σ β β β βl l yy l l
r

l
H

l
rR− = −1

2
, , ,b ryy  (17)

It is easy to show from (5) that the signal autocovariances in (16) and (17) are

different for each combination of the  W B r L= +  hypothesised symbols in the vicinity of
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l, up to the P-ary phase ambiguity in {βi}.  These symbols are labelled the hypothesis vector,

{amplitude(
 

β
− + +W l r1

),
 

β
− + +W l r2

, .., 
 

β
l r

}.  Using fixed length predictors (and assuming that

signal mean and autocovariance are known) has transformed the tree search into a trellis

search, where the ith symbol’s branch metric is

( )
( )

( ) ( )( )
( )

λ β
β

σ β
σ βi

l l l

l l
l l

l ir

i r y y
=

−
+

−

−
−

=

+ −

∑ 1

2

1
2 1

2
1 1

ln     (18)

There are MW/P distinct branch metrics, and the receiver has MW-1/P states.

In the purely specular channel, yl
r = 0 , ( ) ( )y yl l l

nr
− =1 β β , and ( )σ βl l rN T− =1

2
02  is

independent of the hypothesised sequence and can be neglected.  Accordingly, (18) reduces to

a Euclidean distance, which is related to (5) in [2]: i.e. the conventional MLSE receiver

structure for a time-invariant, known channel.

In the purely diffuse case, a Euclidean distance is not computed between the signal

and a noiseless, hypothesised version of the signal.  Instead, a hypothesised sequence’s

predictors check whether the received sample sequence is internally consistent with that

hypothesised sequence.  This idea is represented in figure 4.  The signal evolves in a

correlated manner, according to the non-stationary transmitted signal and the correlated

channel.  Thus the correlation of the signal is characteristically determined by the transmitted

sequence, and it is this property that is checked by the predictors.

We see that this receiver structure achieves synchronisation in a novel manner, since

synchronisation, channel estimation and detection are performed jointly by the predictor tap

weights.  A residual carrier offset causes a rotation of the complex signal around the time

axis.  The predictor tap weights are computed with this knowledge.  In fact their complex tap

weights rotate helically around the time axis in the opposite direction to the rotation present

in the received samples [18], thereby cancelling it.  This is a boon in fast fading channels,

since the channel’s Doppler spread makes PLL-based carrier acquisition schemes

inappropriate [13].  Using predictors makes the carrier phase irrelevant, since the same carrier

phase multiplies both the received sample being predicted and the signal’s past samples.

Symbol timing is also dealt with by the receiver, since it is fractionally-spaced.   By

defining a new pulse shape, g(t) = h(t-t0), and recognising that the time shift, t0, in the

stationary fading process, z(t,ξ) can be neglected, then the received pulse can be rearranged as
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( )( ) ( ) ( )

( )( ) ( ) ( )

c h l ir T t z lT t j lf T j d

g l ir T z lT j lf T j d

i l ir r
r

r r

r
r

r r

, , exp

~ , exp

−
−∞

∞

−∞

∞

= − − − − +

− − +

∫

∫

0 0 0

0

2

2

ξ ξ π φ ξ

ξ ξ π φ ξ
.  (19)

Thus acquiring symbol timing is equivalent to detecting the signal, given the

transmitted pulse shape, g(t).  However, the receiver is designed for arbitrary pulse shapes, as

long as they are restricted to L symbol periods in length.  This is satisfied by both h(t) and

g(t), from the definition of L. Detection can only proceed when either the signal’s

autocovariance is known (which requires explicit knowledge of t0), or when the receiver has

sufficient time to estimate the autocovariance.

During detection, the receiver makes rMW/P complex B-tap predictions, on the zero

mean signal, y y yl
r

l l
nr= − .  The signal mean, yl

nr , can be precomputed up to its Doppler

shift, so the receiver must make 2rMWB/P complex operations per symbol period, and MW-1/P

M-way comparisons.  The receiver may need to compute the predictor tap weights and

MMSEs from the signal autocovariance matrices; this requires approximately rMWB3/6P

complex operations.

IV.  Estimating the Signal Mean and Autocovariance

From (15) and (16), the MLSE receiver requires the signal mean and autocovariance.

In this section we describe an effectively optimal “parameter-minimisation” scheme to

estimate these quantities.  It will become clear that the scheme is impractically complicated,

but it does demonstrate how quickly the signal’s mean and autocovariance can be estimated.

The transmitted symbol sequence is assumed to be known, either through a training sequence,

tentative decisions, or because the receiver employs PSP and has conditioned on the

transmitted sequence.  In the latter case, each survivor has an estimator.

Using the previous definitions,

y cf ir
nr

f i f ir
nr

, ,= β , (20)

( )R R Ryy cc nn, , ,f
r

f i f
r

f i
H

fβ = +β β, , (21)

The signal mean is calculated from c f ir
nr

, .  The predictor tap weights and MMSEs are
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computed from the r (B+1)×(B+1) submatrices of ( )R yy , f
r β , which can in turn be computed

from the channel and noise autocovariance matrices, R cc , f
r  and R nn , f .

When the signal mean and predictor tap weights are estimated perfectly, the mean

square prediction error is at a minimum.  Therefore an intuitively satisfying and near-optimal

estimation scheme represents R cc , f
r , R nn , f , and c f ir

nr
,  as a vector of parameters, then searches

for the parameter vector that minimises the total squared prediction error, ( )y yl l l
l

− −∑ 1

2

β ,

over the transmission duration, as shown in figure 5.  The parameter vector is initialised to the

parameters’ a priori estimates.  From this parameter vector, the signal mean and

autocovariance are computed, then predictor tap weights.  The signal mean and predictor tap

weights are used to predict the received samples of the past signal samples, conditioned on a

hypothesised sequence, with some total squared prediction error.  The minimisation algorithm

iteratively searches for the parameter vector that minimises this error.  Assuming the

algorithm converges to the global minimum, the final set of predictor tap weights then

approximates the minimum mean square error (MMSE) set.

In this way, R cc , f
r  and R nn , f  are estimated up to a scaling ambiguity, which must be

corrected when computing the MMSEs, ( )σ βl l−1
2 .  Therefore, R cc , f

r  and R nn , f   are scaled so

{ }
 

 

 

 
y E c c

N

Tl
l

i k i l ir k l kr
rk

L l r

l r

i
L l r

l r

l

2 0

11

∑ ∑∑∑= +− −
=

− + +
=

− + +

β β , , (22)

There is no “best set” of parameters, since a priori channel information guides the

parameter selection.  Some comments can be made.  Since R nn , f  = N0/TrI, it only requires

one parameter, N0/Tr.  In parameterising R cc , f
r  when there is no a priori information, the

entries of R cc , f
r  or of its Cholesky decomposition (to guarantee positive definiteness) are

appropriate.  The number of parameters can be reduced by exploiting the stationarity and

Hermitian symmetry of R cc , f
r .  Normally however there is considerable a priori information,

such as the transmitted pulse shape and the mathematical structure of the received pulse

autocorrelation, (9).  Accordingly, a superior set of parameters is f0T, t0/T, and parameters for

( )R ttt
r , ( )P r

ξξ ξ .  These functions can be expanded as the weighted sum of a set of basis
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functions, where the weights as used as parameters.  The basis functions should be chosen so

that ( )R ttt
r  and ( )P r

ξξ ξ  are accurately described by a few weighted functions only.  A

polynomial expansion is convenient.  The channel’s time autocovariance can be accurately

represented by the polynomial expansion,

( )R t ttt
r

i
i

i

It

≈
=
∑ λ 2

0

(23)

when the number, It+1, of coefficients, λ λ λ0 11= , , ,K It
, is sufficiently large.  zr(t,ξ) is

assumed to have independent real and imaginary parts, so that odd terms in the

autocovariance expansion can be neglected.  Similarly, the channel autocovariance in

frequency, ( ) ( )P R fr
ff
r

ξξ ξ ↔ , can be parameterised by the If+1 coefficients, µ µ µ0 11= , , ,K I f
,

given the polynomial expansion,

( ) ( ) ( )( )R f j fff
r

i

i

i

I
i

i
i

i

If f

≈ − ↔ −
= =
∑ ∑µ π µ δ ξ2 1

0 0

(24)

and a sufficiently large If.  With this expansion, the integral in (9) simplifies to

( ) ( ) ( ) ( ) ( ) ( ) ( )h t h t P d C h t h tr
i

i
k

k

i
k i k

i

I f

1 2
0

1 2
0

− − =
−∞

∞

=

−

=
∫ ∑∑ξ ξ ξ ξ µξξ   (25)

When there is no a priori information about the signal mean other than L, then the

appropriate parameters for the impulse response are the real and imaginary parts of

c ci
nr

i Lr
nr

, ,, ,0 1K − , and the Doppler shift of the specular component relative to the diffuse

component.  In the mobile radio channel, the signal mean often corresponds to the direct path,

so the channel mean’s impulse response can be parameterised by the direct path’s complex

gain only.

Simulations indicate that a simple-minded minimisation algorithm can easily

converge to a local minimum.  This may be overcome by invoking the minimisation

algorithm many times with different initial parameters vectors, or by employing the technique

of simulated annealing [19].  When computed from parameters, ( )R yy , f
r β  is not guaranteed

positive definite.  Calculated MMSEs can be negative, and thus the branch metric, [18],

operates incorrectly.  This generally occurs when too few parameters are used to describe

( )R ttt
r  and ( )P r

ξξ ξ , or when there are insufficient  signal samples for the parameters to be
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properly estimated.  In the rare times this problem arose in simulations, the noise power was

repeatedly increased by 20% until all MMSEs were strictly positive.

V.  Receiver Analysis

We seek the receiver’s BER for a Rician fading, frequency-selective channel in white

noise.  The rotationally invariant code is assumed to be differential encoding, and the signal

mean and autocovariance are ideally known.  The same analytic framework applies to coded

transmissions also.

First some notation is defined.  The actual transmitted sequence is denoted by {βu,v}.

Potential error sequences are written as {βu,v,w}.  With trellis-based receivers, errors are

dependent and appear as error events.  The superscript u denotes the length of the error event

under consideration.  The superscript v enumerates each distinct transmitted sequence in the

vicinity of the length, u error event.  Each transmitted sequence can be confused with several

others, so the error sequences are enumerated by a further index, w.  When an error occurs,

the ML sequence is one of the error sequences, {βu,v,w}.

The probability that the sequence, {βu,v}, is transmitted is labelled by ( )P u vβ , .  The

probability that an error sequence has a better metric than the transmitted sequence (the

pairwise probability of error) is denoted by ( )P u v u v wβ β, , ,→ .  The number of bit errors that

arise from the error event is written ( )e u v u v wβ β, , ,→ .

An upper bound on the BER can be deduced from a union bound over all error events.

Since this is an infinite sum, it must be truncated.  The truncated bound is a credible upper

bound if at least the dominant error events are considered.  Thus the BER bound is the union

bound of the dominant error events, averaged across the transmitted sequences in the vicinity

of the error event,

( ) ( ) ( )
BER

P P e

M

u v u v u v w u v u v w

u v w

<
→ →

∑
β β β β β, , , , , , ,

, , log2

 (26)

The form of an error sequence is {βu,v,w} = ( ){ }β θ εu v u v w u v wj, , , , ,exp + , where the

sequences {εu,v,w} and {θu,v,w} specify the particular error sequence, and are constrained so

that {βu,v,w} is also an allowed sequence.  For an error event extending from the ith to the
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(i+u-1)th symbol period, εk
u v w, ,  = 0 for k < i and for k > i+u-1. θk

u v w, , = 0 for k < i+u and is

constant for k ≥ i+u.  This remaining phase offset allows the error event to end even when

phase lock is lost, since the rotationally invariant code prevents further bit errors.  These

constraints ensure that {εu,v,w} and {θu,v,w} uniquely describe an error event.  Without loss of

generality, the first symbol error is aligned with time i = 0, so that the error sequence can be

written as

( ) ( ){ }K K Kβ β β ε β ε β θ β θ− − − − + ++ +2 1 0 0 1 1 1 1
u v u v u v u v w

u
u v

u u
u v

u
u v w

u
u v

u
u v wj j, , , , , , , , , , , ,, , , , , exp , exp , (27)

The pairwise probability of error depends on the hypothesised and transmitted

symbols in the vicinity of the error event, since they determine which predictor tap weights

are used.  Clearly the erroneous symbols { }β β0 1
u v w

u
u v w, , , ,,K −  affect the pairwise error probability.

Define ( )Y L u r= + − −1 1.  The signal samples, y0 ... yY involve pulse tails from the

erroneous symbols.  When these samples are predicted, or are used in a prediction, the wrong

predictor tap weights are used.  Define ω = −B  and ( )Ω = + − − +L u r B1 1 .  The signal

samples yω ... yΩ, are used with y0 ... yY in predictions, so in fact the symbols that affect the

pairwise probability of error are { }β βψ
u v u v, ,,K Ψ  and { }β βψ

u v w u v w, , , ,,K Ψ , where ψ = − +W 1 and

Ψ = + −W u 2 .  Since the ISI from these symbols is different in each case, pairwise error

probabilities must be tediously computed for each ISI combination, up to the P-ary rotational

ambiguity. The transmission probability equals, ( )P
P

M
u vβ ψ

, = − +Ψ 1
.

In slow Rayleigh fading channels, the mean fade duration is long, so there are many

different yet likely error events.  The union bound of (26) is very loose.  However, when the

fading is sufficiently fast and the SNR high, fade durations are a fraction of a symbol period

only.  The dominant error event is the cycle slip, and accordingly the union bound is

asymptotically tight.  A tight union bound also arises when the channel is strongly Rician,

since the dominant error events are short there too.

We define normalised predictor tap weights, a bias term and the signal mean as
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( )
( )κ

σ β

σ βmin

, ,

,
ln=











−

−=
∑ l l

u v w

l l
u v

l

1
2

1
2

0

Ω

(29)

( ) ( )y y y yl
nr u v

l
nr u v

l
nr u v w

l
nr u v w, , , , , , , ,= =β β (30)

Then the pairwise probability of error is the probability that an erroneous sequence has a

smaller path metric than the transmitted sequence,

( ) ( )
( )( )

( )( )

P P

P
b b y y y y

b b y y y y

u v u v w u v u v w

l k
u v

l k
u v

l k l k
nr u v

l k l k
nr u v

l k
u v w

l k
u v w

l k l k
nr u v w

l k l k
nr u v w

k

B

k

B

l

β β

κ

, , , , , ,

,
,

,
, , , , ,

,
, ,

,
, , , , , , , , min

→ = >

=
− − −

− −
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 (31)

from (18).  In Rayleigh fading this simplifies to

( ) ( )P P b b b b y yu v u v w
l k
u v

l k
u v

l k
u v w

l k
u v w

l k l k
k

B

k

B

l

β β κ, , ,
,
,

,
,

,
, ,

,
, ,

min→ = − >



′ ′ − − ′

′===
∑∑∑

000

Ω

 (32)

Define κu,v,w as the left-hand-side of the inequality and the column vector,

[ ]yu v nr u v nr u v nr u v w nr u v w T
y y y y y y, , , , , , , , , , ,, , ; , , ; , ,= ω ω ωK K KΩ Ω Ω .  κu,v,w is a Gaussian quadratic form in

the Gaussian random variables, yu,v, and can be written as, κ u v w u v H u v w u v, , , , , , ,= y Y y  , where the

kernel, Yu,v,w, is a Hermitian symmetric matrix, defined by (31).  The entries in the

autocovariance matrix, { }( ) { }( ){ }R y y y yyy
r u v u v u v u v H

E E E= − −, , , , , of yu,v, are given by (5)

and (6).  The characteristic function of a Gaussian quadratic form, κu,v,w,  is given by [1], as

( )
( ) ( ) ( )

Φξ ξ
ξ ξ

ξ
u v w

u v H u v w r u v w u v

r u v w

j E j E

j

, ,

, , , , , ,

, ,

exp

det
=

−





−

−
y Y I R Y y

I R Y

yy

yy

2

2

1

(33)

The pairwise probability is calculated by transforming this characteristic function into a pdf,

then integrating over the error region, as
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( ) ( ) ( ) ( ) ( )
P j d d

j

j
du v u v w u v w

u v w

β β ξ ξκ ξ κ
ξ ξκ

πξ
ξξ

κ

ξ, , , , ,

, ,
min

exp
exp

min

→ = = +
−

−∞

∞∞

−∞

∞

∫∫ ∫Φ
Φ

1
2 2

  (34)

It is unclear how to easily evaluate this integral for the general Rician case, so

numerical integration is appropriate.  For Rayleigh fading channels, the vector of Gaussian

random variables can be shortened to [ ]y yu v T
y y, , ,= = ω K Ω , with the matrices R yy

r  and

Yu,v,w cropped also.  The characteristic function simplifies to

( )Φξ ξ ξu v w u v wj, , , ,det= −
−

I R Yyy2
1

(35)

and from standard residue calculus, the pairwise probability of error equals

( )
( ) ( ){ }

( ) ( ){ }

P

jp
p p

jp
p p

u v u v w

i

i kk
k i

I

i p

i

i kk
k i

I

i p

i

i

β β

κ κ

κ κ

, , ,

min
,,

min

min
,,

min

exp

exp
→ =

− −
−

≤

+ −
−

≥













=
≠

ℑ >

=
≠

ℑ <

∏∑

∏∑

1
1

1
0

1

1
0

10

10

(36)

where pi is the ith pole of (35).  These poles equal 1/2j multiplied by the eigenvalues of

R Yyy
u v w, , , so the poles are found numerically.  Equation (36) assumes that the poles of (35)

are simple.  This holds normally, but the more complicated case can also be dealt with [20].

In the non-fading case, B = 0, only the noise is a random variable, so R yy
r  is partly

diagonal and partly zero, leading to the usual result in terms of the Q(.) function.

VI.  Results

In this section, the novel aspects of the receiver are characterised by simulation, and

analysis where possible.  The simulated results are generated from a Monte-Carlo simulation

of figure 1.   Randomly generated data is transmitted and detected until at least 200 bit errors

are observed.  Unless otherwise stated, the simulation parameters are as follows.  The data is

differentially encoded BPSK.  A root raised cosine pulse is used, with 50% excess bandwidth,

and windowed with a Hanning window to H = 3 symbol periods.  There is no carrier

frequency offset.  The channel is modelled by N = 3 Rayleigh fading taps, spaced equally over

τ = 0.5T seconds, having equal mean power.  Each tap is independent from other taps and

modelled by passing complex white Gaussian noise through a 192-tap low pass FIR filter,
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with impulse response [21], ( ) ( )f J f T l l lTl D r r= ×−
1
4

1
42π Hanning , creating a “windowed”

( )J f T l mD r0 2π − .  The channel is fast fading, fDT = 0.1  The sampling rate for the transmitter,

channel and receiver are all the same, with r = 3, so the noise-limiting filter is implicit in the

discretisation of time.  Synchronisation is assumed: t0 = 0, f0 = 0.  The MMSE predictor tap

weights are all precomputed and not further changed.  The predictors have B = 6 taps.

The analysis of section V is applied whenever the channel is Rayleigh fading.  Only

cycle slips and one symbol, nearest neighbour error events are considered.  In fast fading

BPSK simulations, fDT = 0.1, these two error events are dominant above approximately 20dB;

above 30dB only the cycle slips contribute significantly to the BER.

In figure 6, a carrier offset is introduced between transmitter and receiver.  In

producing this figure only, the transmitter and channel are simulated at a sampling rate of

2r/T, where r = 2,.., 4.  Noise is added (equivalent to a final Eb/No of 25dB), and this received

signal is filtered by a 40r-tap low pass FIR filter with cutoff frequency, r/2T, then 1:2 sub-

sampled.  The filter is designed in Matlab using a Kaiser window with parameter 12.  When

the carrier offset is large enough, part of the signal lies in the stopband of the filter, causing

signal distortion.  This distortion is not accounted for when the predictor tap weights are

calculated, so the BER degrades rapidly.  This is seen in figure 6.  The union bound only

applies when the signal is not significantly distorted by the noise-limiting filter.  The Doppler

spread, windowed, transmitted pulse occupies approximately the -25dB bandwidth, -0.9/T ..

0.9/T.  According, when r = 2, 3, 4 sample per symbol are taken, the noise-limiting filter can

be neglected for any frequency offset up to approximately ±0.1/T, ±0.6/T, ±1.1/T (in general

the values depend on the SNR).  The BER in this region is constant.  Beyond this offset, the

signal is distorted by the noise-limiting filter, and the BER gets worse as the signal distortion

increases.  Accordingly, given a sufficiently large r, the receiver can accommodate any carrier

offset, albeit at the cost of linearly increasing complexity in r.

In figure 7, a timing offset, t0, is introduced between transmitter and receiver. Eb/No

equals 25dB.  The predictor tap weights are computed assuming that the timing offset equals

min(t0,T0).  Thus when the timing offset is properly bounded, t0 ≤ T0, the receiver is able to

detect the signal reliably.  From figure 7, the BER is flat in this region.  When t0 exceeds T0,

there is a mismatch between the predictor tap weights and the received signal, and

accordingly the receiver’s BER degrades rapidly. The union bound only applies when the



19

timing mismatch is not significant.  The mean variance of the Innovations process,

( ) ( )1
1

2

1
2

1
N l l l l l

l

N

y y− − −
=
∑ β σ β , is approximately unity when the receiver is operating properly.

When the timing mismatch increases, it exhibits a cyclic variation, falling to unity as the

timing mismatch is an integral number of symbol periods.  The decrease at symbol-spaced

intervals is due to the receiver reliably detecting adjacent symbols.  Accordingly, given a

sufficiently large T0 and a training sequence (or t0), the receiver can acquire any timing error,

albeit at the cost of exponentially increasing complexity in T0.  However, when a training

sequence is unavailable, the receiver can only acquire a timing error of up to T seconds, due

to the T-second ambiguity in symbol timing.

In figure 8, a simple Rician fading channel is considered.  Only the first tap has a non-

zero mean, so the channel tends to an AWGN channel as the Rice component gets large,

K → ∞ .  The benefits are seen in figure 8, where the BER curves improve substantially for

larger values of K.  Recall that the signal mean and autocovariance are assumed known, so for

K → ∞ , the problem tends to the classical detection problem solved in [17].

In figure 9, the influence of different constellations on the BER is examined.  Due to

the large number of states, the pulse length is reduced to H = 1.5 symbol periods and not

windowed.  There is a power penalty in increasing the system’s spectral efficiency, and also a

substantial increase in complexity.  Both 8-PSK and the A/P/ρ = 2/4/0.5 radially-symmetric

constellation have the same spectral efficiency, yet the latter has a superior BER.

Accordingly it merits further investigation.  The union bound is tight at high SNR due to the

short mean fade duration.  Here the error events are almost exclusively cycle slips.

In figure 10, the acquisition performance of the parameter-minimisation scheme and

an RLS-based scheme is studied at Eb/N0 = 20dB.  The receiver is trained for a duration with

a random training sequence, then the predictor tap weights are fixed, and detection continues

until 200 bit errors are detected.  This is repeated 20 times to approximate the ensemble of all

training sequences.  In this way, the BER as a function of training length is calculated.  Note

that W = 6 symbols of the training sequence cannot be used since they contain pulse tails from

unknown symbols.  An unsynchronised, Rayleigh-fading signal is assumed, with f0 = 0.2/T, φ

= 20°, and t0 = 0.2T.

The parameter-minimisation scheme uses the polynomial expansion, with It = 2 and If
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= 6.  The scheme learns the channel autocovariance accurately within 50 symbol periods.

As a comparison, a second scheme is considered where each predictor is directly

adapted by its own RLS processor (there is no information pooling between transmitted sub-

sequences or sample positions).  At least B repetitions of each sub-sequence must be received

before the receiver can begin detection, and each predictor can only be updated when its

sample and sub-sequence is transmitted.  Thus there is a minimum training period of MWB/P

= 192 symbols, and its acquisition time is considerably longer than for the parameter-

minimisation scheme.  This is seen in figure 10.

In unpublished simulations, the first scheme adapted to Rician fading channels also.

However, the carrier offset cannot be estimated perfectly, so the error in estimating

( )c j lf Ti l ir
nr

r, exp− ∝ 2 0π  increases in time, l.  This problem may be solved either by only using

the estimate close to the training sequence, or by continual adaptation.  To avoid the problem

of local minima, the parameters were initialised to their correct values.  The minimisation

algorithm (Powell’s method [19]) then modified the parameters until they matched the

particular training sequence.  Despite the favourable initialisation vector, the algorithm still

required approximately 2000 iterations to converge.  Powell’s method does not exploit

derivative information, which can potentially improve the rate of convergence.  The EM

algorithm may also offer faster convergence [27].

VII.  Conclusions

The MLSE receiver structure of [11] is generalised to Rician fading and

unsynchronised signals.  The resulting structure deals with the specular and diffuse

components of the received signal separately.  The receiver’s operation in Rayleigh channels

is noteworthy.  Given an adequate sampling rate (causing a linear increase in complexity),

arbitrarily large carrier frequency offsets can be tolerated.  Given an adequate upper bound on

the timing error (causing an exponential increase in complexity), arbitrarily large timing

offsets can be accommodated.   Detection can only commence once accurate estimates of the

channel and noise mean and autocovariance are available.  In simulation, accurate estimates

are available in approximately 50 symbol periods.  The receiver’s BER is derived in the

frequency-selective, fast Rician fading channel, and it can be evaluated for the case of fast

Rayleigh fading.  The analysis shows good agreement with simulation.
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