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Abstract Wireless sensor networks (WSNs) are a col-

lection of several small and inexpensive battery-powered

nodes, commonly used to monitor regions of interests and

to collect data from the environment. Several issues exist in

routing data packets through WSN, but the most crucial

problem is energy. There are a number of routing

approaches in WSNs that address the issue of energy by the

use of different energy-efficient methods. This paper, pre-

sents a brief summary of routing and related issues in

WSNs. The most recent energy-efficient data routing

approaches are reviewed and categorized based on their

aims and methodologies. The traditional battery based

energy sources for sensor nodes and the conventional

energy harvesting mechanisms that are widely used to in

energy replenishment in WSN are reviewed. Then a new

emerging energy harvesting technology that uses piezo-

electric nanogenerators to supply power to nanosensor; the

type of sensors that cannot be charged by conventional

energy harvesters are explained. The energy consumption

reduction routing strategies in WSN are also discussed.

Furthermore, comparisons of the variety of energy har-

vesting mechanisms and battery power routing protocols

that have been discussed are presented, eliciting their

advantages, disadvantages and their specific feature.

Finally, a highlight of the challenges and future works in

this research domain is presented.
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1 Introduction

Wireless sensor networks (WSNs) comprises of wireless

networks of tiny devices that are equipped with sensors,

and it is used to monitor physical conditions. They have

been suggested for many applications such as medicine,

military, smart cities, and environmental monitoring. In

such applications, several small sensor nodes are deployed

in the region of interest to monitor, detect and collect

required phenomena, which they transmit to a base station

(BS) [80, 90, 106]. WSN belongs to the category of ad hoc

networks and therefore, has the same challenges of ad hoc

networks. However, it has additional specific challenges

that include small memory, throughput, routing, connec-

tivity, security, synchronization and localization [30, 92,

112]. The primary aim in WSN is the collection of data

from the environment. However, due to resource con-

straint, transmitting the gathered data by the sensor nodes

to the BS requires an efficient solution.

In fact, routing plays the main role in WSNs applica-

tions. For instance, in health monitoring, biological wire-

less sensors can be used to monitor patients’ body [87]. In

such applications, patient’s data must be routed reliably

and in a certain period; otherwise, they are not useful [15].
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In military applications, required information about enemy

tracking, battlefield surveillance or target classification

needs to be perfectly routed back toward the BS. Further-

more, WSN is used to help rescue teams in case of natural

disasters, by way of finding people buried in avalanches

[81, 95]. Again, successful routing of information towards

the rescuers is necessary. In civil infrastructure, it is used to

monitor and detect cracks, structural defects, and fire out-

breaks. Such applications necessitate energy-efficient and

real-time routing solution [102]. Consequently, routing is

an important technical problem in WSNs and should be

carefully considered.

The challenges of routing in WSNs are due to some

characteristics that separate it from the other communica-

tion in wireless ad-hoc networks [21, 38, 61]. Dense

deployment of several sensor nodes and a high predispo-

sition to failure, due to limited energy supply, are some of

the challenges. In designing a routing approach, several

technical challenges should be taken into consideration [9,

45]. However, based on the energy-constrained nature of

WSNs [96] and the direct impact of energy on network

lifetime, energy consumption becomes the most important

routing challenge [26, 35, 43, 66, 71, 104]. Usually, the

deployment of sensor nodes is carried out once and

expected to operate for a long period. Hence, during a

routing process, it is important for energy supply to the

nodes to be sufficient [67, 108]. This will sustain the nodes

to operate over a long term to carry out the transmission

and routing of packets. In addition to saving residual

energy of nodes, balancing energy consumption among

sensor nodes also reduces energy consumption. Therefore,

finding and selecting the optimal paths is essential.

In this paper, after a brief summary of routing and

related issues in WSNs, the most recent energy-efficient

data routing approaches are categorized and reviewed

based on their aims and methodologies. We discuss the

traditional battery based energy sources for sensor nodes

and the conventional energy harvesting mechanisms that

are widely used to replenish energy of nodes in WSN. We

also present an emerging energy harvesting technology that

uses piezoelectric nanogenerators to supply power to

nanosensor; the type of sensors that cannot be charged by

conventional energy harvesters. Again, we explain in

details, the energy consumption reduction routing strate-

gies in WSN. Then we compare the variety of energy

harvesting mechanisms and battery power routing proto-

cols that have been discussed, eliciting their advantages,

disadvantages and their specific features. Finally, we

highlight on the challenges and future works in this

research domain.

The rest of this paper is organized as follows. Section 2

introduces energy-efficient routing in WSN. Section 3

presents details of energy harvesting mechanisms for

WSN. Section 4 discusses details of battery power based

routing approaches. Section 5 compares and discusses the

variety of energy harvesting mechanisms studied. Finally,

Sect. 6 concludes and discusses future works.

2 Energy-efficient routing in WSNs

There are several challenges that must be considered in

designing a routing protocol in WSN. These include: ad

hoc deployment [52, 76, 122], energy consumption [27, 30,

32, 54, 55, 130], computation capabilities, communication

range, fault tolerance [14, 17, 50, 60, 65, 94, 109], scala-

bility [40, 107], hardware constraints [19], transmission

media [41, 111], connectivity [57, 132] and quality of

service (QoS) [36, 37, 86]. Among these challenges, the

limited lifespan of the sensor node creates a strong

dependence on the battery lifetime, energy consumption is

therefore, considered the most important challenge of

routing in WSNs.

Any routing mechanism that exhausts the energy supply

of the nodes will result in serious problems. The mal-

function of certain nodes due to power failure can affect the

accuracy of the results or create considerable topological

changes. Moreover, it might require rerouting of data

packets and reorganization of the network. Several

approaches are available with the goal of enabling energy-

efficient routing to increase the network lifetime [42, 63,

72, 73, 79, 93, 110, 111, 116, 120]. In general, energy-

efficient routing for extending the network lifetime is based

on two classes: (1) energy harvesting, and (2) battery

power. In the following Sections, the two methods are

described, and the most recent methods in each of the

classes are reviewed and discussed.

3 Energy harvesting routing approaches

Energy harvesting or scavenging involves the extraction of

small amount of energy from ambient environment sources

such as solar, thermal, wind and vibration. Thesemechanisms

are effective in improving the network lifetime ofWSN [47].

In energy harvesting, a battery is periodically recharged to

keep the sensor node continuously working in the network-

wide operation rather than being centered on minimizing

energy consumption. However, to efficiently use harvested

energy, the harvest process ought to be incorporated into the

network style. Some routing protocols that have done work in

this category consider various network factors such as

topology, energy consumption rate and prediction errors.

These factors affect energy savings by considering wastage

awareness and most of them use the recharging ability to

boost network-wide performance. In the following sections,
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we discuss current state of the art routing approaches that

utilize energy harvesting approaches.

3.1 Conventional based energy harvesting

An intelligent solar energy harvesting (ISEH) system is

proposed in [68] for the supply of long-term and

stable power in WSN. A solar panel, lithium battery and a

control circuit work together and the charging system

depends on the hardware. The solar energy is used when

there is enough sunlight while the lithium battery is used

when sunlight is not available. The proposed ISEH system

adapts a maximum power point tracking circuit to take full

advantage of solar energy, and it guarantees the lithium

battery with an appropriate charging method for long-term

operations. This reduces the frequency of the battery

charge–discharge cycle. RS triggers are used to implement

the charging controls of the battery which according to the

authors is more reliable and stabilizes the software imple-

mentation. Figure 1 shows a schematic diagram of the

ISEH system showing the interconnections of the func-

tional components, including three input branches (i.e. a

solar panel, a lithium battery, a mini-USB interface) and an

output USB interface. There are many different recharge-

able batteries that can be used for such systems. Among

them are the lead-acid battery and lithium-polymer battery.

The capacity of any one of them informs how it is used. For

example, the lithium-polymer is more useful for a system

that depends on the load. The capacity of whatever battery

is used can be determined by the formula stated in Eq. (1)

BC ¼ A� QL� TO=ðcc� VÞWh ð1Þ

where A is a safe factor between 1.1 and 1.4, QL depicts

average daily power consumption of the load in Wh, NL

denotes longest continuous rainy days, set 7 according to

experience, TO represents temperature correction factor,

which is set to 1 and cc is a depth of the battery discharge.

This system can be implemented with small power equip-

ment that is especially suitable for outdoor-based wireless

sensor nodes in the internet of things (IoT). Results by Li

and Shi [68] show that the system performs stably and

safely with higher reliability and efficiency.

Harvesting aware speed selection (HASS) algorithms is

proposed in [126], to maximize energy reserves of nodes in

the network while meeting application performance

requirements in WSN. HASS is an epoch-based method for

energy controlling in performance-constrained WSNs that

exploits energy harvesting. It uses dynamic voltage scaling

technique to save computation energy by concurrently

decreasing CPU supply voltage and frequency, and also

uses the dynamic modulation scaling technique to save

communication energy by decreasing radio modulation

level. HASS problem is formulated as an optimization

problem and solved with a centralized and distributed

algorithms. In HASS, the energy level Ci of a node Vi at the

end of an epoch is given in Eq. (2)

Ci ¼ Cinit
i þ Pi � S�

S

p

� �
� eci ð2Þ

where Cinit
i is the initial energy level of Vi, S is epoch

length, S
p

� �
are some frames in an epoch, the energy con-

sumption is eci and Pi is the harvested power of epoch

i. Results of simulation [126] shows that HASS perfor-

mance is significantly higher than the baseline approaches.

Ren et al. [89] devised a centralized and distributed

algorithms for quality-aware target coverage problem in an

energy harvesting sensor network. An energy harvesting

plan is expected to be perfect throughout the network

operations. However, such an assumption is noted to be

problematic in realistic applications. For this reason, the

authors suggested an adaptive framework for energy pre-

diction fluctuations (AFEPF). It aims to plan sensor

activities by dynamic interval concept. AFEPF comprises

of sequential time slots that is not more than L. It counts

the number slots to attain before another recharging occurs.

The charging of the solar energy depends on the weather

conditions, and the interval length is adaptively planned by

the correctness of energy focus. Thus, the whole opera-

tional period of L time slots consists of some intervals.

Then a suggested Greedy–Heuristic is applied in every

interval. The accuracy of the predicted energy hiðvÞ of a

sensor v 2 VðIiÞ in an interval Ii is formulated a hiðvÞ ¼
Qv� �Qvj j
Qv

Where Qv and �Qv represent the actual and forecast

values of harvested energy. The average forecast correct-

ness of nodes in the interval is denoted by the energy

prediction correctness of interval Ii. This is the averageFig. 1 ISEH system schematic diagram [68]
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energy forecast correctness in active nodes in the interval

given by hi ¼
P

v2VðIiÞ hiðvÞ= VðIiÞj j: The results on exper-

imental simulation show the proposed solutions are

promising.

3.2 Energy harvesting from piezoelectric

nanogenerators

The conventional energy harvesting mechanisms men-

tioned in Sect. 3.1 are not useable in the case of very tiny

sensor nodes devices, such as the ones used in wireless

nanosensor networks (WNSN) [58] that are used for

applications such as drug delivery systems [7] or tactile

sensors [119]. The reasons are that: (1) the solar energy

harvesting contains a low efficient photovoltaic nanocell

which does not improve even if novel nanocomponents

such as carbon nanotubes are used to improve their sensi-

tivity [59]. (2) Usually, the sunlight is not available in

many WNSN’s applications, and (3) the mechanisms to

harvest kinetic energy from wind is not feasible in the

nanoscale due to limitations of current technology [5]. To

overcome the problem of limited energy capacity of

nanosensor nodes, researches have proposed the use of

piezoelectric nanogenerator to recharge the energy of the

nanodevices as in [114, 115, 127]. In the following, we

describe some works that have exploited the piezoelectric

effect to power nanosensors.

A novel routing framework based on Terahertz Band

communication and nano-scale energy harvesting is pro-

posed in [85]. The framework, constructed in hierarchical

cluster architecture divides the nonasensor network into

clusters. In each cluster, there is a nano-controller with

more capabilities that coordinates and gather the data of the

nanosensors. The framework presents a procedure that

conserves harvested energy by the nanosensors, and also

increases the throughput in transmitting data from the

nanosensor to the nano-controller. To transmit data, a

nanosensor first makes a request to the nanocontroller

specifying the amount of data. Then based on the distance

apart, and the density of nanosensors, the nanocontroller

decides whether the nanosensor should transmit in single-

hop or in multi-hop. The average energy required in

transmitting a bit of data through a given distance l is

formulated in Eq. (3)

Ebit lð Þ ¼
4pf0
C

� �2
N0SNR

log2 1þ SNRð Þ l
2 ð3Þ

where N0 represents a constant, l is a distance and f0 is the

design center frequency, c is the speed of light in the

vacuum, and SNR is the constant signal-to-noise ratio

guaranteed at the receiver.

Also, the average energy to transmit a bit Êbitðxn;uÞ
from a neighbor nanosensor to the nanocontroller is mod-

eled in Eq. (4)

Êbit xn;uð Þ¼ 4pf0
C

� �2
N0SNR

log2 1þSNRð Þ x2nþ z2n�2xnzn cosu
� 	

ð4Þ

where zn is the distance between the nanosensor n and the

nano-controller, xn is the distance between the nanosensor

n and a random neighbor, and u is the angle between the

line connecting the nanosensor n and the nano-controller

and the line connecting the nanosensor n and the neighbor.

Performance evaluation [85] shows the merit of the pro-

posed framework over basic single hop communication.

A technique to maximize the utilization of harvested

energy in nanosensor networks is proposed in [82]. Maxi-

mizing energy utility is based on switching between two

states. An action that causes a higher level energy state

indicates energy consumption, and it is assigned with

negative rewards. On the other hand, if the action leads to

lower energy state, then a positive reward is assigned. An

out of energy state leads to packet loss reception due to

lack of energy. Similarly, there is loss of packet reception

at full energy state, for lack of empty space in the storage.

The transition function between the different states is

proportional to the energy consumption and it is defined in

Eq. (5)

J Si; Sj; ak
� 	

¼ i� j j 6¼ 1; s
�ðSþ 1Þ j ¼ 1; s



ð5Þ

where ak represents the action taken, Si and Sj represent the

different system states and s is the energy storage capacity.

Simulation results of the proposed technique shows that it

has near optimal performance.

In Table 1, the energy harvesting routing approaches for

WSN is summarized indicating the advantages and disad-

vantages of each category.

4 Battery power based routing approaches

In general, energy efficiency for battery power based

routing approaches is provided by two methods: (1) energy

balancing, and (2) energy consumption reduction [10, 12,

13, 24, 70]. In the following sections, the two methods are

described, and most recent approaches in each are reviewed

and discussed.

4.1 Energy balancing

In WSNs, balancing of energy among nodes during routing

of data packets toward the BS is very important.
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Overloading of specific nodes gradually exhausts their

energy and leads to failure. Therefore, several routing

approaches capable of balancing and distributing energy

among the nodes have been proposed in the literature. The

following sections describe some of the energy balancing

approaches.

4.1.1 Single-path approaches

This class of energy balancing makes use of only direct

route from the source node to the sink in its data trans-

mission. The approach considers a set of nodes with

maximum remaining energy along the path to the sink. If

the energy level of a particular node ‘‘drops’’, the approach

selects other nodes that have higher energy. The single-

path approach varies among different paths thereby bal-

ancing the energy depletion among the nodes and extend-

ing the network lifetime.

In [46], a heuristic method is proposed to explore a

balanced and lower-weight spanning trees with larger

diameters that can be used in WSN to balance the energy

consumption. The proposed scheme can be applied in

parallel as simple algorithms scattered in the neighborhood.

The method represents an adjustment of the classical

Kruskal’s algorithm, which finds the routing spanning tree

with satisfactory performance. The distributed algorithm

requires input graph representation via the adjacent matrix.

One of the main objectives of the heuristic method is the

discovery of a routing spanning tree that reduces the con-

sumption of maximum energy in all sensor nodes. To

demonstrate the operation of the algorithm in an instinctive

manner, and to describe its dispersed computational

structure, the authors studied an adjacency matrix

(M) graph. The manner in which the algorithm treats M

when k = 0, 1 and 2, i.e. with 1, 2 and 4 initial clusters,

respectively as shown in Fig. 2, the authors take 20 = 1 as

the initial cluster when k = 0, and the algorithm is the

same as that of Kruskal. In this case, the algorithm simply

browses the upper right triangle over the main diagonal of

M to find the smallest weight edge to add to the minimum

spanning tree of T (whenever this is possible), which is

under construction. The authors’ results show that the

proposed methods prolong lifetime of WSN by a factor of

3–4 by reducing the energy of transmission. Additionally,

it shows that the results can be enhanced by the use of

initial clustering of the input network.

Due to the ability of this method to save the energy of

the nodes and extend the network lifetime, it can be suit-

able for applications that require long-term data collection

such as habitat monitoring. In such applications, sensor

nodes must stay alive to perform continuous monitoring of

the environment.

An energy-efficient clustering routing protocol based on

weight (ECRPW) is proposed in [101] to reduce the energy

consumption and increase the network lifetime. In

ECRPW, after the formation of clusters, the data trans-

mission is performed on a routing tree (Fig. 3). In the

proposed mechanism, cluster heads (CHs) first disseminate

a weight message containing an ID of the node and its

Fig. 2 Adjacency matrix with two clusters

Table 1 Summary of energy harvesting mechanisms WSN

Mechanism Source Feature Advantages Disadvantages Application field

Conventional

energy harvesting

Solar Light energy is transformed into

electrical energy

Established

technology

High

installation

cost

Environment [13],

agriculture [53, 100]

Wind Kinetic energy of wind is transformed

into mechanical energy then into

electrical energy

Sunshine is not

available at

all times

Piezoelectric

nanogenerators

energy harvesting

Vibration Energy from movement or vibration is

converted into electrical energy

No limit to

harvested

energy limit

[28]

Still an

emerging

technology

Amount of

energy is

small

Biomedical, industrial and

military [4]. Drug delivery

systems [28]
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weight (W). When a cluster head receives a weight mes-

sage, it compares its weight with the weight in the message.

If it finds that its weight is greater than the weight in the

received message, it sends a child message to that node,

and the node with the greater weight will be elected as the

parent node. Additionally, the node with the maximum

weight is selected as the root of the tree. If the node

receives no message from other nodes, it transmits its

packet directly to a BS. This mechanism is illustrated in

Fig. 3. Nodes A–E are the CHs and their weights are shown

in the parentheses. According to Fig. 2, node E receives the

Weight message from all other nodes, but it selects node B

as its parent due to its greater weight, 8. Similarly, nodes D

and A select node E as their parent, while node C is selects

node B as its parent.

The calculation of the weight is by the remaining energy

of nodes and their distances to the sink as shown in Eq. (6)

Wi ¼ EiðrÞ=Estart � RSSI ð6Þ

where Ei(r) is the average energy at round r of the network,

Estart denotes the initial energy and RSSI is the received

signal indicator, which is achieved at the network initial-

ization by broadcasting a test signal.

The approach is suitable for safety monitoring of small

areas, and for underground coal mines where there are

difficult tasks due to natural circumstances. The proposed

energy-efficient clustering routing method can extend the

network lifetime and reduce the maintenance cost of the

system. The ECRPW protocol demonstrates that it is

energy efficient by the adoption of clustering which

ensures that only a few nodes contribute traffic into the

network. Again, data transmission is biased towards nodes

with higher residual energy that balances energy con-

sumption among nodes. We believe that the two methods

adopted in the ECRPW protocol indeed helps to conserve

energy and prolongs the network lifetime.

An energy-efficient routing protocol with static clus-

tering and dynamic structure (ERP-SCDS) is proposed in

[44]. ERP-SCDS balances the energy consumption of

sensor nodes during the cluster formation. It forms several

static clusters with equal sizes to increase the network

lifetime. Firstly, it undergoes an initialization phase

whereby the sink distributes several virtual points in the

network in a balanced way that is further used as the center

of the cluster. By balancing the distribution of the virtual

points, it balances the distribution of the clusters and

reduces the energy consumption. Figure 4 presents the

placement and selection of the virtual points.

In forming the clusters, each node selects the nearest

virtual point, and the nodes with the same virtual point ID

are considered to belong to the same cluster. Moreover, the

CH selection depends on the residual energy and distance

of nodes from the virtual points to ensure connectivity of

the network. Similarly, for data transmission from the CH

to the sink, each CH chooses the relay node that has the

highest remaining energy and the shortest distance to the

sink.

Energy-balanced routing protocol (EBRP) studied in

[88] proposes a routing protocol that balances power con-

sumption in WSN with the assistance of the concept of

‘‘potential’’ in physics. The EBRP constructs a mixed field

of potential that can forcibly move packets towards a sink

via denser energy, and prevents energy depletion of the

nodes that have low residual energy. Additionally, it makes

a classification for routing loops and considers a technique

for the identification and removal of routing loops. The

authors formulate a potential field that uses concepts from

classical theory. A positive electrical charge Q located at

the point ðx0; y0Þ causes an induction of a field of electrical

potential V(x, y) at position (x, y) about itself. The electrical

potential field is formulated in Eq. (7)

V x; yð Þ ¼ Q=4pe0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x� x0ð Þ2þ y� y2ð Þ2

q
ð7Þ

where e0 is taken as a constant such that the strength of the

field can be written as

Sðx; yÞ ¼ dv=dx; dv=dyð Þ: ð8Þ

In this representation, the force F and the field strength

with the negative charge are oriented in the same direction.

Again, it is understood from Eq. (8) that the direction of

the gradient and the strength of the field share the same

direction, which signifies that the negative charges will be

forcibly moved according to the gradient direction, and the

speed of variation of the electric potential. The proposed

protocol is related to the class of data gathering grounded

algorithms for routing and is not suitable for point-to-point

network transmission and data dissemination. The protocol

is also limited with respect to the dynamics of time vari-

ation, which is a challenging issue for future work. EBRP

forwards packets along the most energy-efficient path to

Fig. 3 Data routing in ECRPW
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the BS. Therefore, energy depletion rate of nodes with low

residual energy decreases.

4.1.2 Multi-path approaches

Multi-path approaches can balance the load among routing

paths. Load balancing can distribute the energy consump-

tion among nodes in WSNs which can extend the network

lifetime. Moreover, load balancing can prevent bottlenecks

and congestion in the network.

In the grid-based multipath with congestion avoidance

routing protocol (GMCAR) in [16], the authors state that

congestion occurs in a network when the existing traffic

burden surpasses the maximum bandwidth capacity limit of

the network. Based on such observation, a congestion

avoidance protocol based on multi-path grid routing is

proposed. The protocol can be used in grid-based sensor

networks whereby the network field is divided into dif-

ferent multiple grids and one node selected as a master in

every grid. To avoid congestion in the network, an algo-

rithm is used to identify emerging congestion and prevent

its occurrence. The buffer tenure is often used to monitor

the emerging traffic load. However, this approach does not

rely only on embedded avoidance because each node in

each grid might not have the ability to assess the traffic

load of the entire network. GMCAR diagonally creates

multiple paths between the sink and each master node. The

GMCAR mechanism arranges the network topology to split

the network into grids with predefined sizes (Fig. 5). The

novelty of GMCAR is based on two different concepts.

First is the idea of dividing the network and second is the

consideration of the node density.

The authors consider the location of the BS at the cor-

ners of the topology such that two types of grids can be

distinguished: boundary and non-boundary grids.

The grids that lie horizontal or vertical to the sink are

boundary grids whereas the non-boundary grids lay further

away, as shown in the Fig. 5. The GMCAR protocol can

support packet delivery ratio, bandwidth, and end-to-end

delay, and it is suitable for applications in which quality of

service must be guaranteed. Examples of such applications

include reporting imaging data in hostile areas and intru-

sion detection.

In [113], a multipath node-disjoint routing (MNR)

method is discussed to minimize energy consumption with

the use of multi-mode assistance and resource allocation.

The MNR algorithm comprises of novel characteristics of

communication that can efficiently reduce power con-

sumption through resource allocation and multimode

cooperation. The authors study multi-path routing with

energy-efficient node disjoints for a sender-to-receiver pair

given by the construction of a joint route, the methods of

power techniques and the relay assignment. In the first

phase, MNR defines a new problem of bandwidth power-

aware cooperative multi-path routing (BP-CMPR) and

formally proves its NP-hardness. The second phase of the

study proposes an experimental algorithm for the polyno-

mial-time CMPR to overcome the issues associated with

the fist. Furthermore, a distributed version of the CMPR

known as DCMPR is proposed. The algorithm is adopted

on a weight diagram from the sender to the end point to

find the K minimal-weight routes with the node disjoint.

Again, dynamic concept of programming is used to deploy

Fig. 4 Placement and selection

of virtual points

Boundary

Boundary

Non-Boundary

Bo
un

da
ry

Non-Boundary

Boundary

Fig. 5 Boundary and non-boundary grids in GMCAR
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relay assignment and power resources allocation. Com-

parisons of the CMPR and DCMPR that have the same

cooperative multi-path routing construction demonstrate a

performance that is 15 % better than the traditional path

routing scheme. The MNR approach is proposed for video

surveillance applications using wireless multimedia sensors

such as in the battlefields. In such applications, minimizing

energy consumption and achieving a sufficient bandwidth

to improve the quality of a video is desirable.

An energy-efficient and QoS-based multi-path routing

(EQSR) is proposed in [18]. EQSR balances loads in the

network. In the approach, a discovery procedure initially

begins at the sink and selects a set of neighboring nodes

capable of forwarding data from the source nodes to the

BS. The selected paths are maximally disjoint, which

means that there are no minimum common nodes between

the nodes; thus, the failure of a single node cannot affect all

of the paths. This achieves the fault tolerant level. The path

discovery procedure in the EQSR consists of three phases.

The first is an initialization phase in which each node finds

its best ‘next hop’ neighbors by broadcasting a Hello

message. Second is the Primary path discovery phase, in

which a set of nodes with appropriate link quality metrics

are selected as the primary path, and the third is Alternative

path discovery phase in which another path is chosen as a

backup path for the primary route. After the phases of path

discovery and construction, two sets of paths are selected

for different types of traffic (real-time and non-real-time) to

guarantee transmission of real-time data with minimum

delay. After selecting the set of paths, a weighted traffic

allocation mechanism is used to distribute and balance the

data packets among the paths. For data transmission, the

EQSR divides the data packet into several segments of the

same size and sends the packet over multiple paths

simultaneously. As a result, this approach balances traffic

among the nodes and reduces the loads on specific nodes.

Mission critical and multimedia applications are chal-

lenged by data traffic that may be delay sensitive or delay

tolerant. The need for QoS routing of the data packets

cannot therefore be overlooked. Hence, the capability for

EQSR to provide efficient and QoS-aware multi-path

routing is suitable for the objective function.

4.2 Energy consumption reduction

One of the most important design targets of WSNs is the

use of energy reduction mechanisms to prolong the lifespan

of the network using efficient energy conservation tech-

niques. The main duty of a routing protocol in WSNs is

data gathering from sensor nodes that are distributed in an

interesting environment. Each sensor node captures data

from the environment and transfers the collected data to the

BS. However, in line with the resource-constrained nature

of WSNs, routing of the data packets toward the BS with

minimal consumption of energy is of great importance.

Certain energy-efficient techniques are employed to

achieve this goal. One of such efficient techniques is data

aggregation, which is explained in the next Section.

4.2.1 Data aggregation techniques

Data aggregation (Fig. 6) is a famous and efficient tech-

nique used during routing process to reduce the volume of

data and the number of transmissions across a network [6,

98].

Data aggregation technique is a process in which a node

obtains data from other nodes, combines its data with it,

removes any redundant data and sends only a single sum-

mary packet toward the BS. Only the maximum, average or

minimum data is transmitted to the sink [2, 131]. The

process continues for all subsequent nodes until the sink

receives the final summarized packet. The technique

greatly reduces communication traffic, conserves energy of

nodes and increases network lifetime. Previous works such

as in [3, 23, 33, 56, 74] have used data aggregation to

decrease the energy depletion of the network. Moreover,

TinyDB [75] and Cougar [121] have been developed as

query processors to manage data aggregation in WSNs.

These systems maintain the network in the form of a data

aggregation tree for data routing and aggregation.

4.2.2 Energy consumption reduction routing approaches

The energy consumption reduction routing approaches can

be classified into two: (1) stationary approaches that do not

support mobility, and (2) mobility-enabled routing

approaches in which sink(s) or sensor nodes are mobile.

There are applications in which the nodes are mobile and

can reorganize their locations to redistribute traffic-con-

gested regions, thereby balancing the energy consumption

among the nodes, and easing the network partitioning [31,

51]. In the scenario where the BS is mobile, as in [8, 11], it

can traverse the network field to gather data from nodes. It

then balances the energy consumption among the nodes in

the entire network field. In such a scenario, data is either

Fig. 6 Data aggregation in WSNs
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sent periodically or stored until the mobile entity is closer

to the sending node. The decrease in the transmission range

reduces the energy consumption.

4.2.2.1 Stationary nodes routing approaches Clustering

is a popular technique for energy-efficient data routing in

WSNs. Hierarchal multi-hop based routing protocols have

effectively implemented data aggregation to reduce data

volumes transmissions over the network. Several kinds of

research have made use of the clustering techniques in their

data routing approaches. Examples of some of them are

described in the following.

In [105], a novel spatial-correlation-aware (SCA) algo-

rithm for dynamic and scalable data gathering in WSNs is

proposed. The work first addressed the objectives of

developing a spatial correlation of the data in WSN. Then,

the preliminary motivation of the proposed method is dis-

cussed to demonstrate energy consumption of nodes during

the data collection process in two dissimilar types of

routing tactics. Figure 7 illustrates that if the sink node is

placed at point (0, 0), it obtains data from a detected event

with a radius of 70 m positioned at the point (600, 600).

Figure 8a shows a simple method the collected sensed data

is sent to the sink. The procedure in Fig. 8b presents a more

refined approach that implies the use of spatial correlation

for the energy conservation. In this method, only subsets of

the nodes that sense events transmit their data to the sink.

At every second, notification is performed in both

approaches. The difference between these approaches is

that Fig. 7(a) sends 32,157 notifications, whereas

Fig. 7(b) sends 5667 notifications. The latter approach can

conserve more energy and prolong the network lifetime.

The results of the approaches put the proposed algorithm

ahead of similar existing algorithms in terms reducing the

required energy for data collection.

Dense and large scale WSNs are used in different

classes of applications for accurate monitoring. However,

according to the high density of nodes in such systems,

some sensor nodes can perceive both redundant and spa-

tially correlated data. Therefore, the proposed data col-

lection method in [105] can be a good solution for such

applications.

In [29], the authors proposed an integrated data gath-

ering and interest dissemination system (IRIS) for WSN.

Figure 9 illustrates the IRIS system and its components. In

IRIS, convergence casting and integrated dissemination of

solutions are presented for WSNs in which the first

approach is used for the data collection process and

deployment of network sink, while the latter builds and

maintains the network topology. The IRIS system performs

the integration process with the diverse and desired fea-

tures of WSN communications. The IRIS deployment

mechanisms contains awake and asleep schedules, con-

vergence casts using cross layers, dissemination of interest

and an estimation process for the number of neighbors of

every sensor, all these are shown in Fig. 8. In IRIS system,

the sensors communicate for three reasons: (1) to estimate

the number of sensor nodes in the transmission range, (2) to

propagate the signal of interest received by the network

sink, and (3) to send the data packets to the sink. All of

Fig. 7 Ring topology in multi-path data aggregation

Fig. 8 IRIS system

Fig. 9 K-hop relay mechanism
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these tasks are performed during the sensor lifetime and

can be dynamically altered according to the status and the

requirements of the network.

Applications that consider energy and delay of data

delivery as issues can employ IRIS. For instance, IRIS has

been used in WSNs for city-wide ambient intelligence

(WISE-WAI). It is an application that looks for definition

and deployment of integrated solutions for environmental

intelligence in large, urban scenarios.

The work in [64] state that the CHs with proximity to

the BS must relay additional data. Therefore, a routing

protocol based on the size of the clusters is proposed for

minimizing the sizes of clusters located near BS. Each CH

is allowed to use nearly the same amount of energy such

that energy consumption of the CHs nearer to the BS is

controlled. Moreover, the network topology is separated

into numerous hierarchical stages to prolong the lifetime of

the network. Also, to transmit data through multiple CHs,

the authors propose a routing methodology that is capable

of using multi-hop communications. The method dynami-

cally changes the transmission distance such that energy of

the nodes is not rapidly exhausted. The second purpose of

the proposed protocol is to separate the topology into

several stages with different sizes. To avoid excessive

transmission loads on CHs located closer to BS. The

clusters near the BS are smaller than those away from the

BS. The other phase of the work involves the use of cluster

maintenance to lengthen the network lifetime. Maintenance

of cluster (which contains the CH revolutions and cross-

level transmissions) is proposed to eliminate the recurrent

topology reconfiguration. Future directions are also given

in this work as a guideline for formulating coverage issue

in an integer linear programming problem (ILP). The

authors intend to implement the optimization problem

using a C simPLEX (CPLEX) solver, commercial opti-

mization software from IBM. Their simulation results show

that their proposed scheme enhances the lifetime of the

network better than related approaches.

In harsh environments in which monitoring cannot be

easily managed, grouping the nodes into clusters can be

very effective. However, in homogenous clustered net-

works, controlling the energy of the CHs and keeping them

alive is the main issue. By calculating cluster radius to

balance the energy dissipation of each CH, the proposed

mechanism, can prolong the network lifetime, thereby,

offering a good solution for such applications.

4.2.2.2 Mobility-enabled routing approaches In [62], the

authors proposed a new protocol known as Mobicluster in

which mobile sinks retrieve data from isolated portions of

WSNs. The protocol aims is to maximize connectivity and

throughput of data, balances energy among sensor nodes,

and minimizes overhead across the entire network. The

algorithm constructs a structure of unequal clusters in the

first phase. It subsequently builds two separate sizes of

clusters based on the distance between the CHs from the

mobile sink trajectories. In Mobicluster, a filtering process

is performed on the raw data, and the obtained information

is forwarded to the appropriate endpoints that have suffi-

cient residual energy. Then the endpoints are placed in

proximity to the mobile sink trajectories. All of the pro-

cesses of data collection are accomplished via the con-

struction of several clusters in which the data of the

cluster members are sent to allocated CHs. To avoid

energy depletion of nodes and potential data loss, a

selection model is proposed in which a group of cluster

members from every cluster are registered as rendezvous

nodes. Then, the best applicants of the rendezvous nodes

that are selected are the ones that contain sufficient

residual energies, can receive a maximum number of

BEACON packet, and are located within a small distance

from the mobile sink trajectories. To calculate the number

of acknowledged BEACON packets, the sensor node, v,

raises BEACON counter, nb, by one, and retains the

record of the receiving time, ti. It also retains the signal

strength, si and reboots a ‘‘Link Drop Timer’’. The sensor

node also stores this information, denoted as v.Tfirst and

v.Tlast.

Mobicluster has been suggested for a class of WSN

applications in isolated urban areas such as building blocks

or urban parks covered by plenty of nodes monitoring the

environment. In such areas, some vehicles such as buses

can be equipped with mobile sinks to perceive sensory

information from the deployed nodes. The utilization of

multi-hop data retrieval process of Mobicluster decreases

network overhead and lengthen the network life.

The authors in [97] proposed a data gathering approach

that collects data from static sensor nodes using a mobile

sink. There are two data gathering protocols called the

infrastructure-based data gathering protocol (IDGP) and

the distributed data gathering protocol (DDGP) that plan

the data collection route for a mobile sink. Both protocols

use a K-hop relay strategy to reduce the number of hops. In

this mechanism, k is set by the users and is defined as the

maximum number of hops needed to perform data trans-

mission from the nodes to the mobile sink. In Fig. 9, the

mobile robot, which is a located k hop away from node A,

gathers the data from the other nodes.

Moreover, by the k-hop relay strategy, a layer value

between 0 and k - 1 is assigned for each sensor node. If v

is considered to be the layer value of a node and v\ k,

then the node relays its data to a node with a layer value[l.

The IDGP enables the mobile sink to gather data from

the routes with fewer numbers of hops. Thus, the

approach reduces the energy consumption of the network.

In DDGP protocol, the mobile sink determines its data
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collection route and disseminates a control message to all

sensor nodes with the value of k. When the nodes receive

the control message, they determine their layer value

based on the collected information. Also, the DDGP

builds a distributed data collection route and enables the

mobile sink to navigate the data collection route. Moving

the sink for gathering data of sensor nodes can be useful

for applications involving real-time traffic. However,

delay, relocation of the sink and data traffic must be taken

into consideration. Due to the ability of the proposed

approach to plan and reduce the data gathering path for

mobile sink along with the mitigation of energy con-

sumption, it can be suitable for such applications.

In the minimum Wiener index spanning tree (MWST)

in [49], the authors proposed a data routing mechanism

for WSNs based on multiple mobile sinks. In the MWST,

the transmission distance is reduced compared with other

tree approaches; hence, the energy consumption of the

nodes decreases. Additionally, this approach reduces the

number of hops required for data transmission to save

additional energy. Multiple mobile sinks approach the

nodes and collect their information in the networks. In

addition, it is assumed that all the nodes and mobile sinks

possess prior information on the network. Thus the mobile

sinks can move around the network, and sensor nodes

know how to select the nearest mobile sink for data

transmission. The MWST proposes a branch-and-bound

algorithm for finding the optimal solution for the mini-

mum Wiener index spanning tree problem in small-scale

WSNs. The duty of the branch-and-bound algorithm is to

remove the redundant sub-trees from the solution space

and minimize the search space. Also, this method pro-

poses a simulated annealing approach to finding the

optimal solution to the problem mentioned above. The

simulated annealing approach is used to minimize a

search space with many sensor nodes in the network.

When the number of sensors in the WSN is [10 nodes,

the branch-and-bound algorithm is applied, but when the

number of nodes exceeds ten, the simulated annealing

algorithm is recommended.

In some applications such as physical intrusion detection

systems, the low latency is considered as significant as the

energy consumption. Hence, the proposed mechanism that

works on the basis of tree topology with mobile sinks

designed to improve packet transmission latency as well as

energy efficiency.

A virtual infrastructure-based energy-efficient routing

(VIBE) scheme is studied in [84]. The scheme extends the

network lifetime by minimizing the average energy

expense of the network. In VIBE, information from distant

areas is transferred to sink by dispersion of sufficient self-

configured mobile sensor nodes (Fig. 10).

VIBE protocol can address the mobility necessities

because it is fully independent of any control messages and

topological knowledge. Each sensor node only needs to

know its position and the position of the sink to contribute

to the routing process. When a node collects information

on the disseminated topic of interest and decides to inform

the sink, a message is sent to an outside fixed infrastructure

in the name of the message to a centralized storage device.

The storage device then processes the messages together

with other messages transmitted from other sensor nodes.

VIBE can be used in high density application. Examples

include large scale and high mobility deployments such as

battlefield surveillance and environment monitoring. In

such applications, some self-configure mobile sensors must

report information from unreachable environments with the

least delay and packet loss. Thus, the contributions of this

method including energy-efficient packet transmission,

scalability, high speed and mobility adaptability are suit-

able for such applications.

5 Comparison and discussion

Several challenges remain for routing data in WSNs, such

as the ad hoc deployment of nodes, scalability, and energy

consumption [48, 99, 125]. However, energy consumption

can be considered the most important technical challenge

for routing in WSNs. The limited battery capacity con-

straints the performance of sensor nodes and decreases the

lifespan of sensor networks, nevertheless it remains the

primary source of energy for sensor nodes. The advantages

of the battery are that it is convenient, low-cost and pro-

vides high energy density. However, the advancement of

battery technology has lagged behind the fast pace of

electronics [83]. Moreover, the physical size of batteries

Fig. 10 Data routing in the area of interest in VIBE
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also limits their usages in the ever growing miniaturizing

devices such as nanosensors. Replacement, recharging and

disposal of batteries also present another set of challenges

and may not be possible in some application.

An alternative to overcoming the problems of battery

usage in WSN is by harvesting the energy from the envi-

ronment, such as solar energy from the sunlight, and wind

energy from windmills. These mechanisms are established

technologies that are used in the replenishment of energy of

the battery in various applications of WSN. For instance,

solar energy is harvested to power greenhouses [1, 13].

Different from batteries, energy harvesting mechanisms

offer very important advantage, whereby for sensor nodes

can replenish their energy when needed. Energy harvesting

is, therefore, a promising approach to providing perpetual

operations for WSN [129]. In spite of its usefulness, the

established energy harvesting mechanisms such as solar

and wind energy, have reputation for unreliability and

providing the needed energy. Also, these conventional

energy harvesters cannot be utilized for replenishing

energy of sensor nodes in the nano-scale, mainly due to

their nano-scale sizes.

A reliable alternative to the conventional energy har-

vesting for nanosensors is the utilization of piezoelectric

nanogenerators. By direct piezoelectric effect, mechanical

vibrations can be converted into electrical energy for the

prospect of being used for small energy requirements as in

nanosensors [25]. Compared to the conventional energy

harvesting mechanism, piezoelectric energy is always

guaranteed from the source. The key advantage of the

piezoelectric mechanism is that the material used can be

formed in any shape or size to fit in any applications.

Furthermore, the piezoelectric materials are resilient,

chemically inert and resistant to high temperatures and

atmospheric pressures.

Another way of sustaining the battery working life is

by implementation of efficient routing protocols to reduce

energy consumption. Largely; the two main methods that

save energy during routing in WSN are energy balancing

among the sensor nodes and energy consumption reduc-

tion of the nodes (Table 2). These goals are achieved by

integrating energy saving techniques or heuristics into the

routing algorithms. Examples include routing data packets

via the sensor nodes with the highest remaining energy,

controlling the data packet transmission over shortest

path, topology control and transmitting compressed data

packets. The combination of energy-efficient routing

strategies with appropriate energy harvesting mechanism

can prolong network lifetime for all applications of sensor

networks. The specific techniques are shown in Tables 2

and 3.

As shown in Table 2, the routing algorithms in WSN

contain working features that are effective in achieving the

required objectives. In this work, the reviewed routing

approaches in the literature are compared according to their

features and selected working factors that are effective in

data routing strategies such as mobility [23, 39, 75, 103,

117, 118, 121, 128], number of sinks [51, 52, 77, 124] and

data aggregation [36, 69, 123]. Moreover, in Table 3, the

problem, method, advantages and drawbacks of popular

Table 2 Features and goals of energy-efficient data routing protocols in WSN

Protocol Classification No. of sinks Mobility Data

aggregation

Single/

multiple path

Energy

balancing

Energy

reduction

ECRPW [63] Hierarchical 1 No Yes Single H

IRIS [78] Data-centric 1 No Yes Single H

GMCAR [10] Data-centric 1 No No Multiple H

Mobicluster [8] Hierarchical Multiple Yes Yes Single H

ERP-SCDS [91] Hierarchical 1 Possible Yes Single H

IDGP-DDGP [11] Data-centric 1 Yes No Single H

EBRP [24] Data-centric 1 No No Single H

BP-CMPR [46] Data-centric 1 No Yes Multiple H

MWST [105] Data-centric One or more Yes No Single H

EQSR [101] Data-centric 1 No No Multiple H

VIBE [20] Hierarchical One or more Yes Yes Single H

YEAST [22] Hierarchical 1 No Yes Single H

ACT [51] Hierarchical 1 No Yes Single H

Hierarchical search [42] Hierarchical 1 No No Single H

Energy-efficient

and reliable [70]

Hierarchical 1 No Yes Single H
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and recent data routing approaches in WSN are shown and

compared. Although a particular data routing approach

may contain other contributions, advantages and draw-

backs, the table specifies only the main ones.

6 Conclusion and future works

This paper presented energy harvesting routing based and

battery power based routing approaches in WSN. The state-

of-the-art energy harvesting mechanism for WSN is dis-

cussed in details and the most recent energy-efficient data

packet routing approaches are reviewed. Then comparisons

of the studied methods based on the main features are

made. According to the literature, balancing of the energy

among the nodes is usually obtained in two ways, single-

path, and multi-path methods. In single-path methods, the

best path that can satisfy the required energy consumption

and the QoS requirements is selected for each data deliv-

ery. The load is divided amongst the paths, to ensure

energy balancing among nodes in multi-paths methods.

Approaches aimed at reduction of energy consumption in

WSNs are categorized according to the movement ability

of the BS(s) or the nodes. The movement of the BS or the

nodes moderates the energy depletion of the network to

create more efficient data routing among the nodes;

however, the cost of such mobility must be considered in

the desired applications.

Currently the energy harvesting equipment is bigger in

size and thus, further research is needed to reduce the size

of the components for easier integration with tiny sensor

nodes. Also, it is financially costly to convert harvested

energy into useable power and this challenges its usage in

low cost WSN. Considerable research is therefore, neces-

sary to reduce the financial cost while enhancing the con-

version efficiency. There has to be effective controlling of

the harvested energy among the sensor nodes. For example

includes the optimum data routing decisions and judicious

use of the extra power harvested [34]. In summary, this

paper covers detailed review of the state-of-the-art of

energy harvesting and battery power based routing proto-

cols in WSN.
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