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Abstract: In computational anatomy, organ’s shapes are often modeled as deformations
of a reference shape, i.e., as elements of a Lie group. To analyze the variability of
the human anatomy in this framework, we need to perform statistics on Lie groups. A
Lie group is a manifold with a consistent group structure. Statistics on Riemannian
manifolds have been well studied, but to use the statistical Riemannian framework on Lie
groups, one needs to define a Riemannian metric compatible with the group structure: a
bi-invariant metric. However, it is known that Lie groups, which are not a direct product of
compact and abelian groups, have no bi-invariant metric. However, what about bi-invariant
pseudo-metrics? In other words: could we remove the assumption of the positivity of
the metric and obtain consistent statistics on Lie groups through the pseudo-Riemannian
framework? Our contribution is two-fold. First, we present an algorithm that constructs
bi-invariant pseudo-metrics on a given Lie group, in the case of existence. Then, by running
the algorithm on commonly-used Lie groups, we show that most of them do not admit any
bi-invariant (pseudo-) metric. We thus conclude that the (pseudo-) Riemannian setting is too
limited for the definition of consistent statistics on general Lie groups.
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1. Introduction

1.1. Modeling with Lie Groups

Data can be modeled as elements of Lie groups in many different fields: computational anatomy,
robotics, paleontology, etc. Indeed, Lie groups are continuous groups of transformations and, thus,
appear naturally whenever one deals with articulated objects or shapes.

Regarding articulated objects, one can take examples in robotics or in computational anatomy. In
robotics, first, a spherical arm is obviously an articulated object. The positions of the arm can be modeled
as the elements of the three-dimensional Lie group of rotations SO(3). In computational anatomy, then,
the spine can be modeled as an articulated object. In this context, each vertebra is considered as an
orthonormal frame that encodes the rigid body transformation from the previous vertebra. Thus, as the
human spine has 24 vertebrae, a configuration of the spine can be modeled as an element of the Lie
group SE(3)23, where SE(3) is the Lie group of rigid body transformations in 3D, i.e., the Lie group of
rotations and translations in R3, also called the special Euclidean group.

Regarding shapes, the general model of d’Arcy Thompson suggests representing shape data as the
diffeomorphic deformations of a reference shape [1], thus as elements of an infinite dimensional Lie
group of diffeomorphisms. This framework can be applied as well in paleontology compared to in
computational medicine. In palaeontology, first, a monkey skull or a human skull can be modeled as
the diffeomorphic deformation of a reference skull. In computational medicine, then, the shape of a
patient’s heart can be modeled as the diffeomorphic deformation of a reference shape. Obviously, many
more examples could be given, also in other fields.

1.2. Statistics on Lie Groups

Once data are represented as elements of a Lie group, we may want to perform statistical analysis on
them for prediction or quantitative modeling. Thus, we want to perform statistics on Lie groups. How
can we define an intrinsic statistical framework that is efficient on all Lie groups? How do we compute
the mean or the principal modes of variation for a sample of Lie group elements? In order to train our
intuition, we consider finite dimensional Lie groups here.

To define a statistical framework, it seems natural to start with the definition of a mean. The definition
of mean on a Lie group exemplifies the issues one can encounter while defining the whole statistical
framework. We know that the usual definition of the mean is the weighted sum of the data elements of
the sample. However, this definition is linear, and Lie groups are not linear in general. Consequently,
we cannot use this definition on Lie groups: we could get a mean of Lie group elements that is not a Lie
group element. One can consider as an example the half sum of two rotation matrices that is not always
a rotation matrix.

In fact, the definition of the mean on a Lie group should be consistent with the group structure.
This consistency leads to several requirements of the mean, or properties. First, the mean of Lie group
elements should be in the Lie group. Then, it seems natural to require that a left or right translation of
the dataset should translate its mean accordingly. Figure 1 illustrates the case when this condition is
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fulfilled. Finally, the inversion of all data elements should lead to an inverted mean. A mean verifying
all of these properties is said to be bi-invariant.

RhLh

{gi}Ni=1 {gi ∗ h}Ni=1{h ∗ gi}Ni=1

Figure 1. Left and right translation of a dataset {gi}Ni=1 on the Lie group G. The initial
dataset {gi}Ni=1 has a mean represented in red. The left translated dataset {h ∗ gi}Ni=1 has a
mean represented in blue. The right translated dataset {gi ∗ h}Ni=1 has a mean represented in
green. We require that the mean of the (right or left) translated dataset is the translation of
the red mean, which is the case in this illustration: the blue mean is the left translation of the
red mean, and the green mean is the right translation of the red mean.

A naturally bi-invariant candidate for the mean on Lie groups is the group exponential barycenter [2]
defined as follows. A group exponential barycenter m of the dataset {gi}i=1,..,N is a solution, if there are
some, of the following group barycenter equation:

N∑
i=1

Log(m(−1) ∗ gi) = 0 (1)

where Log is the group logarithm. As the group exponential barycenter is naturally bi-invariant, we call a
group exponential barycenter a bi-invariant mean. The local existence and uniqueness of the bi-invariant
mean have been proven if the dispersion of the data is small enough. “Local” means that the data are
assumed to be in a sufficiently small normal convex neighborhood of some point of the Lie group.

Now, we want to provide a computational framework for the bi-invariant mean that would set
the foundations for computations on Lie groups statistics in general. For that, we are interested in
characterizing the global domains of existence and uniqueness of the bi-invariant mean. By “global
domain”, we mean, for example, a ball of maximal radius, such that any probability measure with
support included in it would have a unique bi-invariant mean. Note that there is a priori no problem
having several means, which can be called several “modes”, or no mean at all. Our aim is rather to
characterize the different situations that may occur: no mean, one unique mean, several means.

1.3. Using Riemannian and Pseudo-Riemannian Structures for Statistics on Lie Groups

To this aim, we are interested in additional geometric structures on Lie groups that could help, by
providing computational tools. For example, we are interested in a distance on a Lie group, that could
enable one to measure the radii of balls. Such a distance could obviously help with characterizing balls
of maximal radius.

However, a Lie group is a group that carries an additional manifold structure, and one can
define a pseudo-metric on a manifold, making it a pseudo-Riemannian manifold. Thus, we can
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add a pseudo-metric on Lie groups, which then induces a pseudo-distance. Could this additional
pseudo-Riemannian structure help to define the statistical framework on Lie groups in practice?

We consider first the case of the Riemannian structure, i.e., when the pseudo-metric is in fact a metric
(positive definite). Several definitions of the mean on Riemannian manifolds have been proposed in the
literature: the Fréchet mean, the Karcher mean or the Riemannian exponential barycenter [3–8]. For
example, the Riemannian exponential barycenters are defined as the critical points of the variance of the
data, defined as: σ2(y) = 1

N

∑N
i=1 dist(xi, y)2, where {xi}Ni=1 are the data and dist the distance induced

by the Riemannian metric. The Riemannian framework provides theorems for the global existence
and uniqueness domains of this mean [7–11], ensuring the computability of statistics on Riemannian
manifolds. These represent exactly the kind of results that we would like to have for the bi-invariant
mean on Lie groups. Thus, one may wonder if we can apply this computational framework for statistics
on Lie groups and, more particularly, for the bi-invariant mean, by adding a Riemannian metric on the
Lie group.

In fact, the notions of Riemannian mean and group exponential barycenter (or bi-invariant mean)
coincide when the Riemannian metric is itself bi-invariant. In this case, the Riemannian geodesics
coincide with the geodesics of the Cartan–Schouten connection [12]. Thus, we can use the computational
framework for Riemannian means only if we can add a bi-invariant metric on a Lie group.

However, it is known that a Lie group does not have any bi-invariant Riemannian metric in general.
The Lie group ST (n) of scalings and translations of Rn, the Heisenberg group H , the Lie group UT (n)

of upper triangular matrices of size n × n and the Lie group SE(n) of rotations and translations of Rn

do not have any bi-invariant metric, while they admit a locally unique bi-invariant mean [2]. Therefore,
if we want to characterize the bi-invariant mean with an additional geometric structure on Lie groups,
we have to consider a structure that is more general than the Riemannian one.

The pseudo-Riemannian framework is a generalization of the Riemannian framework. Thus, it
represents a tempting alternative for the characterization of the bi-invariant mean and for the definition
of computational statistics on Lie groups in general. The pseudo-metric is not required to be positive
definite anymore, only definite: the class of Lie groups that admit a bi-invariant pseudo-metric is larger
than the class of those with a bi-invariant metric. Therefore, we could try to generalize the Riemannian
statistical framework to a pseudo-Riemannian statistical framework and apply it for Lie groups. For
instance, the mean on a pseudo-Riemannian manifold could still be defined as a critical point of the
variance σ2(y) = 1

N

∑N
i=1 dist(xi, y)2, but dist would now be the pseudo-distance induced by the

pseudo-metric. Of course, existence and uniqueness theorems would have to be re-established, but we
could get intuition from the Riemannian case.

In order to use the pseudo-Riemannian framework to characterize the bi-invariant mean, the first issue
is: how many Lie groups do admit a bi-invariant pseudo-metric? Is it the case for the real Lie groups
ST (n), H , UT (n) and SE(n), which have a locally unique bi-invariant mean?

1.4. Lie Groups and Lie Algebras with Bi-Invariant Pseudo-Metrics

If G is a connected Lie group, it admits a bi-invariant non-degenerate symmetric bilinear form if
and only if its Lie algebra admits a nondegenerate symmetric bilinear inner product, also called a



Entropy 2015, 17 1854

bi-invariant pseudo-metric. Lie algebras with bi-invariant pseudo-metric were known to exist since the
1910s with the classification of simple Lie algebra [13] and the well-known Cartan–Killing form, which
is not degenerate in this case, but their specific study began in the 1950s with the works of [14,15].
Later, [16] started to study the properties of these Lie algebras from their structural point of view and
introduced the decomposability orindecomposability of these Lie algebras as a direct sum of ideals.
However, the decomposition of [16] was not enough to characterize all Lie algebras with bi-invariant
pseudo-metrics, as some authors [17–19] remark that the so-called oscillator algebra arising in quantum
mechanics carried a bi-invariant pseudo-metric without being decomposable in the sense of [16]. This
leads, Medina and Revoy [20,21] and Keith [17] to build independently a classification of these Lie
algebras, by showing that they all arise through direct sums and a structure, called the double extension
in [20,21] and the bi-extension in [17].

These results have been complemented by [22] and then generalized by Bordemann to any
non-associative algebras with the bi-invariant form through the T ∗-extension structure [23]. They have
been completely described for certain dimensions in specific cases. The classification of the nilpotent
quadratic Lie algebras of dimensions ≤ 7 is obtained in [24], of the real solvable quadratic Lie algebras
of dimensions≤ 6 in [25] and the irreducible non-solvable Lie algebras of dimensions≤ 13 in [26]. The
specific cases of indecomposable quadratic Lie algebras with pseudo-metrics of different indices have
been studied: bi-invariant pseudo-metrics of index one are described in [21,27], of index two in [28] and
finally of the general index in [29]. The dimension of the space of bi-invariant pseudo-metrics has been
studied in [30] where bounds are provided.

Authors from other fields than pure algebra have also contributed to the study of bi-invariant
pseudo-metrics. For example in functional analysis, Manin triples are a special type of Lie algebra
with the bi-invariant pseudo-metric that allow one to interpret the solutions of the classical Yang–Baxter
equation [31]. In this context, the Manin triples have been themselves classified for semi-simple Lie
algebras in [32] and for complex reductive Lie algebra in [33].

Simultaneously, people started to gain interest in computational aspects on finite dimensional Lie
algebras, implementing the identification of a Lie algebra from its structure constants given in any
basis [34,35] or the Levi decomposition [36,37]. The state-of-the-art regarding implementations on
finite dimensional Lie algebra is summarized in [38]. However, computations deal with the algebraic
aspects of Lie algebras and, to the knowledge of the authors, do not consider metrics or pseudo-metrics.

1.5. Contributions and Outline

Our contribution is an algorithmic reformulation of a classification theorem for Lie algebras [20,21]
that answers these questions. More precisely, taking a Lie group G as input, the algorithm constructs
a bi-invariant pseudo-metric on G in the case of existence. Using this algorithm, we show that most
Lie groups that have a locally unique bi-invariant mean do not possess a bi-invariant pseudo-metric.
We conclude that, for the purpose of statistics on general real Lie groups and, more precisely, for the
computational framework of the bi-invariant mean, generalizing the Riemannian statistical framework
to a pseudo-Riemannian framework may not be the optimal program.
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The paper is organized as follows. In the first section, we introduce notions on quadratic Lie
groups that will be useful for the understanding of the paper. In the second section, we present the
(tree-structured) algorithm that constructs bi-invariant pseudo-metrics on a given Lie group, in the case
of existence. In the third section, we apply the algorithm on ST (n), H , UT (n) and SE(n) and show
that most of them do not have any bi-invariant pseudo-metric.

2. Introduction to Lie Groups with Bi-Invariant Pseudo-Metrics

Here, we define the algebraic and geometric notions that will be used throughout the paper.

2.1. Quadratic Lie Groups and Lie Algebras

In the following, we consider finite dimensionalsimply connected Lie groups over the field F, where
F is R or C.

2.1.1. Lie Groups

A Lie Group G is a smooth manifold with a compatible group structure. It is provided with an
identity element e, a smooth composition law ∗ : (g, h) 7→ g ∗ h ∈ G and a smooth inversion law
Inv : f 7→ f (−1) ∈ G. Its tangent space at g is written TgG.

The map Lh : G 3 g 7→ h ∗ g ∈ G is the left translation by hand is a diffeomorphism of G. Therefore,
its differential (at g), DLh(g) : TgG 7→ TLhgG is an isomorphism that connects tangent spaces of G.
Similarly, one can define Rh : G 3 g 7→ g ∗ h ∈ G, the right translation by h.

A vector field X on G is left invariant if (dLh)(X(g)) = X(Lh(g)) = X(h ∗ g) for each g, h ∈ G.
Similarly, one could define right invariant vector fields. The left invariant vector fields form a vector
space that we denote Γ(TG)L and that is isomorphic to TeG. The Lie bracket of two left invariant vector
fields is a left-invariant vector field [39].

2.1.2. Lie Algebras

As Γ(TG)L is closed under the Lie bracket of vector fields, we can look at TeG as a Lie algebra. More
precisely, we define g the Lie algebra of G as TeG with the Lie bracket induced by its identification with
Γ(TG)L. The Lie algebra essentially captures the local structure of the group. In the case of Lie algebras
of matrices, the Lie bracket corresponds to the commutator. For a more complete presentation of Lie
groups and Lie algebras, we refer the reader to [40].

Writing the expression of the Lie bracket [, ]g on a given basis Bg = {ei}ni=1 of g, we define the
structure constants fijk as:

[ei, ej]g = fijkek (2)

The structure constants fijk depend on the basis Bg chosen. They are always skew-symmetric in the
first two indices, but they may have additional symmetry properties if we write them in a well-chosen
basis (see below). The structure constants fijk completely determine the algebraic structure of the Lie
algebra. Therefore, the structure constants are often the starting point, or the input, of algorithms on Lie
algebras [34–36,38]. It will also be the case for the algorithm we present in this paper.
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2.1.3. Pseudo-Metrics

A pseudo-metric <,> on G is defined as a smooth collection of definite inner products <,> |g
on each tangent space TgG. Then, G becomes a pseudo-Riemannian manifold. A metric is defined
as a pseudo-metric whose inner products are all positive definite. In this case, G is called a
Riemannian manifold.

The signature (p, q) of a pseudo-metric is the number (counted with multiplicity) of positive and
negative eigenvalues of the real symmetric matrix representing the inner product <,> |g at a point g
and with respect to a basis of TgG. The signature is independent of the choice of the point g and on
the basis at TgG. By definition, a pseudo-metric is definite; thus, there are no null eigenvalues, and we
have p + q = n, where n is the dimension of G. By definition, a metric is positive definite, and thus, its
signature is (n, 0). Again, further details about such differential geometry can be found in [39].

2.1.4. Quadratic Lie Groups and Algebras

A left-invariant pseudo-metric is a pseudo-metric <,>, such that for all X, Y ∈ TgG and for all
g, h ∈ G, we have:

< DLh(g)X,DLh(g)Y > |Lhg =< X, Y > |g (3)

where Lh is the left translation by h. In other words, the left translations are isometries for this
pseudo-metric. Similarly, we can define right-invariant and bi-invariant pseudo-metrics <,>. Note
that any Lie group admits a left (or right) invariant pseudo-metric: we can define an inner product on the
Lie algebra g = TeG and propagate it on each tangent space TgG throughDLg(e) (orDRg(e)). However,
no Lie group admits a bi-invariant pseudo-metric.

The Lie groups that admit a bi-invariant pseudo-metric are called quadratic Lie groups. The
corresponding Lie algebras are called quadratic Lie algebras. Note that quadratic Lie groups or algebras
are called differently in the literature. We find the appellation metrizable or metrized in [14–16], metric
in [28,29], quasi-classical in [25] and, finally, quadratic in [24,26].

Figure 2 shows a summary of the structures that we just introduced.

Manifold

Lie group (Pseudo-) Riemannian

Quadratic Lie group

adding (pseudo-) metricadding group structure

if bi-invariant pseudo-metric

manifold

Figure 2. Algebraic and geometric structures. If we require compatible algebraic and
geometric structures on the manifold, we get a quadratic Lie group: a Lie group with a
bi-invariant pseudo-metric.



Entropy 2015, 17 1857

We now recall that a non-degenerate bi-invariant inner product on a finite dimensional Lie algebra
g gives rise to a bi-invariant pseudo-metric on every Lie group whose Lie algebra is g (see, for
example, [41]). Therefore, we focus on Lie algebras from now on. We will still use the terms
“pseudo-metric” or “metric” and the notation “<,>” in order to refer to the corresponding inner products
on the Lie algebra g = TeG.

2.1.5. Characterization of Quadratic Lie Algebras

We give here different formulations of an equation characterizing a pair (g, <,>) as a quadratic Lie
algebra. A Lie algebra g is quadratic if and only if it has a pseudo-metric <,> verifying:

∀x, y, t ∈ g, < [x, y]g, t > + < y, [x, t]g >= 0 (4)

A proof for this characterization is given in [39] and [12].
First, taking advantage of the linearity in x, y, t, we can rewrite Equation (4) on basis vectors. Let

Bg = {ei}ni=1 be a basis of g; we consider: x = ei, y = ej and z = ek. Thus, we can express the Lie
bracket in terms of the structure constants, and we get:

∀i, j, k ∈ {1, .., n} fijl < el, ek > +fjkl < el, ej >= 0 (5)

In particular, we observe that the structure constants written in a basis orthonormal with respect to a
bi-invariant metric are totally skew-symmetric. The structure constants written in a basis orthonormal
with respect to a bi-invariant pseudo-metric will have additional symmetric properties, as well.

Then, as we consider finite dimensional Lie groups, we can also rewrite Equation (4) in terms
of matrices:

∀x ∈ g, A(x)T .Z + Z.A(x) = 0 (6)

where A(x) is the matrix of the endomorphism denoted [x, •], defined as y 7→ [x, y], and Z a symmetric
invertible (not necessarily positive) matrix representing <,> on Bg, the basis of g. Note that: x 7→ A(x)

is itself linear.
Finally, taking advantage of the linearity again and writing: A(ei) = Ai, we can again reformulate

Equation (4), and we get:
∀i ∈ {1, .., n}, ATi .Z + Z.Ai = 0 (7)

which is now a linear system of n matrix equations. Note that Equation (5) corresponds to Equations (7)
written in coordinates.

2.1.6. How to Compute Bi-Invariant Pseudo-Metrics?

Given a Lie algebra g as input, we see now that the computation of bi-invariant pseudo-metrics on g

amounts to the resolution of the linear system of Equations (7) for Z. The solutions of the linear system
Equations (7) form a vector space, which is called the quadratic space Q(g) [30]:

Q(g) = {Z ∈ Sym(n) | ∀i ∈ {1, .., n}, ATi .Z + Z.Ai = 0} (8)

Obviously, the vector space Q(g) contains invertible and non-invertible solutions. Recalling the
definition of a pseudo-metric, we emphasize that we will be interested in invertible solutions only.



Entropy 2015, 17 1858

In order to solve the system of Equations (7) forZ, i.e., to compute the quadratic spaceQ(g), we could
adopt an analytic point of view. At i fixed, a single equation of the system of Equations (7) is a particular
case of a Lyapunov equation that is studied in the context of control theory [42]. Thus, computational
methods exist for studying one of our linear matrix equations [43]. For our purpose, however, we want
to understand the structure of a quadratic Lie group, in order to get an intuition for the generalization to
infinite dimensional Lie groups of diffeomorphisms. Thus, we do not rely on an analytic point of view
to solve the system of Equations (7).

We rather consider the whole system of Equations (7) from an algebraic point of view. The pure
algebraic point of view enables one to solve the system of Equations (7) completely in most cases, like
in the examples provided at the end of the paper. In the other cases, it leads to a smaller system of
equations that can be solved analytically or computationally. Thus, the algebraic point of view provides
not only a theoretical understanding of quadratic Lie groups, it also either solves the problem or reduces
the problem in order for the analytic point of view to solve it.

Therefore, we present in the next subsection the algebraic and geometric notions needed to set up,
and later implement, the algebraic point of view.

2.2. Lie Algebra Representations

How can we understand the structure of a Lie algebra? An idea is to represent the Lie algebra elements
as matrices acting on vectors. Then, the study of the behavior of these matrices helps to understand the
Lie algebra as a whole. This is the purpose of the theory of Lie algebra representations, which we present
briefly relying on [13,21,38,40] in all of this subsection.

2.2.1. Lie Algebras Representations

A g-representation on the vector space V is a Lie algebra homomorphism η : g 7→ gl(V ), which
represents the elements of g as matrices acting on the vector space V . The g-representations θ1 and θ2 are
said to be isomorphic if there is an isomorphism of representations between them, i.e., an isomorphism
of vector spaces l : V1 7→ V2 that verifies: θ2(x) ◦ l = l ◦ θ1(x). We denote Homg(V1, V2) the vector
space of isomorphisms of representations between V1 and V2.

In order to understand the representations of a Lie algebra g and, thus, the Lie algebra g itself, a
strategy is to decompose the representations into smaller bricks, and then study those bricks. In this
context, a g-subrepresentation of the g-representation V is a subspace of V stable by the elements of
η(g). An irreducible g-subrepresentation is a g-subrepresentation without proper g-subrepresentation.
An indecomposable g-subrepresentation is a g-subrepresentation that cannot be decomposed into
g-subrepresentations.

Note that irreducibility implies indecomposability, but the converse is false: a g-representation can
have a g-subrepresentation that does not have a supplementary that is also a g-subrepresentation (it
would be “only” a vector space). Thus, it is not always possible to decompose a g-representation into
irreducible g-subrepresentations, but only into indecomposable ones. In this context, a g-representation
that can be decomposed into irreducible g-representations is called completely reducible.
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2.2.2. Adjoint and Co-adjoint Representation

We can choose the vector space V on which we represent g. Taking V = g, thus representing the Lie
algebra on itself, we define the so-called adjoint representation of g, ad : g 3 x 7→ ad(x) = [x, •]g ∈
gl(g). In its matricial version, we recognize the matrices A of the previous subsection. We see also that
the set of matrices Ai defining the adjoint representation is equivalent to the set of structure constants
of g.

We can rewrite again the Equation (4), but now in terms of the adjoint representation. We get:

∀x, y, t ∈ g, < ad(x).y, t > + < y, ad(x).t >= 0 (9)

Thus, the statement that g is quadratic with bi-invariant pseudo-metric <,> is equivalent to the
requirement that all endomorphisms ad(x) are skew-symmetric endomorphisms with respect to <,>.
Recalling the matrix version of Equation (4), that is Equation (6), we see that solving for a bi-invariant
Z amounts to finding a symmetric isomorphism of representations Z between the adjoint representation
of g, written in its matricial form as x 7→ A(x) and the representation written in its matricial form as
x 7→ −A(x)T .

If we choose to represent the Lie algebra g on the dual vector space g∗, i.e., we choose V = g∗, we can
define the co-adjoint representation θ: g 3 x 7→ θ(x) ∈ gl(g∗), where < θ(x).f, t >=< f, ad(x).t >

for f ∈ g∗, x, y ∈ g and <,> the inner product used to define the dual basis. If we write A(x) the
matrix of the endomorphism ad(x), T (x) the matrix of the endomorphism θ(x) and Z the inner product
defining the dual basis, the previous definition states that Z is in fact an isomorphism of representation
between the co-adjoint representation x 7→ T (x) and the representation: x 7→ A(x)T .

Now, if the inner product <,> used to define the dual basis is bi-invariant, by identifying the vector
spaces g and g∗, we can again rewrite Equation (4) to get:

∀x, y, t ∈ g, < ad(x).y, t > + < θ(x).y, t >= 0 (10)

We conclude that the bi-invariance of the inner product implies the following relation between the
adjoint and co-adjoint representations: ad = −θ. As Z (that represents <,>) is an isomorphism of
representations between the co-adjoint and the representation x 7→ A(x)T , we recover that the statement
of Z being a bi-invariant pseudo-metric on g is equivalent to Z being a symmetric isomorphism of
representations between x 7→ A(x) and x 7→ −A(x)T .

2.2.3. Some Vocabulary of Algebra

The adjoint representation is related to the structure constants of g and, thus, completely characterizes
g. Thus, it links the language of abstract algebras and the language of representations for g.

For the special case of the adjoint representation ad, g-subrepresentations are ideals of g, irreducible
g-representations are minimal ideals of g and indecomposable g-representations are ideals of g that
cannot be decomposed into a direct sum of ideals of g. We will use the two languages of ideals or of
representations.

If the adjoint representation is itself irreducible, but not one-dimensional, g is said to be simple. If
the adjoint representation is completely reducible, g is said to be reductive. If the adjoint representation
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is completely reducible without one-dimensional subrepresentations, g is semi-simple. If the adjoint
representation is completely reducible with only one-dimensional subrepresentations, g is abelian. A
reductive Lie algebra is thus the sum (in the sense of subrepresentations) of a semi-simple Lie algebra
and an abelian Lie algebra.

2.2.4. Some Vocabulary of Geometry

An ideal I of a Lie algebra B is said to be isotropic with respect to a pseudo-metric given on B if
I ∩ I⊥ 6= {0}. The ideal I is said to be totally isotropic if I ⊂ I⊥. The intersection between I and I⊥

represents the vectors that are orthogonal to themselves and, thus, that have zero norm, even if they are
themselves non-zero.

Thus, isotropic ideals appear only in the case of a pseudo-metric that is not a metric. From the
intuition provided by theoretical physics, we can interpret the vectors in I ∩ I⊥ as photons: they have
zero mass even if they have non-zero velocity.

2.3. Constructions with Lie Algebra Representations

We have seen that we can study the structure of a given Lie algebra by looking at its representations
and more particularly at its adjoint representation. Here, we study decompositions of the adjoint
representation that will be pertinent for the characterization of quadratic Lie algebras: the direct sum
decomposition and the double extension decomposition. We show how these decompositions can be
implemented in a computational framework. In this subsection, we use the notation (B, [, ]B) to denote
the Lie algebra, because this is the notation that we will use in the core of our algorithm (see Section 4).

2.3.1. Definition of Direct Sum

B = B1 ⊕B B2 is the direct sum of B1, B2 if:

• B = B1 ⊕B2 in terms of vector spaces,
• [B,B1]B ⊂ B1 and [B,B2]B ⊂ B2, making B1 and B2 subrepresentations of the adjoint

representation of B, in other words: ideals of B.

This decomposition was first studied by [16]. We illustrate it with the matrices A representing the
adjoint representation b 7→ [b, •]B of B, i.e., the matrices denoted: b 7→ A(b) = [b, •]B. The direct
sum of B is equivalent to the decomposition of the adjoint representation into the B-representations B1

and B2 i.e.,:

A(b) =

(
A(b1) 0

0 A(b2)

)
(11)

on a basis respecting B = B1 ⊕B B2. Note that we write ⊕B to emphasize the fact that this direct sum
decomposition is more than the direct sum decomposition into vector spaces.
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2.3.2. Direct Sum Decomposition and Bi-Invariant Pseudo-Metrics

We have the following property: B being quadratic is equivalent to B1 and B2 being quadratic.
Indeed, if <,>B1 , <,>B2 are bi-invariant pseudo-metrics on B1, B2 and represented by the matrices
ZB1 , ZB2 , then:

ZB1⊕BB2 =

(
ZB1 0

0 ZB2

)
(12)

is bi-invariant on B. Conversely, if <,>B is bi-invariant on B, its restrictions <,>B |B1 and <,>B |B2

are bi-invariant on B1, B2 [20,21].

2.3.3. Computing the Direct Sum

The direct sum decomposition of a Lie algebra B into indecomposable subrepresentations is unique,
up to isomorphisms. In practice, writing BB = {ek}dim(B)

k=1 a basis of B and Ak = A(ek), computing
the direct sum decomposition of B into indecomposable Bi’s amounts to the simultaneous bloc
diagonalization of the matrices Ak.

2.3.4. Definition of Double Extension

B = W ⊕ S ⊕ S∗ is the double extension of W by a simple S if:

• B = W ⊕ S ⊕ S∗ in terms of vector spaces,
• (W , [, ]W ) is a Lie algebra and [S,W ]B ⊂ W makes W a S-representation,
• (S, [, ]S) is a simple Lie subalgebra of B: [s, s′]B = [s, s′]S ,
• S∗ is the dual space of S and [S, S∗]B ⊂ S∗ makes S∗ the co-adjoint representation,
• ∀w,w′ ∈ W : [w,w′]B = [w,w′]W + β(w,w′) where β : Λ2W 7→ S∗ is a (skew-symmetric)
S-equivariant map, i.e., a map that commutes with the action of S.

This definition relies on the framework introduced in [21], or in [17] under the appellation
“bi-extension”. Here, we can illustrate it with the matrices representing the adjoint representation
b 7→ [b, •]B ofB, i.e., the matrices denoted: b 7→ A(b). The double extension decomposition is equivalent
to the following decomposition of the adjoint representation of B:

A(b) =

[w, •]W + [s, •]B [w, •]B 0

0 [s, •]S 0

β(w, •) [f, •]B [s, •]B

 (13)

on a basis respecting B = W ⊕ S ⊕ S∗ and b = w + s+ f . Note that, in the blocks of the matrix A(b),
we have identified endomorphisms with their corresponding matrices.

The definition of double extension uses a number of different notations. First, we recognize
ad(s) = [s, •]S and ad(w) = [w, •]W to be respectively the adjoint representation of S (on S) and
the adjoint representation of W (on W ). However, [s, •]B is a S-representation on W that has nothing to
do with the adjoint (the adjoint is a representation of a Lie algebra on itself).

Then, we should be careful with the structures that are manipulated. For example, we can consider
the vector space S∗ as an abelian Lie subalgebra of B. However, we cannot consider W as a subalgebra
of B. The skew-symmetric map β represents precisely the corresponding obstruction.
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2.3.5. Double Extension Decomposition and Bi-Invariant Pseudo-Metrics

We have the following property: B being quadratic is equivalent to W being quadratic. Indeed, if
<,>W is bi-invariant on W , represented by ZW , then:

ZW⊕S⊕S∗ =

ZW 0 0

0 0 I
0 I 0

 (14)

is bi-invariant on B. Conversely, if B is quadratic and written as a double extension of W with S simple
(or one-dimensional), then the restriction <,>W=<,>B |W is bi-invariant [20,21]. Note here that we
can write the I-blocks, because the basis of S and S∗ are chosen to be duals of each other. If two
different basis were chosen, the corresponding bi-invariant pseudo-metric on B = W ⊕ S ⊕ S∗ would
have the form:

ZW⊕S⊕S∗ =

ZW 0 0

0 0 L

0 LT 0

 (15)

with L an invertible matrix representing precisely the change of basis. More precisely, by computing
Equation (6) on this last ZW⊕S⊕S∗ while choosing s ∈ S, we show that L is necessarily an isomorphism
of S-representations on S and I , i.e., L ∈ HomS(S, S∗). This remark will be used in practice in the
algorithm (see Section 4).

2.3.6. Computing Double Extensions

Contrary to the direct sum decomposition, the decomposition of a quadratic Lie algebraB as a double
extension is not necessary unique. For example, given a quadratic indecomposable non-simpleB, we can
build a double extension decomposition from each minimal ideal of B [21]. It proceeds as follows. We
take a minimal ideal I of B and consider I⊥ its orthogonal with respect to a bi-invariant pseudo-metric
<,>B. The decomposition:

B = W ⊕ S ⊕ S∗ where: W = I⊥/I, S = B/I⊥ and S∗ = I

is a double extension of W with S simple (or one-dimensional). Moreover, one can show that I and I⊥

verify the following properties:

• I is abelian,
• I⊥ is a maximal ideal,
• I ⊂ I⊥ (total isotropy),
• [I, I⊥] = 0 (commutativity),
• codim(I⊥) = dim(I).

These necessary conditions are taken from [16,20,21].
In practice, in our algorithm, we will have to build a double extension from a B in order to compute

a bi-invariant pseudo-metric on B, if it exists (see Section 4). Therefore, even if we know an abelian
minimal ideal I of B, we will not have its orthogonal I⊥ needed for the construction shown above: we
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do not know any bi-invariant pseudo-metric, as we want to build one!Thus, given an abelian minimal
ideal I , we shall test all ideals J that could be an I⊥ for a bi-invariant pseudo-metric, i.e., all ideals
J that verify the necessary conditions listed above.

We show here that the only plausible ideals that can play the role of I⊥ are either J = CB(I) the
centralizer of I in B in the case CB(I) 6= B or the maximal ideals of codimension one containing I in
the case CB(I) = B.

We have seen above that the first necessary condition for a J to be an I⊥ is its commutativity with I:
[I, J ] = 0. We recall that the centralizer CB(I) of I in B is defined as the set of elements that commute
with I . Thus: J ⊂ CB(I).

Another necessary condition for a plausible J is to be a maximal ideal. As I is an ideal, CB(I) is
also an ideal. Thus, J is a maximal ideal included in the ideal CB(I): we have necessarily J = CB(I)

in the case CB(I) 6= B. In this case, the condition I ⊂ J is fulfilled as I is abelian. The last necessary
condition to check is codim(CB(I)) = dim(I).

However, if CB(I) = B, then we shall look for maximal ideals of B. However, in this case, I
commutes with all elements of B, and therefore, I is necessarily of dimension one as a minimal ideal.
Therefore, we shall look for maximal ideals J of codimension one. Adding the last necessary condition,
we conclude that in the case CB(I) = B, we shall consider only maximal ideals of codimension one
containing I .

3. Structure of Quadratic Lie Groups

Here, we characterize the structure of quadratic Lie algebras, using the constructions defined in the
previous section. We first present a reformulation of a classification theorem of quadratic Lie algebras.
Then, we emphasize which Lie algebras we add by asking for a bi-invariant pseudo-metric instead of
a bi-invariant metric. We finally investigate how we can go from a bi-invariant pseudo-metric to a
bi-invariant dual metric on a special class of Lie algebra with bi-invariant pseudo-metrics.

3.1. A Classification Theorem

To characterize the structure of a quadratic Lie algebra, we use a reformulation of a classification
theorem than can be found in [21] or [17].

Theorem 1 (Classification of quadratic Lie algebras). The Lie algebra g is quadratic if and only
if its adjoint representation decomposes into indecomposable subrepresentations B that are of the
following types:

• Type (1): B is simple (or one-dimensional),
• Type (2): B = W ⊕ S ⊕ S∗ is a double extension of a quadratic W by S simple (or

one-dimensional).

This means that any quadratic Lie algebra writes g = B1⊕g ...⊕gBN , where each B is of Type (1) or
of Type (2). In particular, we can already conclude that any reductive (a fortiori, semi-simple or abelian)
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Lie algebra g is quadratic. Moreover, if g is quadratic, but not reductive, then g has non-irreducible
indecomposable subrepresentations, and these are necessarily double extensions of Type (2).

We recall that the notions of representation decomposition come from a simultaneous diagonalization
of matrices. Therefore, they depend on the base field F: a Lie algebra reductive in R is reductive in C,
but the converse is false. Thus, being quadratic also depends on the field that we consider. A Lie algebra
quadratic on R will be quadratic on C, but the converse is false.

3.1.1. Elementary Bi-Invariant Pseudo-Metrics

The previous characterization of quadratic Lie algebras in terms of their structure is useful in practice.
It enables one to construct a type of bi-invariant pseudo-metric <,>g that exists necessarily on a
quadratic g. We call this type of pseudo-metrics the elementary bi-invariant pseudo-metrics of g.

The elementary bi-invariant pseudo-metric <,>B of a one-dimensional Lie algebra B is defined to
be the multiplication. The elementary bi-invariant pseudo-metric <,>B of a simple Lie algebra B is
defined to be the Killing form. Now, let us define recursively the elementary bi-invariant pseudo-metrics
of a general quadratic g.

Let us be given a quadratic Lie algebra g on which we know an auxiliary bi-invariant pseudo-metric
<,>g (not necessarily of the elementary type). First, we decompose the adjoint representation of g into
indecomposable subrepresentations B’s: g = B1⊕g ...⊕g BN . Then, we study separately the two cases:
the B’s of Type (1) and the B’s of Type (2).

On the B’s of Type (1), we define the elementary bi-invariant pseudo-metric <,>B as above: the
multiplication if B is one-dimensional or the Killing form if B is simple.

On the B’s of Type (2), we build a double extension. To this aim, we consider a minimal ideal I , and
using the auxiliary bi-invariant pseudo-metric <,>g of g, we compute I⊥. We get the double extension
B = W ⊕ S ⊕ S∗ with W = I⊥/I , S = B/I⊥ and S∗ = I . We construct an elementary bi-invariant
pseudo-metric<,>W onW recursively. We then define an elementary bi-invariant pseudo-metric<,>B

on the double extension B = W ⊕ S ⊕ S∗ to be of the form of Equation (14).
Finally, we define the elementary bi-invariant pseudo-metric <,>g on the direct sum decomposition

g = B1 ⊕g ... ⊕g BN to be of the form of Equation (12). This construction defines (and proves the
existence of) elementary bi-invariant pseudo-metrics on a quadratic g.

3.2. Riemannian and Pseudo-Riemannian Quadratic Lie Groups

The previous characterization of quadratic Lie algebras can be refined to distinguish between
quadratic Lie algebras that admit bi-invariant metrics with respect to quadratic Lie algebras with
bi-invariant pseudo-metrics. In other words, it answers the questions: which Lie algebras do we add
by removing the positivity of the metric?

3.2.1. Studying the Signature

We recall from Section 2 that a metric on g of dimension n has signature (n, 0). Now, we take a
quadratic g that is decomposed into indecomposable pieces g = B1⊕g ...⊕gBN , where the Bi are either
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simple (or one-dimensional) or double extensions. The signature on the direct sum is the sum of the
signatures on the Bi [39]:

sgng = sgnB1
+ ...+ sgnBN

(16)

Therefore, asking for a positive definite signature on g is equivalent to asking for a positive definite
signature on each of the B’s.

IfB is simple, it possesses a bi-invariant metric if and only if it is compact. IfB is a double extension,
a bi-invariant pseudo-metric has necessary a non-positive definite signature of the form [21]:

sgnB = sgnW + (m,m) (17)

where m is the dimension of the minimal ideal I used to build the double extension.
We conclude that g admits a bi-invariant metric if and only if its indecomposable parts are simple

compact or one-dimensional, i.e., if and only if g is reductive with compact simple parts.

3.2.2. Comparison

The trees of Figures 3 and 4 illustrate the comparison between Lie algebras with bi-invariant metrics
and Lie algebras with bi-invariant pseudo-metrics.

g

Bg
iBg

1 Bg
N

1-dimensional compact

Figure 3. Structure of a Lie algebra with bi-invariant metrics.

1-dimensional simple S ⊕ S∗ W⊕S ⊕ S∗

g

Bg
iBg

1 Bg
N

Figure 4. Structure of a Lie algebra with bi-invariant pseudo-metrics.

Thus, going from Riemannian to pseudo-Riemannian enables to add the simple algebras that
generalize the compact algebras and the double extension structures (in blue) with its recursive
construction that is not present in the Riemannian case.



Entropy 2015, 17 1866

3.3. From a Bi-Invariant Pseudo-Metric to a Bi-Invariant Dual Metric?

We investigate here a special case of Lie algebras that we gain by going from Riemannian to
pseudo-Riemannian: the double extension of W = {0} by a compact simple Lie algebra K, which
is an example of a Manin triple (see [31,32]). We will see in this subsection that we can view this case
as a Riemannian case by changing the base field F (which is R or C for us) to its dual algebra D. This
development is a new contribution, which is a justification and an extension of the dual quaternions
for SE(3).

3.3.1. Dual Numbers and Vectors

Given a field F, the algebra D of dual numbers over this field is defined as D = F + εF, where
ε2 = 0 and ε 6= 0 defines the multiplication [44]. We can define an m-dimensional dual vector space
Dm = Fm + εFm, whose elements are dual vectors. Note here that the term “vector” is abusive in the
sense that a vector space is usually defined on a field, not on an algebra. In the following, in order to
study the properties of the dual vector space, we will use the dual map:

ψ : Fm ⊕ Fm 7→ Dm

x0 + xε 7→ x0 + εxε

using the same notation ψ for mapping either to dual numbers or to dual vectors.

3.3.2. From the Double Extension g = K ⊕K∗ to Its Dual g = K + εK∗

Now, we consider the double extension g = K ⊕K∗, where K is compact simple and dim(K) = m,
so that dim(g) = 2m. We take the following elementary bi-invariant pseudo-metric on g:

ZK⊕K∗ =

(
I I
I 0

)
(18)

As K and K∗ have same F-dimension m, we consider the dual space g = K + εK∗, of D-dimension
m. Its dual vectors write x = x0 + ε.xε, where x0 ∈ K and xε ∈ K∗.

Proposition 1. The dual map:

ψ : g = K ⊕K∗ 7→ g

x0 + xε 7→ x0 + εxε

is an isomorphism of Lie algebras that respects the sum K ⊕K∗. The canonical inner product on g is
bi-invariant and corresponds to the bi-invariant pseudo-metric ZK⊕K∗ above.

This can been shown as follows. First, consider the Lie bracket on g inherited from ψ. We have:

[ψ(x), ψ(x′)] = [x0 + εxε, x
′
0 + εx′ε]

= [x0, x
′
0] + ε([x0, x

′
ε] + [xε, x

′
0]) (as ε2 = 0)

= ψ([x, x′]) (definition of double extension)
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which proves the isomorphism of Lie algebras.
We now show that the pseudo-metric ZK⊕K∗ on the Lie F-algebra g maps to the canonical metric

Z = I on the Lie D-algebra g:

ψ(x)T .ψ(x′) = (x0 + ε.xε)
T .(x′0 + εx′ε)

= xT0 .x
′
0 + ε(xTε .x

′
0 + xT0 .x

′
ε)

= ψ(xT .ZK⊕K∗ .x) (using ψ for dual numbers)

In others words, the spaces g and g are isometric. However, again, the term “isometric” is abusive, as
we recall that g and g are not defined on the same field, the latter being defined on an algebra.

3.3.3. Towards Statistics on Dual Riemannian Manifolds

We have shown that a double extension g = K ⊕K∗ of W = {0} by a compact simple K, endowed
with a bi-invariant pseudo-metric, is isometrically isomorphic to a dual Lie algebra g with a bi-invariant
metric. Thus, we could think of generalizing the theory of statistics on Riemannian manifolds to a theory
of statistics on dual Riemannian manifolds. However, the fact that the space is defined on an algebra may
cause some problems.

3.3.4. Generalization?

One could wonder if we can use this construction for any general double extension. However, we
should note that this construction takes advantage of the fact that K∗ is totally isotropic and abelian. The
element ε, such that ε2 = 0, enables one to represent the commutativity of K∗ (Lie bracket is null) and
the self-orthogonality of K∗ (the inner product is null) at the same time. A general Lie algebra with the
bi-invariant pseudo-metric is not necessarily decomposable into two subspaces of same dimension, such
that one of them is abelian and isotropic. For example, take a Lie algebra of an odd dimension.

4. An Algorithm to Compute Bi-Invariant Pseudo-Metrics on a Given Lie Group

We go back to the general case of any quadratic Lie algebra over the field F (F = R or C). We present
in this section an algorithm that computes bi-invariant pseudo-metrics on a Lie algebra given as input.

Then, we show how one could generalize the algorithm to compute all bi-invariant pseudo-metrics on
g. Finally, we apply the algorithm to some Lie groups known to possess a unique bi-invariant mean: we
find that most of them are not quadratic.

4.1. The Algorithm: Computation of One Bi-Invariant Pseudo-Metric

For the computations, we will use matrix representations Z of pseudo-metrics <,>, where the basis
will be specified. The input is Bg = {ei}ni=1, a basis of g and the structure constants fijk on this basis.
The output is a symmetric invertible matrix Zg on the basis Bg, representing an elementary bi-invariant
pseudo-metric, or a message of error: “the Lie algebra g is not quadratic”.
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4.1.1. Core of the Algorithm

The core of the algorithm tests the structure of the Lie algebra given as input, to determine if
it matches the characteristic tree-structure of quadratic Lie algebras described in the Section 3 (see
Figure 4). Simultaneously with the progress through the tree, the algorithm tries to construct recursively
an elementary bi-invariant pseudo-metric <,>g by testing all possible candidates. If it succeeds, we
return the bi-invariant elementary pseudo-metric, proving that g is quadratic. If not, we conclude that
g is not quadratic, and we return the error message. More precisely, the algorithm is divided into four
steps as follows.

Step 1, direct sum decomposition: In this step, we decompose the adjoint representation of g into
indecomposable B’s, in other words: we decompose g as a direct sum of B’s.

g = B1 ⊕g ...⊕g BN (19)

An implementation of this step can be found in [35].
From now on, we work on the basis B′g that respects the direct sum: g = B1⊕g ...⊕gBN . The B’s are

indecomposable Lie algebras; thus, we can take advantage of the classification theorem 1 of Section 3.
In the following two steps, we test if each B is either of Type (1) (one-dimensional or simple) or of
Type (2) (a double extension). testing Type (1): In this step, we test if the indecomposable B is of Type
(1), i.e., if B is one-dimensional or simple (see the dichotomy of Theorem 1).

To test if B is one-dimensional, we can obviously count the number of basis vectors of B in the basis
B′g. If B is found one-dimensional, we return the multiplication, which is an elementary bi-invariant
pseudo-metric on B.

To test if B is simple, we use a function that computes the radical of the Levi decomposition of
B [45]. The indecomposable piece B is simple if and only if the radical is null. Such a function can
be found in [36]. If B is found simple, we return the Killing form, which is an elementary bi-invariant
pseudo-metric.

If B is neither one-dimensional nor simple, we conclude that B is not of Type (1). We test in the
following step if B is of Type (2).

Step 3, testing Type (2): In this step, we test if B is of Type (2), i.e., if B is a double extension of
a quadratic W by a simple S (see the dichotomy of Theorem 1). We recall that the double extension
structure of B is not necessarily unique. Therefore, it might seem that we need to test all possible
candidates for a double extension structure of B, in order to answer if B is of Type (2). We proceed
slightly differently.

As B is indecomposable and not of Type (1) (see the previous steps), B being of Type (2) is
equivalent to B being quadratic. More precisely, at this step of the algorithm, the following assertions
are equivalents:

(a) B is of Type (2),
(b) B is quadratic,
(c) ∀I minimal, I abelian, there is a double extension decomposition of B,
(d) ∃I minimal, abelian, such that there is a double extension decomposition of B.
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Thus, we will consider only one minimal ideal I of B and try to construct a double extension out
of it, of the form: B = W ⊕ S ⊕ I . Note that this step will need to call the algorithm recursively, to
determine if the candidate for W in the double extension structure is quadratic or not. The details of this
step are below.

Step 3.a: First, we compute a minimal ideal I . More precisely, recalling the necessary conditions
of the double extension structure of Section 2, we compute I , an abelian minimal ideal, which is also
a minimal abelian ideal. A function that finds a minimal abelian ideal of B can be derived from an
algorithm of [46] that computes all abelian ideals ofB: we can choose one of minimal dimension among
those.

Step 3.b: Then, we compute CB(I), the maximal ideals J’s and the corresponding candidates for the
double extension structure of B. The computation of CB(I) is implemented in [47].

If CB(I) 6= B, we take J = CB(I) and verify the condition codim(J) = dim(I). If the condition is
not fulfilled, there is no double extension structure possible for B. Therefore, we conclude that B is not
of Type (2).

If CB(I) = B, we compute the maximal ideals J of B of codimension one containing I (see
Section 2). If no such ideals are found, there is no double extension structure possible for B. Again, in
this case, we conclude that B is not of Type (2).

If J’s are found, we compute the corresponding double extension candidates of B, one per J , as:

B = W ⊕ S ⊕ S∗ where: W = J/I , S = B/J and: S∗ = I . (20)

We call the algorithm recursively onW , i.e., we determine recursively ifW is quadratic. If there is no
double extension candidate with a quadratic W , we conclude that B is not of Type (2). Otherwise,
we keep the double extension candidates that have a quadratic W (with an elementary bi-invariant
pseudo-metric ZW ).

Step 3.c: Then, we try to compute an elementary pseudo-metric for all double extension candidates
of the form: B = W ⊕ S ⊕ S∗, where W = J/I is quadratic with corresponding ZW , S = B/J and
S∗ = I . Given a double extension candidate, we know from Section 2 that an elementary pseudo-metric
on B has the form:

ZB=W⊕S⊕I =

ZW 0 0

0 0 L

0 LT 0

 (21)

where L ∈ HomS(S, I).
Therefore, we need to compute HomS(S, I). We recall that S is simple; thus, its adjoint representation

is irreducible. As we are in the case of a finite dimensional irreducible representation, we can apply
Schur’s lemma. Its general form states that HomS(S, S) is an associative division algebra over F (= R
or C), which is of finite degree, because S is finite dimensional [48]. When the base field is F = C,
we use the fact that a finite-dimensional division algebra over an algebraically closed field is necessarily
itself. Thus, HomS(S, S) = C and dimC(HomS(S, S)) = 1. When the base field is F = R, we use the
Frobenius theorem, which asserts that the only real associative division algebras are R, C or H, the field
of quaternionnumbers [49]. Thus, HomS(S, S) is R, C or H, and dimR(HomS(S, S)) is 1, 2 or 4. Now,
if I and S are isomorphic, HomS(S, I) is isomorphic to HomS(S, S) and, thus, of maximal dimension
four over F. Otherwise, if I and S are not isomorphic, we have HomS(S, I) = {0}.
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The computation of HomS(S, I) is implemented in [50], more generally for any finite-dimensional
modules of a finitely generated algebra.

Step 3.d: To conclude Step 3, we determine if one of the possible elementary pseudo-metrics
computed above is bi-invariant. To this aim, we plug the expression of ZB=W⊕S⊕I into Equations (7)
and solve it for L. Thus, the initial system of Equations (7) has been reduced to an equation in maximum
one (complex case) or in four (real case) parameters.

We run this step for each double extension candidate. If a bi-invariant elementary pseudo-metric ZB
is found on one of the candidates, we return ZB. Otherwise, we conclude that B is not of Type (2).

Step 4, construction of a bi-invariant pseudo-metric on the whole g: In this step, we construct a
bi-invariant (elementary) pseudo-metric on g, if it exists. If one B of the direct sum decomposition
g = B1 ⊕g ... ⊕g BN is neither of Type (1), nor of Type (2), we conclude from Theorem 1 that g is
not quadratic. We return the error message. Otherwise, we glue together the elementary bi-invariant
pseudo-metrics ZB’s that have been returned on the B’s.

More precisely, we follow the construction of Section 2 to build the elementary bi-invariant
pseudo-metric Z ′g on the basis B′g of g that respects the direct sum decomposition:

Zg=B1⊕g...⊕gBN
=

ZB1 0 0

0
. . . 0

0 0 ZBN

 (22)

Finally, we perform a change of basis from B′g to Bg in order to return Zg, an elementary bi-invariant
pseudo-metric on the basis of the Lie algebra given as input.

4.1.2. Tree Structure of the Algorithm

The algorithm has a natural tree structure presented in Figure 5. The bi-invariant pseudo-metric Zg

is computed in a postfix manner. A tree level corresponds to a reduction of an adjoint representation:
reduction of g into B’s for the first level, reductions of the W ’s into B’s for the others. The arrows in
dashes represent the cases that we investigate to test if g is quadratic. If B is not in one of such cases,
then B is not quadratic, so neither is g, and we exit the algorithm.

g

Bg
1 Bg

i Bg
N

1-dim. simple S ⊕g S
∗ W⊕g S ⊕g S

∗ EXIT

... ...

Figure 5. Tree structure of the algorithm.

In pseudo-code, the algorithm is written as follows.
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Algorithm 1 Computation of a bi-invariant pseudo-metric on g.

Input: Bg = {ei}i basis of g, Structure constants fijk on this basis.
Initialization: B = g.
Core:

switch (B):

• case B is decomposable:
decompose into B = B1 ⊕B ...⊕B BN ;
call algorithm recursively on the Bi’s;
return: ZB = Diag(ZB1 , . . . , ZBN

);
• case B is 1-dimensional:

return ZB =
(

1
)

;
• case B is simple:

return ZB = ZKilling;
• default:

compute I minimal abelian ideal; if no I exists: “EXIT”; break;
compute its centralizer CB(I); if codim(CB(I)) 6= dim(I): “EXIT”; break;
compute S = B/CB(I), W = CB(I)/I;
call algorithm recursively on B = W ;
compute HomS(S, I);
solve Equation(7) for L ∈ HomS(S, I) = {0} by plugging:

ZB=W⊕S⊕I =

ZW 0 0

0 0 L

0 LT 0

 ,

if there is no solution: “EXIT”; break;
return ZB.

end switch
Output:

• if “EXIT”: return the message “The Lie algebra g is not quadratic”;
• else: return the elementary bi-invariant pseudo metric on g.

This gives a bi-invariant pseudo-metric on the Lie algebra g. We can then make it a bi-invariant
pseudo-metric on the Lie group G by propagating it through DLg(e) (or DRg(e)) on all tangent spaces
TgG (see Section 2).

All in all, the algorithm allows one to compute one bi-invariant pseudo-metric of g, i.e., one
invertible element of the quadratic space Q(g). We can generalize the algorithm, in order to compute
all bi-invariant pseudo-metrics of g, thus the whole quadratic space Q(g). This is the purpose of the
next subsection.
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4.2. Generalization of the Algorithm: Computation of All Bi-Invariant Pseudo-Metrics

Here, we present how one should proceed in order to compute all bi-invariant pseudo-metrics of a
given Lie algebra g, i.e., the whole quadratic space Q(g). Note that the dimension of Q(g) is unknown
in the general case [30]. However, the algorithmic procedure allows one to compute the space anyway.

We follow the strategy of the previous algorithm: we decompose g into indecomposable B’s; we
compute the quadratic spaces Q(B) for each of them and then glue these spaces together to get Q(g).

4.2.1. Computing the Quadratic Space of Indecomposable Lie Algebras

In this step, we compute the quadratic space for all indecomposable pieces B’s of g, the simple (or
one-dimensional) and the double extensions.

The quadratic space of a one-dimensional piece B is the weighted multiplication, so the whole base
field F:

Q(B) = {ZB = αI | ∀α ∈ F} = F (23)

The quadratic space of a simple piece B is the vector space spanned by the Killing form.

Q(B) = {ZB = αZKilling | ∀α ∈ F} (24)

The quadratic space of a double extension B = W ⊕ S ⊕ S∗, where the basis of S and S∗ are chosen
duals, is given by:

Q(B) =

ZB =

ZW M N

MT αZKilling βI
NT βI (0)

 ∣∣∣ ∀α,β ∈ F,∀ZW ∈ Q(W ),

∀M,N solutions of equations derived from (7)

 (25)

We leave to the reader the computations of the equations derived from Equations (7) that M and N
are solving. Because of the dimension reduction, these equations can be solved in a lot of interesting
cases. In our computations on selected Lie groups in the next subsection, N andN are vectors or scalars,
for example.

4.2.2. Computing the Quadratic Space of a Direct Sum

The second step is the computation of the quadratic space of a direct sum g = B1⊕g ...⊕g BN , given
the quadratic spaces of each of its indecomposable pieces Bi. This gives:

Q(g) =

{
Zg ∈ Sym(n) | s.t. for i ∈ {1, ..N} (block index):

Zgii = ZBi ∈ Q(Bi) if i = j

Zgij = Mij if i < j

}
(26)

where Mij is a matrix that solves the following equation, derived from Equations (7):

A(bi)
T .Mij +Mij.A(bj) = 0 ∀bi ∈ Bi,∀bj ∈ Bj (27)

In summary, the problem of computing all bi-invariant pseudo-metrics of a given g amounts to the
resolution of a reduced number of algebraic equations of lower dimension.
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4.3. Results of the Algorithm on Selected Lie Groups

We run our algorithm manually to determine if a bi-invariant pseudo-metric exists on some real
Lie groups for which there is a locally unique bi-invariant mean: SE(n), ST (n), H and UT (n),
for n ∈ N∗ [2].

We run the computations manually and illustrate them, for each example, with the corresponding
progress through the tree of the algorithm. The results show that most of these Lie groups are
not quadratic.

4.3.1. Scalings and Translations ST (n)

The Lie group ST (n) comprises uniform scalings together with translations of Rn. It is the
semi-direct product R∗+ n Rn, its elements being written (λ, t). More precisely, ST (n) is defined by
its action on Rn: (λ, t).x = λ.x + t. The group law and the group inversion are written as follows:
(λ1, t1) ∗ (λ2, t2) = (λ1.λ2, λ1 ∗ t2 + t1) and (λ, t)(−1) = (1/λ,−t/λ).
The Lie algebra st(n) comprises the (µ, u) ∈ R⊕ Rn with Lie bracket:

[(µ1, u1), (µ2, u2)] = (0,µ2.u1 − µ1.u2). (28)

Input: We choose the basis (D, {Pa}na=1) defined as: D = (1, 0) and Pa = (0, ea) with (ea)
n
a=1 the

canonical basis of Rn. In this basis, the structure constants can be read in the following Lie brackets:

[Pa, Pb] = 0,

[D,Pa] = Pa,

[D,D] = 0.

Step 1: From the expression of the Lie brackets above, we can compute all ideals of st(n) manually
and find: Span(P1), ..., Span(Pn) and their linear combinations. We remark that there is no ideal
containing D. Thus, st(n) cannot be written as the direct sum of ideals, i.e., st(n) is indecomposable.

Step 2: First, as n ∈ N∗, we have dim(st(n)) > 1. Thus, st(n) is not one-dimensional. Then, as
Span(P1), for example, is an ideal, st(n) is not simple. We conclude that st(n) is not of Type (1).

Step 3: We take I = Span(P1), which is obviously a minimal abelian ideal. From the commutation
relations given by the Lie brackets, we see that Cst(n)(I) = Span({Pa}na=1), and we are in the case
Cst(n)(I) 6= st(n). Thus, there is only one double extension candidate, with J = Cst(n)(I). We define
S = st(n)/J = Span(D) and W = J/I = Span(P2, ..Pn). We call the algorithm recursively on W ,
which decomposes into one-dimensional ideals on which we return the multiplication.

The S-representation on S is the null representation: [D,D] = 0. The S-representation on I is
the trivial representation: [D,P1] = P1. Hence, I and S are not isomorphic S-representations, and
HomS(S, I) is zero. We conclude that st(n) is not of Type (2).

Output: We have found that st(n) is indecomposable and neither of Type (1) nor of Type (2). Thus,
st(n) is not quadratic: there is no bi-invariant pseudo-metric <,> on st(n).

This reasoning is illustrated on Figure 6 through the tree representation of the algorithm.
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st(n)

B1 = st(n)

Exit: NO

Figure 6. Schematical result for ST (n). We see on the top level that st(n) is indecomposable
(it decomposes into itself). We see on the bottom level that st(n) is neither one-dimensional,
nor simple, nor a double extension, and therefore, we exit the algorithm: st(n) is not
quadratic.

4.3.2. Heisenberg Group H

The Heisenberg group H comprises 3D upper triangular matrices M of the form:

M =

1 x z

0 1 y

0 0 1

 .

Thus, an element of this group can be written as (x, y, z) ∈ R3, with corresponding group law
(x1, y1, z1) ∗ (x2, y2, z2) = (x1 + x2, y1 + y2, z1 + z2 + x1 ∗ y2) and group inversion (x, y, z)(−1) =

(−x,−y,−z + xy).
The Lie algebra h comprises the nilpotent matrices:

N =

0 p c

0 0 q

0 0 0

 .

Input: A basis for h is thus (P,Q,C) with clear notations. In this basis, the structure constants can be
read in the following Lie brackets:

[C,P ] = 0,

[C,Q] = 0,

[P,Q] = C.

Step 1: From the expression of the Lie brackets above, we can compute all ideals of h manually, and
we find: Span(C), Span(C,P ) and Span(C,Q). We remark that there is no ideal whose supplementary
is also an ideal. Thus, h is indecomposable.

Step 2: h is obviously not one-dimensional. Moreover, as Span(C), for example, is an ideal, h is not
simple. We conclude that h is not of Type (1).

Step 3: We take I = Span(C), which is a minimal abelian ideal of h. From the commutation
relations given by the Lie brackets, we compute the commutator of I , and we see that we are in the case
Ch(I) = h. Thus, we consider all maximal ideals of h that are of codimension one and contain I . We get
J = Span(C,P ) or J = Span(C,Q); thus, we have two double extension candidates. By symmetry in
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P ↔ Q (see the structure constants), we can consider J = Span(C,P ) only, without lost of generality.
We define S = h/J = Span(Q) and W = J/I = Span(P ). We call the algorithm recursively on W . As
W is one-dimensional, W is quadratic, and we return ZW =

(
1
)

.
The S-representation on S is given by the bracket [Q,Q] = 0: it is the null representation. The

S-representation on I is given by the bracket [Q,C] = 0: it is also the null representation. The
isomorphism of vector spaces L that maps C onQ is an isomorphism of representations, whose matricial
form is the identity in our basis. The dimension of HomS(S, I) is obviously one.

Thus, we plug:

ZW⊕S⊕I =

1 0 0

0 0 1

0 1 0


into Equation (6) to determine if it is bi-invariant. Computations show that it is not. We conclude that h
is not of Type (2).

Output: We have found that h is indecomposable and neither of Type (1) nor of Type (2). Thus, h is
not quadratic: there is no bi-invariant pseudo-metric <,> on h.

We try the algorithm on the general Heisenberg algebra h2m+1, which is defined abstractly by the
basis

{
C, {Pi}mi=1 , {Qj}mj=1

}
and the Lie bracket:

[C,Pi] = 0,

[C,Qj] = 0,

[Pi, Qj] = δij

where δ is the Kronecker symbol. We are in the same situation as with h, except that W is abelian (but
not necessarily one-dimensional). We thus decompose W into abelian one-dimensional ideals, and we
return the following elementary bi-invariant pseudo-metric:

ZW =

1 0 0

0
. . . 0

0 0 1

 .

However, we exit the algorithm as previously. Thus, the algorithm confirms that the general h2m+1 has
no bi-invariant pseudo-metric [20].

This reasoning is illustrated on the left hand side of Figure 7 through the tree representation of the
algorithm.

4.3.3. The Group of Scaled Upper Unitriangular Matrices UT (n)

The group UT (n) comprises the upper triangular matrices M of the form: M = λ.Id + N , where
λ > 0 and N an upper triangular nilpotent matrix.

The Lie algebra ut(n) comprises the matrices of the form X = µ.Id + Y , where µ ∈ R and Y an
upper triangular nilpotent matrix, the Lie bracket being the commutator of matrices.

Now, ut(n) is decomposable into the one-dimensional Lie algebra generated by I and the Heisenberg
algebra h. As h has no bi-invariant pseudo-metric, neither does ut(n).
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This reasoning is illustrated on the right hand side of Figure 7 through the tree representation of the
algorithm.

Exit: NO

h

B1 = h

Exit: NO

ut(n)

B2 = hB1 = d

d=1-dim.

Figure 7. Schematical result for H and UT (n). The top level indicates the direct sum
decomposition step. Thus, h is indecomposable, and ut(n) decomposes into d and h. The
bottom level for h indicates that h is neither one-dimensional, nor simple, nor a double
extension, and therefore, we exit the algorithm: h is not quadratic. The bottom level for
ut(n) indicates that d is one-dimensional and therefore quadratic, but that h is not quadratic:
ut(n) is not quadratic.

4.3.4. Rigid Body Transformations SE(n)

The group of isometries SE(n) comprises rotations together with translations of Rn. It is the
semi-direct product SO(n)nRn, its elements being written (R, t). More precisely, SE(n) is defined by
its action on Rn as (R, t).x = R.x + t. The group law and the group inversion are (R1, t1) ∗ (R2, t2) =

(R1.R2, R1 ∗ t2 + t1) and (R, t)(−1) = (R(−1), R(−1).(−t)).
The Lie algebra se(n) comprises the (A, u) ∈ Skew(n)⊕ Rn with Lie bracket:

[(A1, u1), (A2, u2)] = (A1.A2 − A2.A1, A1.u2 − A2.u1) (29)

Input: We choose the basis: ({Jij}1≤i<j≤n , {Pa}
n
a=1) with Jij = ei.e.,

T
j −ej.eTi and {Pa}na=1 the

canonical basis of Rn. In this basis, the structure constants can be read in the following Lie brackets:

[Jij, Jkl] = δik.Jjl − δjk.Jil + δjl.Jik − δil.Jjk,

[Jij, Pa] = δaj.Pi − δai.Pj,

[Pa, Pb] = 0,

with δ the Kronecker symbol.
As preliminaries, we show that P = Span({Pa}na=1) is the only proper ideal of se(n). First, we see

from the Lie brackets that P is a proper ideal of se(n). Suppose that se(n) has another proper ideal K.
Then, either K ∩ P is a proper ideal of se(n) included in P or K ⊂ so(n) is a proper ideal of se(n).
P does not contain any proper ideal of se(n), because so(n) acts transitively on P with the Lie bracket.
We can show that so(n) does not contain any proper ideal of se(n) (considering independently the case
n = 4). Thus, P is the only proper ideal of se(n).
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Step 1: The Lie algebra se(n) has only one ideal P . Thus, se(n) cannot be decomposed as a direct
sum of ideals. We conclude that se(n) is indecomposable.

Step 2: If n = 1, se(1) is obviously one-dimensional. We return the multiplication, which is a
bi-invariant pseudo-metric on se(1). Otherwise, dim(se(n)) > 1. As P is an ideal of se(n), se(n) is not
simple. We conclude that se(1) is quadratic with the multiplication as the bi-invariant pseudo-metric and
that se(n) with n > 1 is not of Type(1). We go on with n > 1.

Step 3: We take I = P and J = Cse(n)(I) = P = I . The necessary condition codim(J) = dim(I) is
verified only for n = 3. We conclude that se(n) is not of Type (2) if n 6= 3. We go on with n = 3. We
compute S = se(3)/P ∼ so(3) and W = P/P = {0}.

In order to study the S-representations, we write the Lie bracket as:

[Jm, Jn] = εmnp.Jp,

[Jm, Pa] = εmap.Pp,

[Pa, Pb] = 0

where we define J1 = J23, J2 = J31 and J3 = J12. The S-representation on S is the adjoint
representation: [Jm, Jn] = εmnp.Jp. The S-representation on I = P is given by: [Jm, Pa] = εmap.Pp.
It is also the adjoint representation. The isomorphism of vector spaces L that maps each Pa on Ja is an
isomorphism of representations whose matricial form is the identity in our basis.

Hence, we write Zse(3) on the decomposition S ⊕ I = so(3) ⊕ P with basis ({Ja}3a=1, {Pa}3a=1)

and get:

Zse(3) =

(
0 I3
I3 0

)
. (30)

We plug it into Equations (7). Running the computation shows that the pseudo-metric Zse(3) is
bi-invariant on se(3). Zse(3) is actually known as the Klein form [51].

Output: se(1) is quadratic; we return the multiplication, which is a bi-invariant pseudo-metric on
se(1). se(3) is quadratic; we return the Klein form, which a bi-invariant pseudo-metric on se(3).
Otherwise, se(n) is indecomposable and neither of Type (1) nor of Type (2): it is not quadratic.

This reasoning is illustrated on Figure 8 through the tree representation of the algorithm.
We can build the whole quadratic space of se(3). This gives the two-dimensional vector space:

Q(se(3)) =

{(
αZKilling β.I
β.I 0

) ∣∣∣ ∀α,β ∈ F

}
(31)

Moreover, we have recognized in se(3) the special case of a double extension K ⊕K∗ of W = {0}
by a compact Lie algebra K = so(3). Therefore, the dual structure presented in Section 3 can be
used in practice. We recall that we can represent the elements of SO(3) as unit quaternions. Thus,
we can represent the elements of SE(3) as unit dual quaternions [52]. A generalization of the theory
of Riemannian statistics to a theory of dual Riemannian statistics would thus be useful for rigid body
transformations, which are present in many different fields.
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se(1) = R

B1 = se(1) = R

se(2)

B1 = se(2)

Exit: NO

se(3)

B1 = se(3)

se(3) = Skew(3)⊕ R3

se(n > 3)

B1 = se(n > 3)

Exit: NO

se(1)=1-dim.

Figure 8. Schematical result for SE(n). We recover the different cases depending on n.

5. Conclusions

In this paper, we have presented an algorithmic method to compute a bi-invariant pseudo-metric on
a Lie group, in the case of existence. The method allows one to test simultaneously if the Lie group
given as input is quadratic or not. We indicated how to compute all pf the bi-invariant pseudo-metrics on
the given Lie group. First, the algorithm by itself represents a contribution to the field of computational
Lie algebra.

Then, regarding statistics on Lie groups, which was our original motivation, we see two consequences
of this article. First, it enables one to distinguish, from a practical point of view, Lie groups on which a
future pseudo-Riemannian theory of statistics could be used and implemented. This is the case of SE(3),
the Lie group of rotations and translations of the 3D space, which is found in various fields.

Second, this paper shows that a general Lie group with bi-invariant mean does not admit a bi-invariant
metric. Therefore, if one wants to define a general theory of statistics that works for all Lie groups, one
needs to find a geometric framework beyond the Riemannian and the pseudo-Riemannian ones.
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