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Nowadays, computer simulation has undoubtedly become
one of the major tools to investigate and predict the behav-
ior of complex systems in more and more disciplinary fields.
A crucial question is how to account for uncertainties, taint-
ing both input variables and (possibly) the computer model
itself, in the results provided by the numerical code. That
is particularly interesting in industrial practice, when results
of computer simulations are eventually used to guide deci-
sions, which can involve important financial, societal and
safety stakes. For instance, in structural reliability problems,
one is interested in assessing the probability for some state
variables of a system (e.g. pressure, temperature, . . . ) to be
inside, or outside, a given domain, which is associated to
safe operating conditions.

While computer simulations are faster and cheaper than
physical experiments, computer models generate data (often
large amounts) that must be analyzed and care is needed at
the design stage to determine more cost-effective and infor-
mative simulation settings. Moreover, determining the most
influent variables for the numerical code and the relevant
parameter ranges within which to set up a computer exper-
imental design is a critical and difficult step in the practical
use of any formal statistical experimental planning, be it for
screening or optimization purposes.

This short list of problems is, of course, not exhaus-
tive but one can easily understand that proper statistical and
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probabilistic tools are needed to address such issues. These
problems become more and more difficult to deal with as far
as the complexity of the computer model (and the CPU time
needed for a single run) increases. In these cases, standard
brute force sampling approaches are unfeasible and classi-
cal solutions involve advanced Monte Carlo methods and/or
meta-modeling techniques. The first class of methods pro-
vides sampling strategies for building small variance esti-
mators of the quantities of interest, the last strategy aims to
build a surrogate model (also called emulator or response
surface) which fits the real CPU time consuming code in a
satisfactory way, whilst being very much cheaper. Following
both strategies, the algorithmic challenge is the same: how
to use a given computational budget (i.e. a certain number
of expensive model runs) in the best way possible.

The interest about uncertainty analysis and computer ex-
periments has noticeably grown during these last years. Sev-
eral working groups put nowadays together industrial and
academic researchers and a very interesting dynamics is en-
gaged: the first come with real and complex problems to
cope with, the last find in these problems a source of in-
spiration for their works, as well as the opportunity to test
their innovative computing techniques on real-world indus-
trial case-studies. Among these working groups, one can
cite the MUCM project (Managing Uncertainty in Complex
Models) as well as the French research group MASCOT-
NUM (Stochastic Analysis Methods for Codes and Numeri-
cal treatments) and the consortium DICE (Deep Inside Com-
puter Experiments). Their works demonstrate that this do-
main remains a flourishing and developing field.

The idea and stimulus of this special number of Statis-
tics and Computing germinated within the framework of
the OPUS project (Open source Platform for Uncertainty
treatment in Simulation), funded by the French Agence Na-
tionale de la Recherche (ref. ANR-07-CIS7-010 and ANR-
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07-TLOG-015), which aims to build, structure and main-
tain Open Source software modules implementing advanced
method for uncertainty analysis. OPUS (2008–2011) gath-
ered ten partners coming from different communities (in-
dustrial, academia, information technology) and disciplinary
fields. This special issue therefore presents a variety of pa-
pers on statistical problems that arise in the domains of un-
certainty analysis and computer experiments modeling and
reflect several points of view. We believe it will be of inter-
est for different kind of readers: some will be most interested
in the theoretical aspects of the proposed algorithms, others
will focus on the computational issues and on the perspec-
tives of use in real engineering studies. All of the articles
presented here were accepted after Statistics and Comput-
ing regular review process.

Through a series of 11 articles, this special issue high-
lights the wide range of areas where uncertainty analysis
and computer experiments are applied today. We give below,
a short overview of the different papers which demonstrates
how they cover a wide array of variations on the general
theme.

A first group of papers deals with the design of numerical
experiments and response surfaces.

Challenging problems arise in the design and analysis of
experiments with methods which aim to uniformly cover the
space of the model’s inputs when the goal of the study is
mainly to explore the numerical code, without making any
particular assumption about the emulator to be built. The
paper of L. Pronzato and W. Müller gives a quite exhaustive
review of the so-called space-filling methods to build exper-
imental design. The authors also extend the general case of
space-filling to the case where the experimental design is
used to build a kriging emulator of a computer model.

Y. Auffray et al. also study an experimental design prob-
lem, and in particular deal with the case where the domain
of inputs is not hyper-cubic. Here, the classical strategy con-
sisting of choosing the maximin design within the class
of Latin hypercube designs may lead to poor exploratory
properties. After a justification of the maximin criterion
with respect to kernel interpolations, the authors use sim-
ulated annealing algorithms to determine maximin designs
in bounded connected domains and provide a numerical ex-
ample, coming from aerospace industry.

Gaussian process models (kriging) are one of the most
popular approaches for generating emulators of physical ex-
periments. R. Gramacy and H. Lee discuss in their paper the
role played by the so-called nugget when fitting a kriging
emulator. The point of view of the authors is that explicitly
considering a non-zero nugget term in the covariance of the
Gaussian process is valuable to build emulators with good
statistical properties in case of sparse data or when some
classical assumptions about the computer model, as station-
arity for example, are not valid.

T. Mühlenstädt et al. propose a data-driven methodol-
ogy to build effective kriging emulators, the covariance of
which explicitly takes into account the interaction structure
of the data. The interaction structure is analyzed by using
FANOVA based methods and visualized over a graph, called
FANOVA graph, the clique structure of which is used for
defining the covariance kernels.

V. Sambucini paper is concerned with an important prob-
lem in response surface methodology (RSM): what are
the relevance and the reliability of a stationary point, in
other words can we construct a “correct” confidence re-
gion for this point? She offers a comparison between tra-
ditional Box-Hunter exact confidence intervals for the sta-
tionary point and asymptotic intervals based upon a clever
re-parametrization of the quadratic model making the de-
pendence upon the stationary point explicit.

Finally, the paper by S. Cohen et al. develop a new algo-
rithm for the construction of sequential designs for nonpara-
metric regression models and performs a model selection in
a multi-resolution setting when competing models are con-
sidered. The availability of such an algorithm is particularly
useful when building response surfaces for sensitivity anal-
ysis.

Some other articles cope specifically with the problem of
the sampling-based estimation of the (low) probability for
the output of a numerical code to be greater than a given
threshold value, which is commonly interpreted as the prob-
ability of failure of the system under investigation.

For estimating this probability, J. Bect et al. propose to
build a Gaussian process emulator of the code following
on a sequential experimental design (SUR, stepwise uncer-
tainty reduction) based on the Bayesian decision-theory for-
mulation of the estimation problem. The response surface,
so obtained, is thus optimal for the particular problem to be
solved.

F. Cérou et al. also deal with the problem of computa-
tion of the probability of rare events. They develop an origi-
nal way for simulating rare events and present an interesting
Monte Carlo based method for estimation of tail probabil-
ities. To achieve this they adopt a particular system of in-
teracting particles whose fluctuations are studied by using a
particular Feyman-Kac representation.

This problem is also addressed in the paper by M.
Munoz-Zuniga et al., in which the authors are using for this
purpose an algorithm that combines stratification and direc-
tional sampling strategies to fully take advantage of some
useful features of both techniques. Their paper gives a very
useful addition into the reliability literature on the robust
estimation of small failure probabilities for high computa-
tional time computer codes.

Finally, two papers are specifically concerned with sen-
sitivity analysis, which is an important field in the analysis
of physical and computer experiments (i.e., understanding
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how sensitive models and decisions are to uncertain knowl-
edge of inputs and identifying which inputs contribute most
to the uncertainty).

One way to perform such an analysis is by computing the
so-called Sobol’s indices. The latter task is especially chal-
lenging in high-dimensional settings. A. Jourdan suggests an
interesting methodology, based on decomposition of the re-
sponse surface using orthogonal basis of complex functions
(Yates’s basis) to overcome the computational burden asso-
ciated to traditional methods like Monte Carlo estimation.

Finally, the paper of A. Marrel et al. proposes an appro-
priate methodology to perform global sensitivity analysis on
stochastic computer codes. As it is usual in sensitivity analy-
sis a surrogate model approach is followed. Here, the authors
use joint meta-modeling techniques, which consist of build-
ing two separate meta-models: one for the mean and one
for the dispersion of the computer code. Different families

of joint meta-models (Generalized Linear Models, General-
ized Additive Models and Gaussian processes) are discussed
and some numerical results are given.

The papers in the current issue often illustrate a special
combination of practical potential and depth of theoretical
interest. We hope that this special issue will stimulate a new
wave of interest in the field of uncertainty and sensitivity
analysis and computer experiments modeling and lead to ex-
citing new results in the domain.
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