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ABSTRACT In this study, we investigated the effects of combining a zigzag decoder (ZD) with a coded
ALOHA using the successive interference cancellation (SIC) technique to retrieve packets from collisions.
We proposed zigzag decodable coded slotted ALOHA (ZDCSA) and enhanced-ZDCSA (E-ZDCSA) as
a scheme which applies ZD before and after SIC, respectively. Furthermore, we derived the asymptotic
analysis for the throughput and packet loss rate (PLR) performances of E-ZDCSA and validated its accuracy
with the Monte Carlo simulations. Through numerical and asymptotic analyses, we showed that E-ZDCSA
outperforms ZDCSA and the conventional coded ALOHA schemes in terms of throughput and PLR
performances in most of the offered load regime. Moreover, we demonstrated that our proposed schemes
outperform the conventional protocol in a practical scenario in which ZD cannot resolve all the collisions.

INDEX TERMS Slotted ALOHA, successive interference cancellation, ZigZag decoding.

I. INTRODUCTION

Due to the recent advances in the field of Internet of
Things (IoT), a system composed of a massive number
of devices connected via a wireless network is gathering
attention. In particular, massive Machine Type Communica-
tions (mMTC) require extensive connectivity with the num-
ber of users in the system being more than 10° [2]. Further,
the system is typically uplink-dominant, and the transmission
of users are sporadic. Therefore, the design of a multiple
access scheme which satisfies the requirements mentioned
above is demanding.

The multiple access scheme can be categorized into two
major types: grant access and random access (RA). The
grant access scheme such as the time division multiple
access (TDMA) is known to achieve high efficiency in terms
of communication; however, an overhead of the resource
allocation becomes critical when the network size is large.
On the other hand, RA schemes such as pure ALOHA [3]
does not allocate any resources and allows users to trans-
mit at their own decision. Therefore, its overhead becomes
much smaller compared to that of the resource allocation
scheme. Nevertheless, when multiple packets arrive simul-
taneously at a receiver, this causes a collision of packets,
thus, resulting in discarding of packets, which significantly
limits the throughput performance of pure ALOHA. In [4],
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Slotted ALOHA (SA) has been proposed where users are
time-synchronous, and each transmission is done within a
time structure referred to as time slots. While SA improves
the performance from the classical ALOHA, its peak through-
put is still severely limited to 1/e ~ 0.37.

To conquer the problem of the packet collision, many of the
proposed ALOHA protocols exploit the successive interfer-
ence cancellation (SIC) as a technique for retrieving packets
from the collision [5]-[7]. An ALOHA scheme with SIC is
referred to as coded ALOHA, and among them, the con-
tention resolution diversity slotted ALOHA (CRDSA) [5]
is regarded as a milestone, which was originally proposed
for satellite communications and later realized as a reason-
able option for mMTC. In CRDSA, every user transmits
its packet for a given number of times within a time frame
composed of several time slots. In [6], the irregular repetition
slotted ALOHA (IRSA) was proposed as a generalization
of CRDSA, where users individually determine the number
of retransmissions based on a degree distribution. Moreover,
an asymptotic analysis of the performance of IRSA based on a
density evolution [8] was provided, which was inspired from
graph-based codes such as low-density parity-check (LDPC)
codes [9] and the peeling decoder [10]. It was shown that the
IRSA achieved a high-throughput performance comparable
with TDMA by optimizing the degree distribution via differ-
ential evolution [11]. However, the IRSA suffered from an
extreme degradation of the throughput performance after its
peak performance. This degradation is due to the limitation
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of SIC, where its decoding process only starts from packets
without a collision, which the occurrence becomes rare in a
high-load regime.

As another approach for resolving the collision of packets,
a zigzag decoder (ZD) was proposed [12]. ZD was first
proposed as a solution to the hidden terminal problem in
IEEE 802.11 networks and was later applied to the ALOHA
schemes [13]-[15]. In ZD, every packet is assumed to be
equipped with a unique word or a pilot at both ends. This pilot
enables the receiver to detect a time slot with the collision
caused by two packets, if the packets are not completely
over-wrapped. The receiver then immediately appends an
additional time slot and requests the users who sent the
packets to retransmit and other users to interrupt its transmis-
sion. This operation forms a set of collisions composed of
packets from two different users. If the delay of the arrived
packets is different between two patterns, ZD is able to
retrieve the packets from both users. In [13], it was shown
that ZD improved the throughput performance when it was
applied to slotted ALOHA. As another example, the per-
formance of the frameless ALOHA [16], a variant of the
coded ALOHA inspired by the rateless codes [17], can also be
enhanced with the application of ZD [15]. In both cases, it was
pointed out that ZD is capable of suppressing the degradation
of throughput after the peak. Hence, it is natural to think
that ZD is expected to compensate for the problem of the
coded ALOHA in the high-load regime. To the best of our
knowledge, the performance analysis of a protocol which
applies ZD into a framed coded ALOHA scheme has not yet
been discussed.

In this study, a zigzag decodable coded slotted
ALOHA (ZDCSA) is proposed, where ZD is introduced
to the coded ALOHA [6]. First, ZD is introduced before
conducting SIC in order to reduce the number of packets
that are not yet retrieved. Then, ZD is introduced after SIC
in order to retrieve the remaining packets, which is referred
to as enhanced ZDCSA (E-ZDCSA) in this study. The con-
tributions of this study are summarized as follows:

« We discussed an approach referred to as ZDCSA, where
ZD is applied before SIC. We also provided the opti-
mization method of the degree distribution for ZDCSA.

o To improve the throughput performance, we proposed
a novel scheme referred to as E-ZDCSA, in which ZD
is applied after SIC. We also derived the theoretical
performance of E-ZDCSA along with the optimization
method of the degree distribution for E-ZDCSA.

o Based on the theoretical and numerical analyses,
we showed that E-ZDCSA outperforms IRSA,
especially in the high-load regime.

The remainder of this paper is organized as follows.
In Section II, a system model is provided. In Section III,
SIC is explained in detail, along with a bipartite graph rep-
resentation. Section IV describes ZD, followed by our pro-
posed protocols and its optimization method in Section V.
The numerical results on the throughput performance are pre-
sented in Section VI. The conclusions follow in Section VII.
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Il. SYSTEM MODEL

In this study, a network model as shown in Fig. 1 is con-
sidered, where N users transmit their packets to a common
receiver. Additionally, all the transmissions are conducted
within a time frame that is comprised of M time slots.
Therefore, an offered load of the system is given by G £
N /M. Every user and the receiver are assumed to be time-
synchronous, and the packets are transmitted in a time slot
domain. Each user also possesses a packet at the beginning
and does not generate new packets during the time frame. If
multiple packets simultaneously arrive at the receiver, all of
them cannot be immediately retrieved due to packet collision.
The collision at the receiver is considered the sole reason
for packet loss, i.e., the effects from a physical layer (e.g.,
fading) is not considered. Moreover, multiple packet recep-
tion (MPR) techniques such as exploiting capture effects [18]
are also not considered, following a channel model proposed
in [19].

Transmit ‘.~"

User
o Destination

FIGURE 1. Proposed system model. N users transmit packets to a
common destination (receiver). Each user individually decides its
transmission.

Each packet is assumed to arrive at the receiver with a
propagation delay within a guard interval installed in the
time slot. Therefore, a relationship among the duration of the
packet dpacket, the propagation delay dprop, and the duration
of the time slot dgo is represented as dpacket + dprop < dslot-
Besides that, the packet is assumed to be equipped with a
unique word at both ends for user identification. This assump-
tion is practical because the information of the transmitter
should be included in each transmitted packet.

Ill. CODED ALOHA
In this section, we briefly describe the conventional coded
ALOHA scheme proposed in [6]. We first provide the
assumption for the receiver, and then describe the graph
representation of the relationship between the transmission
of each packet and the observation at each time slot. Finally,
we explain the asymptotic analysis and the optimization
method for the conventional ALOHA scheme.

First, the receiver is assumed to be able to distinguish the
following states of each time slot:

1) Idle, where no users have transmitted.
2) Singleton, where only one user has transmitted.
3) Multiple users have transmitted, and packets collide.

The packet can be immediately retrieved if and only if it
arrived at a singleton time slot. If a packet arrived at a time
slot with a collision, it could not be retrieved unless:
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FIGURE 2. Toy example of a bipartite graph where a set of variable nodes V;, V,, V3 and V, are connected to
observation nodes 0,, 0,, 05 and 0, with edges. Each variable node, observation node, and the edge is depicted as a
circle, a square, and a line segment, respectively. The variable node is colored grey when the edges connected to that
node is removed by SIC, i.e., when the corresponding packet is retrieved.

1) the interference of other packets involved in the colli-
sion is removed and the time slot becomes singleton

2) the same packet which arrived at a different time slot is
retrieved.

A. BIPARTITE GRAPH REPRESENTATION

The relationship between the transmission of a user and the
observation at a time slot can be represented by a bipartite
graph composed of variable nodes, observation nodes, and
edges. The variable node corresponds to the packet of each
user, whereas the observation node corresponds to the packet
reception at each time slot. In this study, a set consists of N
variable nodes and M observation nodes which are denoted
by V and O, respectively. On the other hand, the edge corre-
sponds to the relationship between each node, i.e., if the i-th
user has transmitted a packet at the j-th time slot, V; € V will
be connected to O; € O with an edge. The number of edges
connected to each node is referred to as a degree, and it repre-
sents the number of packet transmissions for variable nodes
and the number of packet arrivals for observation nodes.

If a packet arrives at the time slot without a collision,
it is assumed to be immediately retrieved. On the contrary,
if multiple packets arrive simultaneously at the receiver, all of
them cannot be retrieved unless an interference cancellation is
performed. The coded ALOHA schemes proposed in [5], [6]
utilized SIC after receiving M time slots. The decoding pro-
cedure of SIC can be described in a bipartite graph as such:

1) Search for an observation node with degree 1, which
means a packet arrived at the corresponding time
slot without a collision and thus can be immediately
retrieved.

2) Track a variable node with the edge connected to the
degree 1 observation node found in Step 1 and remove
all the edges connected to that variable node.

3) Iterate Steps 1) and 2) until the number of observation
nodes with degree 1 becomes 0.

Note that Step 2) leads to additional observation nodes with
degree 1 and corresponds to removing the interference of a
retrieved signal of the packet from other received signals at
the time slot. Additionally, Step 2) is realized by assuming
each packet is equipped with a pointer which indicates the
time slot in which its replica was transmitted [S]. A dominant
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factor of the throughput degradation in a high-load regime is
the rare occurrence of singleton observation nodes.

The packet recovery via SIC can be explained using a
toy example. The bipartite graph shown in Fig. 2 consists
of a set of variable nodes V = {Vi, V,, V3, V4}, a set of
observation nodes O = {01, O,, 03, O4} and a number of
edges that connect the nodes. (a) First, the edges connected
to V| are removed as one of them is connected to O, which
is a singleton node. (b) Next, the edges connected to V; are
removed after O; becomes a singleton node. (c) Then, O3
becomes a singleton node and thus enables the removal of
the edges connected to V3. (d) Finally, the edge connected to
V4 is removed, and SIC is terminated as the number of nodes
with degree 1 became 0. Therefore, SIC can retrieve all the
packets in the case of the toy example shown in Fig. 2.

B. PACKET LOSS RATE ANALYSIS BASED ON
DENSITY EVOLUTION
1) DEGREE DISTRIBUTIONS
In a system which adopts the IRSA approach, each user
determines its packet transmission rate based on a given
degree distribution function. Specifically, a user with degree-
k selects k random time slots within the time frame. Let us
denote the probability that the user transmits k times with Ly .
Therefore, the degree distribution of the variable node is
given by

kmax

L(x) 2 ) Lk, e
k=1

where kpmax represents the maximum number of the packet
transmissions and x is a dummy variable. The distribution,
L(x), is configurable by a system designer and is a target of
optimization in order to achieve the highest peak throughput
for a given kp,x. Note that the IRSA is regarded as a general-
ization of CRDSA; CRDSA can be realized by setting

_ 1 (k = kmax)
Le = {O (otherwise). @

Similarly, the degree distribution of the observation node is
given by

N
R(x) £ )" Rix*, 3)
k=0
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where Ry is the probability that the observation node has
degree-k. Unlike L(x), R(x) cannot be configured by the
system designer and depends on the realization of the system.
However, each R; can be calculated from a binomial distri-
bution as follows:

N
Ry = ( k)pk(l - pN 4

where p represents the transmission probability of a user per
time slot, which is calculated as follows:

_ ZZ LRy
p= N (@)

When N, M is sufficiently large and p is very small, Ry can
be approximated by Poisson distribution as

(RS0
~ RO . ©)

From the definition, the average number of packet trans-
missions per user and packet arrivals per time slot is given
by Y kLy = L'(1) and )  kRx = R'(1), respectively,
where (-) represents the first-order derivative. Therefore,
the offered load of the system can be written as G = N/M =
R(1)/L'(1).

Moreover, the edge-perspective degree distribution can be
defined by considering the probability of the edge connected
to a node with degree-k. Let the probability of an edge
connected to a variable node with degree-k be denoted by
Ak. Similarly, the probability of an edge connected to an
observation node with degree-k can be denoted by px. If Ly
and Ry, are given, then A and pi can be defined as

Ry

Lik
MoE = @)
Zz CLy
and
A Rkk
Ok = , (®)
2 ERe

respectively. Then, the edge-perspective degree distribution
functions for the variable and observatin nodes can be given
by

kmax
Mx) 2 k! ©)
k=1
and
N
p) £ Y (10)
k=1
respectively.

2) DENSITY EVOLUTION

The theoretical analysis of the packet loss rate (PLR) of the
coded ALOHA can be performed with density evolution [20]
which involves iterative calculation over the aforementioned
degree distributions. Let g; denote the probability that the
edge is connected to an observation node and not yet removed
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in the i-th iteration. With the distribution functions given
by Egs. (9) and (10), ¢; is given by

N
gi =y or(1— (1= rgi-))") (1)
k=1

=1-p(1 = gi-1). (12)
where go = 1. For the sake of notation simplicity, the index
of ¢; will be dropped and be denoted by ¢ for the rest of
this paper. After g is sufficiently updated with Eq. (12),
the resulting PLR is calculated by substituting g for L(x)
in Eq. (1). Although this theoretical analysis considers an
asymptotic setting where N and M are both infinite, it is still
useful for an analysis of the practical settings [6].

C. OPTIMIZATION OF DEGREE DISTRIBUTION

For each value of the offered load G, R(x) and p(x) can
be derived from L(x) and A(x). Therefore, if G and L(x)
are given, the probability g can be derived via the density
evolution given by Eq. (12). Then, the offered load G* in
which the throughput is maximized can be derived from

mGax G x (1 — L(q)) (13)
s.t.G >0, (14)

where ¢ is the result of density evolution. Then, the peak
throughput, when L(x) is given, can be defined by the fol-
lowing function

T(L(x)) £ G* x (1 - L(g)). (15)
The optimum L(x) for each kp,x can be obtained from
max T(L(x)) (16)
L(x)
kmax
sty Li=1 (17)
k=1

In Table 1, the optimized degree distributions derived in [6]
are provided. Note that the optimization problem given by
Egs. (16) and (17) can be solved by differential evolution [11].

TABLE 1. Optimized degree distributions for kmax = 4, 5, 6, 8 provided
in [6].

[ Fmax | L(z) [ T(L(=)) |
4 0.5102z2 + 0.4898z7 0.868
5 0.563122 + 0.043623 + 0.3933x° 0.898
6 0.5465x2 + 0.1623z3 + 0.2912z° 0.915
8 0.522 + 0.28z2 + 0.22z8 0.938

IV. ZigZag DECODER
As mentioned in the previous section, SIC requires a single-

ton node in order to start its decoding process. Therefore,
if a transmission is done in a manner shown in the bipartite
graph in Fig. 3(a), SIC cannot retrieve the packets anymore.
The realization of the bipartite graph without the singleton
observation nodes is referred to as a stopping set, which is
regarded as a significant reason behind the degradation of
throughput in a high-load regime. In this paper, we refer to
the bipartite graph in Fig. 3(a) as the stopping set unless
otherwise specified.
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FIGURE 3. Toy example of a bipartite graph of a stopping set composed
of two variable nodes, V;, V,, and two observation nodes 0;, 0,. The
packet-wise representation (a) can be decomposed into segment-wise
representation (b).

On the other hand, the zigzag decoder (ZD) proposed
in [12] has a chance of resolving the stopping sets such
as Fig. 3(a). When considering ZD, each time slot will be
further divided into segments, and supposes that the packet
arrives at the time slot with a segment-wise propagation delay.
Then, the receiver is capable of distinguishing the following
states of each time slot:

1) Idle, where no users have transmitted.

2) Singleton, where only one user has transmitted.

3) Two users have transmitted, and packets have collided.

4) More than two users have transmitted, and packets have

collided.

Note that State 3) is only distinguishable if two packets
arrive with a different propagation delay and are not com-
pletely overlapped [12]. If State 3) occurs at the time slot,
the receiver immediately appends an additional time slot.
Then, the receiver broadcasts a signal to request the user to
retransmit its packet at the additional time slot if it transmitted
at the most recent time slot. If only the requested users
transmit their packet at the additional time slot, a stopping set
as shown in Fig. 3(a) can be manually formed. Then, ZD will
perform a segment-wise interference cancellation over the
stopping set. In this study, the two packets involved in the
stopping set are retrieved with a probability of w. Note that
(1 — w) includes the probability that the arrived two packets
were overlapped entirely, and therefore, the segment-wise
SIC could not be applied.

The decoding process of ZD can be regarded as a
segment-wise SIC, which can be explained using the bipartite
graph. Suppose that the packet and the time slot is com-
posed of N, and N, segments respectively, then, the variable
node corresponding to the i-th user can be decomposed into
Vi = {vij | 0 < j < N,}. Similarly, the observation node
corresponding to the i-th time slot can be decomposed into
O; = {0ij | 0 < j < N;}. Fig. 3(b) shows an example
with N, = 3 and N; = 4, where each node is decomposed
into Vi = {V1,1, V12, Vi3}, Vo = {V2,1, V22, V2 3}, O1 =
{O1,1, 01,2, 013,014}, and O = {021, 022, 023, 02 4}.
The decoding process is initiated by retrieving segments
V1,1 and V2 3 which arrive respectively at the singleton seg-
ments 01,1 and O 4. After removing the interference of V |
and V>3 from all the other segments, segments 0> and
0, 3 become singleton. Then, segments V; 3 and V1 can
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be retrieved respectively from the singleton segments O3 |
and O 3. Finally, segments V] > and eventually V; > can be
retrieved after the interference cancellation. Therefore, all the
segments of both V| and V; can be retrieved via ZD in this
example.

V. PROPOSED PROTOCOLS
In this section, a combination of the zigzag decoder and the
conventional coded ALOHA scheme is considered.

A. ZDCSA
In ZDCSA, the receiver changes its behavior only if two
packets arrived at the same time slot, and otherwise operate
similarly with IRSA. Moreover, based on the state of the
time slot, the receiver successively operates while receiving
packets. When State 3) shown in the previous section occurs,
the receiver appends a time slot immediately afterward and
requests users who sent the packet to retransmit their packet.
The requested packet retransmission is done in the appended
time slot, where the left of the users halt their transmission
until the retransmission is completed. Thus, the stopping set
is manually created, where involved packets can be retrieved
via ZD with the probability of w. If packets are success-
fully retrieved, the transmitters of that packet halt its packet
transmission for the left of the time frame. The time frame
is terminated if the receiver received M time slots without
counting the appended time slots.

In order to consider the overhead of ZD, we defined the
ratio of the number of time slots added via the ZD to M as «.
Therefore, we redefined the throughput calculation as

x(1—p) (18)

A
Tm = 14+ o
where f represents PLR. Furthermore, the peak throughput
when L(x) is applied is denoted by Tzp(L(x)). Note that for
schemes without ZD, such as the IRSA and CRDSA, « is set
to 0.

Unlike the conventional coded ALOHA, ZDCSA is inca-
pable of strict analysis based on density evolution. The prob-
lem of analytical tractability is caused by whether the ZD
event that occurs at a particular time slot depends on the pre-
vious slots to that time slot. Therefore, the degree distribution
for ZDCSA is optimized to maximize the peak throughput in
a finite setting. The optimization problem can be written as

max T7P(L(x)) (19)
L(x)
kmax
s.t. ZLk =1, (20)
k=0

where TZP(L(x)) in this study was obtained from the Monte
Carlo simulation with N = 10*. In Table 2, the results of the
optimization via differential evolution for kpax = 4, 5,6, 8
are presented.

The peak throughput comparison between the IRSA and
ZDCSA with knax = 4, 5, 6, 8 is presented in Fig. 4. As seen
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TABLE 2. Optimized distribution function for ZDCSA in case of
kmax =4, 5,6, 8.

[Fomax | L(z) l
4 0.376122 + 0.0683z3 + 0.55562%
5 0.4162z2 + 0.0852z3 + 0.2170x% + 0.28162°
6 0.4677x2 + 0.0296z% + 0.1646x° + 0.2524x°
g 0.4280x7 + 0.1999z3 + 0.0523z%
+0.0071x° 4+ 0.02232z% + 0.201627 + 0.0888z8

0.941 IRSA, Asymptotic
<%+ IRSA, N=10* /
| —a-- zZDCSA, N=10*
0.92
I e
] I Tl
= / P
2 0.88 I
54 I R
& //
g
0.86 .
0.84pe”
4 5 6 7 3

ki ax

FIGURE 4. Peak throughput comparison between IRSA and ZDCSA with
Kmax = 4, 5, 6, 8.

in the figure, the peak throughput performance of the IRSA
and ZCDSA improves as kpyax increases. The figure also
reveals that the IRSA outperforms ZDCSA when kpyax
becomes 8 or in the asymptotic setting. This outcome is due
to two reasons:

1) The degree distribution of the IRSA is optimized via an
asymptotic setting. The optimization L(x) for ZDCSA
is done in a non-asymptotic setting i.e., when N
becomes large, the IRSA will eventually outperform
ZDCSA in terms of peak throughput.

2) Time slots are added excessively by the ZD, even in a
load region where SIC is capable of retrieving packets
of all the users.

Therefore, a scheme which achieves the performance compa-
rable to the IRSA with less addition of time slots is required.

B. E-ZDCSA

Next, another novel approach referred to as the enhanced-
ZDCSA (E-ZDCSA) is proposed. In E-ZDCSA, the packet
transmission and packet recovery is first conducted in an
IRSA manner. Within the received time frame, the receiver
first appends time slot if it detects the time slot with a collision
caused by two packets. Then, it addresses the transmitter of
the packets involved in the collided time slot to retransmit
its packet to the appended time slot in order to form the
stopping set. Finally, the stopping set is resolved via ZD
with a probability of w. As ZD is operated if SIC could not
resolve a collision of packets, E-ZDCSA enables a decrease
in the number of appended time slots compared to ZDCSA.

168532

Furthermore, E-ZDCSA is capable of optimizing its perfor-
mance via asymptotic analysis based on density evolution.

1) ASYMPTOTIC ANALYSIS BASED ON DENSITY EVOLUTION
First, the node-perspective degree distributions after SIC
are derived in order to track the asymptotic performance
of E-ZDCSA. Let LEIC denote the probability that a
variable node has degree-k after SIC. L,f’lc can be derived
by LYC = Iy /3", Ie, where I (k > 0) is calculated by

1= Legt (k=0)
b= {quk (k > 0), @D

and q is the result of density evolution given by Eq. (12).

In the same manner as L,flc, let R,§IC denote the probability
that an observation node has degree-k after SIC. REIC can be
derived by REIC =ry/ Zz re, where r, (k > 0) is calculated
by

1 N Y,
S R (m)x(cn’"(l — M) " (k=0

m=0{l=m

=10 (k=1)
N
> R <k>“‘”k“ — M) (k > 1).
{=k

(22)

From the above definitions, the degree distributions of a
variable and an observation node after SIC can be defined as

K
LS £ ) " LCx* (23)
k=0
and
N
RSC(x) £ ) " RYCHK, (24)
k=0

respectively. Next, let AEIC, pslc denote the probability that

an edge is connected to a degree-k variable and observation

node, respectively. From L,flc and R?C, A?IC and pEIC can be
derived by
SIC
sic a_L§ k
Mo = SIC (25)
0 %,
and
SIC
pic e Bt (26)
SIC’
2 CRy

respectively. Then, the edge-perspective degree distributions
after SIC are given by

kmax
ASIC(X) A Zl\glcxk—l 27)
k=1
and
N
pSIC(x) A Zpslcxkfl’ (28)
k=1
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respectively. When ZD is utilized, the edges connected to
an observation node with degree-2 can be removed with a
probability of w. Hence, the probability that an edge is not
removed after ZD is derived from

¢*" £ g1 — wp3'©). (29)
Therefore, the PLR after ZD can be calculated by L(g”P).
2) OPTIMIZATION OF L(x) IN CASE OF E-ZDCSA

In the same manner as IRSA, the offered load G* in which
the throughput is maximized can be derived by

max G x (1 - L(¢™)) (30)
s...G > 0. 31)

Then, the peak throughput of E-ZDCSA when L(x) is given
can be defined by the following function:

TE 2P (L(x)) £

*

14+«

Therefore, the optimum L(x) for each kp,x can be obtained
from

x (1= L(g*)). (32)

max TE?P(L(x)) (33)
L(x)
kmax
sty Lp=1. (34)
k=1

In Table 3, the results of optimization via differential evolu-
tion for kmax = 4, 5, 6, 8 are presented. Note that the IRSA
and E-ZDCSA share the same peak throughput performance
when the utilized node distributions are the same.

TABLE 3. Optimized degree distributions for E-ZDCSA in case
of kmax =4,5, 6, 8.

[ kmax | L(x) [ T(L(z)) |
4 0.513022 + 0.0013x3 + 0.4857z* 0.8682
5 0.563022 + 0.0413z3 + 0.39562° 0.8977
0.548522 + 0.1389x3 + 0.02762%
6 +0.0168z° 4 0.26822° 0.9130
g 0.5116x2 + 0.2633z3 + 0.0003z% 4- 0.0019z° 0.9381
+0.0048z° 4 0.040527 + 0.1776x8 )

VI. NUMERICAL ANALYSIS

In this section, the performance of our proposed protocols
are compared with the conventional coded ALOHA schemes.
First, the accuracy of the proposed node distribution analysis
provided in Section IV is validated. Then, the throughput and
PLR performances of ZDCSA and E-ZDCSA are compared
to that of the conventional IRSA. Finally, the analysis when
w is altered is provided.

A. DISTRIBUTIONS AFTER SIC
In this subsection, the theoretical and simulation results
of node distribution after SIC are compared. In order

to measure the difference between the distributions, the
Kullback-Leiber (KL) divergence [21] denoted by Dk (P||Q)
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is introduced, where P and Q are both a discrete probability
mass function (PMF). In this study, P and Q are derived via
the asymptotic and numerical analysis, respectively.

Fig. 5 shows the result of the KL divergence when com-
paring the theoretical and numerical results of the distribution
of the variable and observation node after SIC. For both the
asymptotic and simulation settings, the node distribution L(x)
is set as

L(x) = 0.5x% 4+ 0.28x> + 0.22x%, (35)

and N = 10* for the Monte Carlo simulation. From the
result shown in Fig. 5, the theoretical analysis proposed in this
study enables the node distributions after SIC to be tracked in
most cases except in the moderate-to-high load regime, or the
so-called waterfall region. Although a finite analysis of IRSA
in the waterfall region is provided in [22], it is not introduced
in this study for the sake of simplicity.

0.24 —e— Variable Node
i —8— Observation Node

S
)
S

e
=
=

o
(=3
&

Kullback-Leibler Divergence
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=

o
(=}
X

o
=)
S

0.75 0.80 0.85 0.90 0.95 1.00 1.05 1.10
Normalized Offered Load: G

FIGURE 5. The KL divergence when comparing the theoretical and
numerical results of the variable and observation node distribution after
SIC.

B. THROUGHPUT AND PLR PERFORMANCES

Next, the throughput and PLR performances of the proposed
schemes (ZDCSA and E-ZDCSA) are compared with the
conventional scheme (IRSA). The node distribution L(x) is
set as

L(x)=0.5116x>40.2633x>40.0003x*
+0.0019x° +0.0048x° +0.0405x” +0.1776x%,  (36)

for IRSA and E-ZDCSA, and

L(x) =0.4280x>+0.1999x> 4-0.0523x*
+0.0071x> 4+0.0223x°% 4 0.2016x” +0.0888x%  (37)

for ZDCSA. Further, N is set to 10* for a non-asymptotic
setting. Fig. 6 and Fig. 7 show the comparison between each
scheme in terms of the throughput and PLR performances,
respectively. For both analyses, the results of the Monte Carlo
simulation validated the asymptotic analysis presented in the
previous section.

As seen from Fig. 6, both the proposed schemes with
ZD clearly suppressed the degradation of the throughput
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FIGURE 7. PLR performances of IRSA, ZDCSA, and E-ZDCSA.

performance in a high-load regime compared to the conven-
tional IRSA. Besides that, the effect of the overhead caused
by appending time slots via ZD is significantly depicted
in the result of ZDCSA; although the peak throughput was
relatively high, its throughput performance was degraded
in a moderate-load regime. On the other hand, E-ZDCSA
showed a throughput performance similar to that of IRSA,
where the throughput rises linearly to N /M until its peak.
After its peak, E-ZDCSA outperformed the IRSA thanks to
7D, and eventually, ZDCSA because of less overhead. In the
peak throughput performance comparison, both E-ZDCSA
and IRSA achieved 0.9381 in the asymptotic setting. For
non-asymptotic setting with N = 10*, the peak through-
puts of IRSA, ZDCSA, and E-ZDCSA were 0.9045, 0.9029
and 0.9056, respectively. Therefore, it can be deduced that
E-ZDCSA is the most effective scheme in terms of throughput
performance.

From Fig. 7, it can be seen that E-ZDCSA and IRSA did
not have an error floor in the asymptotic setting. Conversely,
in the non-asymptotic setting, the proposed schemes showed
a lower error floor compared to IRSA. Notably, E-ZDCSA
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drew its error floor lower than the other two schemes and
achieved the lowest PLR in the region of G < 0.91. While
the offered load G was in the range of [0.91, 1.23], ZDCSA
showed the lowest PLR owing to the structure of applying
ZD before SIC. After G became higher than 1.23, E-ZDCSA
outperformed ZDCSA by achieving the lowest PLR among
all the schemes in comparison. Therefore, it can be concluded
that E-ZDCSA is the most effective scheme in almost all the
load regimes in terms of PLR performance.

C. THROUGHPUT PERFORMANCE IN A PRACTICAL
SCENARIO

Finally, this subsection observes the peak throughput perfor-
mance of the proposed schemes when ZD success probability
w is changed. As the transmission of users is typically spo-
radic [2] in the mMTC scenario, the number of active users is
assumed to be relatively small compared to the number of all
users. Therefore, this subsection considered a smaller number
of users compared to the previous analyses. As described
in Section IV, ZD can be applied if two packets arrived with
a different propagation delay. For simplicity, the delay of the
packet of each user can be regarded as a random selection of
back-off patterns. Then, it can be said that the ZD fails only if
two users picked the same back-off pattern. Therefore, the ZD
success probability can be calculated as

w=1-Ng", (38)
where Np denotes the number of back-off patterns.

Fig. 8 shows the peak throughput performance comparison
of IRSA, ZDCSA and E-ZDCSA in w € [0, 1] when N
is set to 103. Note that the node distribution is configured
according to Eq. (36) for IRSA and E-ZDCSA, and Eq. (37)
for E-ZDCSA. From the result of @ = 0, it can be seen
that E-ZDCSA significantly decreased the number of append-
ing time slots compared to ZDCSA. For E-ZDCSA, it out-
performed IRSA when w was greater than 0.5. Therefore,
only (1 — w)~! = 2 back-off patterns were required in
order for E-ZDCSA to achieve better performance than the
conventional IRSA. In the case of ZDCSA, it outperformed
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IRSA with @ > 0.9, meaning that the number of back-off
patterns in order to outperform IRSA was approximately 10.
In particular, Ng was initialized to 32 in IEEE 802.11 [12],
which yielded v = (1 — 32)~! & 0.969. As shown in the
figure, both ZDCSA and E-ZDCSA outperformed the IRSA
when o was set to 0.969. Therefore, the proposed protocols
are effective in terms of the practical scenario.

VIl. CONCLUSION

In this study, the effects of applying ZD into a coded ALOHA
scheme in terms of throughput and PLR performances were
investigated. Namely, ZDCSA and E-ZDCSA were proposed
as a scheme which applies ZD before and after SIC is con-
ducted, respectively. Furthermore, the asymptotic analysis
for E-ZDCSA was derived, and its accuracy was validated
with the Monte Carlo simulations. Through the numerical
and asymptotic analyses, it was revealed that E-ZDCSA out-
performed ZDCSA and the conventional IRSA in terms of
throughput performance and PLR performance in most of the
offered load regime. Moreover, the proposed schemes have
also outperformed the conventional scheme in a practical
scenario with w < 1. Note that it remains as a future work to
take the effects of the physical layer such as capture effects
into consideration.
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