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Abstract

The programme of the School was arranged around four themes.

The theme “Advanced Topics” explored the ficld of Quantum Technologies: quantum
computing and quantum cryptography. Quantum computation is a new computational
paradigm invented by Richard Feynman and others in the early 1980s in which numbers
would be represented by quantum mechanical states of some suitable atomic-scale systems.
This idea brings a new feature to computation: the ability to compute with guantum
mechanical superpositions of nambers. For certain types of computational problems this new
feature would make quantum computation very much more efficient than classical
computation,

Other lectures introduced some of the technologies that could be used for storing and
managing the many PetaBytes of data that will be collected and processed at the Large
Hadron Collider (I.LHC) accelerator, which is scheduled to begin operation at CERN in 2005.
The state of the art of the current mainline hardware technologics was described, with a
discussion of the likely evolution during the next five years, The notes also introduced some
more exotic techniques, and discussed the storage capacity and performance requirements of
the experiments which will use the LHC accelerator.

In addition, there were presentations of the results of the CERN investigation and survey of
the market offering and of the technology evolution in the field of System Managed Mass
Storage Systems, including a summary of the practical experience with CERN developed
systems (SHIFT and STAGE), the HPSS activity, a survey of existing alternatives (Nstore,
Eurostore, SHIFT++ etc.).

The design of a trigger and data acquisition system for a general-purpose experiment at the
Large Hadron Collider poses a challenge that has no precedent in the history of experimental
physics. The physics requirements, the detector characteristics and the high collision rate
expected at LHC luminosities of 10%%32 to 10%*34 cm-2 s-1 inherently constrain many
aspects of the architecture of a high-efficiency data acquisition system. The detector signals
must be amplified, shaped and eventually digitised. The analogue or digital information for
each channel must be held in local buffers during the decision time of the event selection
system, operating at the bunch crossing frequency of 40 MHz. Then the data fragments must
be synchronised, collected and compressed to form a full event while the rate of storable
events is reduced by subsequent trigger levels. Telecommunication and computing networks
will be extensively used to interconnect the signal digitizers to a large complex of computing
elements used to analyse event data and select the collisions of physical interest. The course
introduced the requirements and the basic concepts of trigger and readout systems at LHC
experiments

The goal of the “Software Building” track was to combine exposure to software engincering
principles coupled to the software technologies and packages that are relevant for LHC
experiments, It is also to give students a taste of working on large software projects that are
typical of LHC experiments. The idea is to use the software engineering and LHC++ lectures
as a framework with a single case study, based on LHC++, for all phases of the software
process. The lectures explained the different phases of the software process, components of
the LHCH++ software suite and the exercises use an LHC++ application as a case study.

The “Internet Software Technologies” track explored the general field of the Software-based
technologies in use or planned over Internets and Intranets. The track was composed of three
distinct though connected topics: Distributed Computing using Agents, Transaction
Technologies, and Advanced Web Software Topics, The first course focused on a promising
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technique for supporting distributed computing: the wse of agents written in Java. This
method is applied to the specific field of Distributed Physics Analysis. The second course
“Web-based Transaction Technologies” described the mechanisms and techniques for
supporting client-server interactions based on web forms. It started with a presentation of the
HTML language, then carried on with scripting languages (JavaScript) and the CG) interface.
The third course was devoted to a selection of more advanced web-based software topics.
This included a presentation of the Cascaded Style Sheet (CSF) system and the Dynamic
HTML (DHTML). The course also addressed the XML language as well as the SMIL
language for the support of synchronised multimedia documents.









Preface

The 22" CERN School of Computing took place at the Hotel Anders, Stare Jabtonki, Poland
from 12-25 September 1999. The School was organised in collaboration with the Faculty of
Physics, Warsaw University and the Department “Internet for Schools” of the Foundation in
Support of Local Democracy.

Thirteen lecturers, of which seven were from CERN, one from the USA, and five from
Europe, were invited to give courses at the School. Forty-five students {coming from
34 institutes, 21 countries and of 22 nationalities) attended the School of which 13 in total
were funded by UNESCO; of these 13, 12 also received funding for thewr travel. Two of the
funded students (Malkov, Bordeanu) were also partially sponsored by the "Tundacja
Popierania Nauki, Kasa im. Jozefa Mianowskiego™.

The programme consisted of 37.50 hours of lectures {including 2 evening lectures) and
18 hours of exercises. There were 13 lecturers including cvening lecturers. One student
session of /2 hour was organised on the last Friday morning.

Two evening lectures took place. The first “Feynman and Computation” was given by
A. Hey. The second was given by A, Wroblewski and was entitled “Physics in the 1900°s”.

The programme of the Schools was organised round four themes:

. Internet Software Technoelogies
) Software Building
. LHC Experiments Data Communtcation & Data Processing Systems

. Advanced Topics

The School was opened in the presence of:

Prof. Jerzy Niewodniczanski, Chairman, National Atomic Energy Agency,

Prof. Hans Hoffmann, Director of Technology and Scientific Computing, CERN,
Prof. Ryszard Sosnowski, Polish Delegate to CERN,

Dr. Adam Soltan, Director, Department of International Cooperation and European
Integration, Naticnal Atomic Energy Agency,

Dr. Jacek Gajewski, Internet for Schools, and University of Warsaw,
Sergio Cittolin, and Robert Jones, Members of the Advisory Committee -CERN.

In the absence of C.E. Vandoni, R, Jones and J. Gajewski acted as co-Directors of the School.
The following members of the Advisory Organising Committee attended the School for a few
days at various times: F. Eticnne {(Chairman), F. Fliickiger, A.J.G. Hey and S. Cittolin {who
were also lecturers). Prof. K. Chatasinska-Macukow, Dean of the Physics Faculty, Warsaw
University and Prof. M. Kicinska, Deputy Dean of the Physics Faculty, Warsaw University,
together with Prof. A, Wréblewski, member of the CERN Council and former Rector of
Warsaw University (evening lecturer) visited the School on the last day.
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F. Collin of the CERN, I'T-PDP group, and A. Pacheco of IFAE Barcelona were the System
Managers of the CSC computer centre and their extremely hard work and efficient
management, both before, during and after the Scheol was a major contributing factor in the
success of the Schoeol. The computing and peripheral equipment was provided by CERN. Our
Polish colleagues provided the network connection from Stare Jablonki to CERN and the
following Polish technicians were on site, either partially or full-time: Lukasz Blecki {part-
time), M. Kacprzak (part-time), F. Kosla, D. Techmanski. A. Skoczylas was alse on-sile as an
additional aide. Miss Sylwia Rudnik gave secretarial assistance.

C. Markou and K. Zachariadou, members of the Local Organising Committee for the 2000
School Committee, attended for one week each, so as to obtain a betier idea of the
organisation and setting up of a CERN Camputing School.

The Internet connectivity for CSC’99 was sponsored by the Polish State Committee for
Scientific Research, grant KBN 115/E/343/5/99

For the first time in the history of the Schools, a subset of the lectures were “webcasted”, and
made available on the CERN Web Site (http://webcast.cern.ch/Projects/CSC99/).

Very special thanks must go to the lecturers for the enormous task of preparing, presenting
and writing up their courses.

Both G.V. Frigo and M. Ruggier are warmly thanked; G.V. Frigo for having designed an
excellent poster and M. Ruggier for his work in producing the CSC Web page.

We express our gratitude to our secretary and administrator, J. Franco-Turner, not only for the
efforts made during the preparation of the School, but also for her invaluable help in
preparing these Proceedings.

The participation of so many peeple coming from many different parts of the world, is a
convincing proof of the usefulness and success of this School. We should also thank the
students for their enthusiastic and conscientious participation in the life of the School in all jts
aspects.

EDITOR’S NOTE

To his great regret, the Editor did not succeed in obtaining written contributions from a
number of lecturers, in spite of repeated efforts.

However, a namber of presentations in electronic form, and, where applicable, some material
used for the exercises is available on the web, under

http://www.cern.ch/CSC

A CD-ROM containing a compilation of this material is available on request.
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NOTES ON QUANTUM COMPUTING AND RELATED TOPICS

D.A. Ross and A.J.G. Hey
Quantum Technology Group, University of Southampton, Southampton, SO17 1BJ

Abstract

These notes are infended as a simple introduction to the new field of quantum
computing, quantum information theory and quantum cryptography. Under-
graduate level quantum mechanics and mathematics is required for an under-
standing of these lectures. After an introduction to qubits and quantum regis-
ters, we introduce the key topics of entangled states and quantum logic gates.
For two qubit states, we introduce the four Bell states as a change of basis.
The essentials of quantum cryptography are then described, although this is
just a straightforward application of quantum mechanics. The characters of
Alice, Bob and Eve are first introduced here. Two qubit Bell states are used
to demonstrate a novel "dense coding’ technique. Finally, in these communi-
cation applications, quantum teleportation is explained in detail, again making
use of entangled Bell states. The technique of magnetic spin resonance is used
as a familiar example to illustrate how qubit operations could in principle be
realised. This leads on to the specification of quantum devices that can en-
code functions. Al this is preparatory to a detailed discussion of two of the
most significant quantum algorithms discovered to date, namely, Peter Shor’s
factorization algorithm and Lov Grover’s quantum database search algorithm.

1. INTRODUCTION

The basic unit of a classical computer is a bit. This is a device that can be in one of two states. Usually
this is a wire which is in the state [1 > if the wire carries a voltage and |0 > if it does not (more precisely
the two states are distinguished by the electrode having a high or low voltage respectively). Thus such
a bit can carry one binary digit, the two states representing the numbers 0 and 1. By assembling L such
bits one can store numbers from 0 to 2% — 1. The memory of a modern computer contains of the order
of 109 bits and the disk storage contains of the order of 10*! bits.

In early computers a memory device to store a bit consisted of a small toroid of ferromagnetic
material with an electric coil wrapped around it If the bit was “set” (.. in the state representing the
number 1) then a current passed through the coil and the toroid produced a magnetic field. For the state
representing O there was no current and consequently no magnetic field. Clearly the total number of such
bits was limited by constraints of both size and cost and computer with more than 10° bits were rare.

Since then we have seen the revolution in semiconductor technology and a great deal of effort
has been put into reducing the size and costs of these binary bits. Nowadays a flat microchip with a
surface area of order 1 cm? can hold of the order of 108 bits. The small size of these memory chips has
also had the effect of speeding up the rate at which computers can run; essentially this is because the
electromagnetic signal has less distance to travel between components.

The original motivation for imagining a “quantum computer” was based on pushing these im-
provements in technology to their physical limit. The smallest device one can imagine, that can exist
in two states, is a single electron which has the property of spin whose component in a given direction
(usually taken o be the z—direction) can take one of two values, :t%h. ‘We could take these two states
to represent the two states of a binary bit. The spin of an electron can be flipped by the application of
an oscillating magnetic field with the correct (resonant) frequency, and can in principle be measured by



applying a constant magnetic field in the z direction and observing the energy change. If this were a
single outer electron of a molecule that represented one lattice point on the surface of a crystal, a surface
area of order 1 cm? could hold of order 10'% such bits. The difficulty, of course, is that to store and
read different numbers we would need to be able to apply or measure magnetic fields that differentiated
between two neighbouring spins which were only 10~ ¢cm apart.

There is, however, an important qualitative difference between a classical bit, which is an elec-
tronic component, and a quantum bit, such as the spin of an electron. Whereas a classical bit can only
be in one of two possible states (high or low voltage) and must be in one of these two states, a quantum
bit need not be in one or other of the two allowed states but can in general be in any linear superposition
of these states. The electron does not have to be in an eigenstate of the z component of spin, for which
the value is definitely either -§~%h or w%h, but in a linear superposition of these. For a register of L such
quantum bits this gives us the opportunity of storing all possible numbers between 0 and 2% — 1, simul-
taneously and performing operations on these nuimbers and storing the result of applying such operations
on all arguments simultaneously. The difficulty now arises of how to project from this linear superposi-
tion the particular value that we are interested in. This is where algorithms for quantum computing are
used and there are cases in which these algorithms can significantly enhance the rate at which a compu-
tation can be performed. One particutar example of this is a database search for which the time taken to
carry out the search grows linearly with the size of the database if classical computational algorithms are
used, but only as the square root of the size of the database if a quantum algorithm is used on an initial
quantum state, which consists of a superposition of the entire database. The database in question must
be a quantum version of the classical database.

The practical difficulties in constructing such quantum computers are enormous. So far the various
algorithms have only been carried out on samples of at most two or three quantum bits. Nevertheless
a theoretical study of the potential power of a quantum computers is a worthwhile enterprise, afbeit in
anticipation of significant improvement in the required engineering techniques.

2. DEFINITIONS ETC.
a. qubit:
A qubit is a quantum system which can be in one of two states. We shall think of these as spi %
particles, the two states being two cigenstates of .5, although it is likely that in practice a photon
will be used, the two states being the state of polarization {horizontal or vertical) with respect
to some chosen axis. The qubit can take 2-values - 0 or 1, which are associated with the two
eigenstates as follows:
1>=]1>

0>= | >

In general a qubit can be in a superposition of these two states with complex coefficients ¢« and £,
2 2
al0 >+ >, (Jol” + 6" = 1)

and it is this property that distinguishes them from classical bits used in conventional computers,
In mathematical terms, we say that since the general state of a qubit can be a superposition of the
two pure states, with arbitrary complex coefficients, then the state a described as a vector in the
two dimensional complex space C2,

b. L-bit register: A register is a set of L qubits. Such a register can be used to store an integer
number, J, between 0 and 2” — 1. The state of the register is denoted by this number, e.g.

|J>= [T L



For example in the case of a 2-bit register
0>= | [|>
|1>= | |T>
12 >= | 1]>
[Be= 11>
Once again, a register can be in a superposition of states

91
W= Y agld>.
J=0
The interpretation of the (complex) coefficients a is that |a Jjg is the probability that a measure-
ment of the state of the system will yield the value J. Clearly by conservation of probability we

have
2l 1

Z ICLJ|2 = 1.
J=0

Such states are also known as “coherent” states.
In mathematical terms, the state of an L qubit register is a vector in a space which is the outer
product C? ® C? - - ® C?, one for each of the L qubits.

. Entangled pair:
This is a pair of qubits which is in a superposition of eigenstates of 5, i.e. some superposition of
the states |0 >, [1 >, |2 >, |3 > defined above, in such a way that the state cannor be written as
the product of states for each qubit.
Thus, for example the state

5m>+u>+m>+wﬂ

is not an entangled pair, since it can be written as
1
s>+ 1> @ (1> +H1>),
whereas the state ; )
—_ o >+ 11>
7 7 (1> +[11>)

is an example of an entangled pair. In general a superposition (with coefficients a;, ¢ = 0---3)

(10 > +]3>) =

apl0 > +ai1|l > +a2|2 > +a3|3 >
is an entangled state unless
ag
Gz a3

det = {),

A specific example of entangled pairs occurs in the total spin of multi-electron atoms. In the case
of He, for example, the two electrons can be in a total spin state S = 1 with three allowed values
for the z—component of spin, S, = —1, 0, 1, or in a total spin state § = 0. In terms of the
individual spins of the two electrons these are given by

|~l—~l«>7 S:l’ Sy =—1

|TT>: S:L‘S'zzl

1

2(|l?>+|Tl>)} S =1, Szﬂ

&

. (1> = 11>), 8=0,8,=0

Sl

2



The two states S = 1,5, = 0and S = 0, 5, == 0 are examples of entangled states.

The concept of entangling can casily be extended to L qubits. The state is entangled unless it
can be written as a product of states for each of the L qubits. Regarding the state as a vector in
the space C? @ C2- - ® (2, a state is said to be entangled if it cannot be expressed as a single
outer product of vectors in each C? space, but only as a linear superposition of such outer products
(known as a “tensor product™),

. Unitary transformations:
A Unitary transformation is a transformation which takes the superposition (coherent) state of L
qubits

201
Z CL‘]L] >
J=0
to
2b.q
Z a'fld >,
J=0
where
281
K
aly = Z Urak,
K=0
the matrix U being unitary
utu = I

From this unitarity property one can show that the new coefficients «y also obey the conservation
of probability relation
9l-y

Z |af,§2 =

J=0
and so the new state is also a superposition in which the probability of a measurement yielding the
value .J is |a’;2. This is also a coherent state so the unitarity operator preserves the coherence.
A unitary transformation might only act on one qubit, leaving the other qubits in the register alone
or alternatively it might act on two or more qubits simultancously.

Examples of U:

The unitary transformations on a single qubit can be written in terms of four matrices, each de-
pending on a single parameter, 6.
®

u _ cos(o) isin{¢)
() (zsm(g ,05(92 )

For a spin—% particle, this corresponds to a rotation through angle # about the x— axis.

1y (8) = ( co?.(%g Sill(%)} ) .
2

—sin(s} cos(:

For a spin»— particle, this corresponds to a rotation through angle & about the y— axis.

eiﬂ/? 0
llz(f)) = ( 0 e—-iﬂ/? :



For a sp'm—-% particle, this corresponds fo a rotation through angle £ about the z— axis.

81‘9/2 0
ut)(9)=( 0 b2 |-

This corresponds to multiplication by an overall phase factor. The identity matrix, I, is
ug(4). Spin representations of the rotation group are double-valued: a rotation by 27 gen-

erates an overall minus sign and 4r is required for the identity operation. )
A general unitary 2 x 2 matrix can always be obtained from a product of these transformations.

Now consider 2 qubit states. The unitary matrices U are 4 x 4 matrices. For example
L

00 0 1
0010
Ur=119 10 0
1 000

This flips both qubits. It is a “NOT” gate, denoted by Uyor, ie.

Upor| 1T>=U18 >=[0>=]]]>.

»
010 0
100 0
Uz = 000 1
00 1 0

This flips qubit 2 only, e.g.
Us| 115= Ug3 >= 2 5=| 1|>.

01 00
100 0
0 010
00 01

This flips qubit 2 if and only if qubit 1 is in the state |1 >. This is a “controlled NOT gate”,
and is usually denoted as Cyorp, €.2.

Uy =

Cyor| 11>= Cnor[3 >= |2 >= | ] >,

but
Cror| [T>= Cyorll = |1 =] |T>,
L ]
0 01 6
01 0 0
Ui=11 10 0 0
0O 0 0 1

This flips qubit 1 if and only if qubit 2 is in the state |1 >. It is also a controlled NOT gate
and we denote it by Cly . Thus

CJ}VOTE == CNOT|3 == H >=| [T>,

but
Chorl 1l>= Cnopl2 >= 12 = | T|>,



ju]

[sve s

—
o OO

U

[+
o
—
=

0 0 01

This interchanges the two qubits and is denoted by Usyiyen. This can be obtained from a
combination (product) of Cly ey, and Clyorp, i€

Uswiter = Cnor Cnor Cnor
Any [ qubit unitary matrix can be constructed out of outer products of these single qubit unitary
matrices (or their matrix products). However they will not in general be a single outer product of
these 2 x 2 unitary matrices, but may be a sum of such outer products (this is known as a “tensor
product™).
In the above examples of 2 qubit unitary operators we have

Up = u,(n) @ up(—m)
U2 =1& (UO(W)UR:(_‘W))
Cnor = % (I® 1~ (uo{m)u,(~n)) @ L+ uo(m) @ up(=7) + (U (7)) © vz (7))

The last is an example of such a tensor product.

A unitary matrix representing the transformation of an [ qubit system is 2 matrix in the outer
product space CZ®C? - - @ C2. If the transformation acts on cach qubit separately then the matrix
can be written as an outer product of a {2 x 2) matrix on each C 2 space for each qubit, If, on
the other hand, the transformation involves the interaction between qubits, as is the case for the
controlled NOT gate, then the unitary matrix is not a single outer product of matrixes acting on
each qubit, but a linear superposition of such outer products.

In general, a physical device can in principle be constructed that performs any of these unitary
transformations. In the case of spin-% particles we use the techniques of NMR (Nuclear Magnetic
Resonance) to illustrate the construction of *gedanken’ devices, as is described later.

. Hadamard transformation:
This is a unitary transformation which acts on each qubit with the matrix

1 (-1
YR N

In terms of the fundamental single qubit transformations described above we have
uy = up(mu,(wiu,(~m/2).
The L qubit Hadamard transformation is represented by the outer product
Uy = ug@ug@uy -

It is often more convenient to use the pseudo-Hadamard transformation represented by the matrix

= uy(-7/2) = *1\/‘5( 1 wll )

Rither of these transformations has the effect that it transforms the lowest state |0 > into the sum
of all states with equal coefficients,

2t —1

Uy|0 >= Z |J >
J=0



Fig. 1: Stern-Gerlach apparatus. A particle of spin-% is passed between the poles of a magnet, which produces a non-uniform
magnetic field in the x-direction. The particle is displaced upwards or downwards according to the z—compoent of its spin
being 43 or —2 respectively. If the particle is initially in a superposition of these states then this apparatus forces il into one
or other of the dllowcd slates.

or
2k —

U,ul0 >= Z [J > .

The Hadamard gate is idempotent, i.e. it is equal to its own inverse, whereas this is not the case
for the pseudo-Hadamard transformation. On the other hand a psecudo-Hadamard transformation
can be achieved by a single rotation about the y—axis.

f. Measurement:
A measurement of a coherent state is an operation which “collapses” the state into a pure state.
For a superposition {coherent state) we have for each value of I (0 to 2% — 1)

2kl
> asll>— |K >,
J=0

with probability |as [*. This operation destroys the coherence of the state by collapsing it into one
of the allowed pure states. The operation cannot be described by a simple matrix multiplication.
In the case of spm- particles such a collapse is effected by the simultaneous measurement of the
z—component of spin of each of the particles. The z—component of spin of a single electron,
5., may be measured using a “Stern-Gerlach” apparatus. The electron is passed through a region
of non-uniform magnetic field in the z—direction. This causes a displacement of the path of
the electron in one of two directions depending on the z—component of the spin of the electron
(which is proportional to the z—component of the magnetic moment of the electron). From this
displacement, the z-component of the spin can be deduced. If the electron was nof in a pure
eigenstate of .5, but a superposition of such eigenstates, then the operation of passing it through a
Stern-Gerlach apparatus forces the electron into one of the two eigenstates of .S,

g. Bell states:
These are four states for a 2 qubit system, which are specific examples of entangled pairs. They
are labelled By, By, By, B3 and may be defined as

|Bo > = —“f (071> +il L1>) = y (13 > +1]0 >)
Bi>= 2= (1 L> +il 11>) = 75 (10> i3 >)
By > = 7@ > =il115) = = (1> =i2>)
By > = 5 (111> =il 11>) = 5 (12> =ift >)



These Bell states form an orthonormal set
< BBy »=67, [,J=0--3

so that any two qubit state can be expanded as a lincar sum of Bell states.
They can be obtained by acting respectively on the pure state [0 >, [1 >, |2 >, or
unitary (ransformation

3 > with the

0 0 < 1

1 1 -1 0 0

Ugen = ﬁ 5 1 0 0
0 0 1 2

eg.
By > = Ugenjd >, J=0,---3

It is useful to invert these Bell stales, i.e to write the pure states as superpositions of Bell states.
This gives

0> | ||>= __\% (1B1 > —ilBo >)
1>=]1>= ”‘]ﬁ (|By > +i|B3 >)
2 >=[1]>= % (1Bs > +i[ By >)

3>=|1I>= % (1B » ~i1By >)

These may be written

3 K

J>= 3 (Ugy), 1Bx >
K=0

Thus a Bell state may be measured by passing it through a device which performs the inverse
transformation of U .y; and then measuring the z-components of spin of the two spin—% particles.
These Bell states have the remarkable property that they can be transformed into each other by
transforming only one of the two qubits, i.e. the 4 x 4 transformation matrix which transforms
{Br > into | By > is of the form

I&vyy.

for example
vio = Uy(-7)
Voo = u:c(ﬁﬂ')
vig = w(m)
vap = 1
This property of the Bell states is the crucial property on which applications such as quantum teleporta-
tion depend. Entanglement, as expressed in these Bell states, is the essence of the mystery of quantum
mechanics. These states embody the non-focal, *faster-than-light’ property of quantum mechanics, that
Einstein so detested and which the EPR paradox was intended to highlight. Quantum algorithms make
essential use of this non-local property to deliver their spectacular improvements over classical algo-
rithms.



3. QUANTUM CRYPTOGRAPHY
This is not really quantum computing but rather the use of quantum mechanics to transmit a key which
is only known to the encoder (Alice) and the decoder (Bob). A better name than quantum cryptography
would be quantum key distribution since quantum mechanics is used to create a method of cryptographic
key distribution which can detect the presence of an eavesdropper (Eve) listening in.

A message N, which can be stored in an L-bit register is encoded with the use of a key K which
is also a number between 0 and 2% — 1. The encoded message M is simply

M=Nak

(@ means exclusive or - XOR).
The decoding is effected by again performing the XOR operation with K

MoK = NoKOK =N@lO=N

The key is transmitted from encoder to decoder (or vice versa) by transmitling a large number of
qubits (usnally one will need at least 2L of these). The qubits are either in one of the two eigenstates of
S, or in one of the two eigenstates of S,. These are chosen at random, but with equal probability by the
encoder. For each qubit the encoder, Alice, records the eigenvalue of the qubit as well as the direction of
spin (z or x) in which the qubit was an eigenstate. The decoder, Bob, measures either the z-component
or the z-component of the spin of each qubit (at random, but with equal probability) and records the
result as well as which direction of spin was measured.

In about half the cases Bob will have measured the spin in the same direction as Alice prepared it
( “good” qubits). For such qubits Bob will obtain a result for the eigenvalue which is always equal to the
eigenvalue corresponding to the eigenstate in which it was transmitted. In the remaining half, in which
Bob measured the spin in a different direction from the direction in which they were prepared (“bad”
qubits) the result will have equal probability of being equal or opposite to the eigenvalue of the prepared
state. These “bad” bits must be discarded, but it is safe to build a key, K, from the remaining “good”
qubits.

It is therefore sufficient for Bob to tell Alice (on an open line if necessary) in which direction the
spin of each qubit was measured it but not the result. Alice can then tell Bob (again on an open line)
which are the “good” qubits and which are the “bad” ones. Although this is public information, no third
party can reconstruct the key, since the third party still does not know the eigenvalues of the “good”
qubits.

One important feature of this technique is that the presence of an eavesdropper, Fve, can be de-
tected. If Eve intercepts the signal from Alice, she does not know which setting, z or x, that Alice used.
She must therefore choose a setting at random and then retransmit this result, using her setting, to Bob.
Since Eve will not guess correctly every time, when Alice and Bob first make contact over the phone,
they compare not only the settings but the results. If there is an eavesdropper then Alice and Bob will find
that there are some “good qubits” on which they disagree. They then know that the security of the quan-
tum channel is compromised. 1f they find perfect agreement, and can conclude there is no eavesdropper,
they can then go ahead and exchange only setting information as described above.

Quantum key distribution, both over optical fibres and in free space, has been successfully demon-
strated by a number of different groups.

4, DENSE CODING

This is a technique which can be used to send a message consisting of an integer between 0 and 2% — 1,
by transmitting L qubits only.



| ALICE
UKo "

v

[0 >l 1By > By > — K >L
BOB

Fig. 2: Alice sends the number K (K = 0---3) 1o Bob. Alice takes one particle from an entangled pair in Bell state |3y >,
performs the transformation v o on it, and sends it to Bob, who then measures the Bell state of the transformed entangled pair.

We consider just one qubit and use it to transfer a number, X, between 0 and 3.

The technique uses the fact that a transformation between Bell states can be effected by acting on
one qubit only. Thus the sender, Alice, and receiver, Bob, each take one qubit from a state which is in a
well defined Bell state, |B; >. Alice then performs a transformation v ;i on her qubit and transmits it
to Bob. Bob then measures the Bell state of the pair of qubits (the qubit that was sent plus the qubit from
the original entangled pair) and deduces the value of K between 0 and 3.

As an example we assume that the sender and receiver both receive a qubit from an entangled pair
which is in the state | By >.

The entangled pair starts in the state

By > = %(i P> ] 1 1>)

Now Alice performs one of the following unitary transformations on her qubit

10
Voo =1y

(no operation)

i 0
Vio=1{ g

(rotation by #r about the z-axis)

0 —

(rotation by — about the z-axis)

(0 -1
AE e W T

(rotation by -7 aboul the y-axis).
The entangled pair is now in the state

- % (11 (vio 1) >+l | (vico 1) >)

for some value of K between 0 and 3.

10



Now use

vooi T>=| 1>

vool I>=| >

vig| T>=1| 1>
vio| [>= =i |>
voo| 1= —1] |>
vool | >= —i| T>
vao| [>=| 1>

vag| |>= —| T>

to see that 1 > are once again Bell states, i.e.
1
g = = > 44 >) = (B >

1

2(@'I 1> +i(-5)| L]>) = [Br >

lahy >=

S

[ >= <5 (=il T 1> ()] 115) = 1B >
1
V2

After performing one of these unitary operations on her electron, Alice sends the transformed
electron to Bob. Bob now measures the new Bell state of the entangled pair and deduces the value of K
from the result of that measurement.

[pg = —={| 11> =i [ T>) = [Bs>.

5. QUANTUM TELEPORTATION

If a qubit is in a pure eigenstate then one can measure the z-component of spin and communicate the
result of the measurement to a recipient. However, if the qubit is in some superposition

[ > = ol 7> +06] [>,

then any measurement of S, will collapse the state into one of the two pure eigenstates. Thus a superpo-
sition state cannot be measured without destroying information about the original state. This result goes
by the name of the *Quantum No Cloning Theorem’.

The theorem is proved as follows:
Suppose that U, is a unitary cloning operator, such that for any arbitrary quantum state |« >,

Uda>0>= |a>|a>.
Likewise for a different quantum state |3 > we would have
UelB>0>=|B>]|8>.
Now let |¢ > be another quantum state which is a linear superposition of | > and |3 >,

[ > = ala> +b|F>.

11



Uil 5, :: ALICE
B > K
ot ] Bon
| Une - Ern‘r>
|t > 1y >

Fig. 3: Alice and Bob cach take one qubit from an entangled pair in Bell state |5y >, Alice then measures the Bell state
of the entangled pair consisting of the qubil taken from the original Bell state pair and the unmeasured qubit she wishes (o
teleport 1o Bob, which is in the state {3 >. She communicates Lhe result of this measurement, i (o Bob, who then performs

the transformation v ¢ on his qubit, thereby tranforming it into the state |1 >

Operating on [t > |0 > with the cloning operator leads to
Usdp > 0>=ala>la> +b|f>|F>.

This is nor the state [¢p > j¢» >, which contradicts the postulate that the operator U, clones any arbitrary
guan{um state.

Now, although, as we have seen, a quantum state (qubit) cannot be copied, we will now show that
it can be transported from Alice to Bob, but only at the expense of destroying the original state. The
method relies on the same properties of Bell states as the algorithm for dense coding. In the case of
dense coding, Alice first performs a transformation on a single qubit of a two qubit Bell state, then sends
the transformed qubit to Bob who finally measures the final Bell state of the resulting pair. For quantum
teleportation, Alice and Bob again start with one qubit of an entangled Bell state pair. Alice measures the
Bell state formed by her qubit and the unknown qubit and then tells Bob which transformation to make
on his qubit to regenerate the original unmeasured qubit state.

It is necessary for both Alice and Bob each to take one of two qubits which have been prepared
in some Bell state. Again we shall consider the state |3y > for convenience, although this can easily be
generalized. Alice now has two qubits - the qubit in the state |+ > that she wishes to transport and the
qubit obtained from the device that produced the entangled pair in Bell state |Bg >.

The three qubit state can therefore be written

> = > ®|By > = —}\5 {a] 111> Aial TL> 8L ITT> +if] [LL>)

For convenience we shall write this as

6 >= Jﬂ_ (¢ 11> @] 1> +ia| Ti> @] > +p] 11> &| 1> +if] 1> ®[ |>)
where we have separated out the third qubit, which is the one taken from the Bell state [By > by
Bob. After Alice has measured the Bell state of her two qubits, Bob’s qubit can be transformed into
a “copy’ of the original qubit in the state |t > by performing one of the four unitary transformations
vico, K = 0.3 used in the section above on dense coding. Which of the four unitary transformations
needs to be used depends on the result of the Bell state measurement,

To see this, we expand the above expression for |¢ > into a sum of Bell states for the first two
qubits, using the expressions for the inversions of the Bell states given below the definition of the Bell
states. After collecting terms this gives

12



Ip > %(u%:>@aun>-+ﬁ|l>)+lBl:>®(w@ait>%4ﬁ|l>)

+1By > @ (—af [> +0] 1>) + |Bs > & (ia] |> +i8] T>))

Applying the inverses of the operators vig, K = 0---3 to the state |1» >, which we wish to
teleport, we can see that this may be written

lp > = —;— (JBU > & (voe) 1 > +1B1 > @ (vie) g >

By > ® (vao) " v > +]Bs > @ (vao) " [ >)

A measurement of the Bell state by Alice collapses the wavefunction into one of these components.
In particular, it forces the qubit taken by Bob into the state v}}})ja > 1. The result of the measurement tells
Alice inte which component the wavefunction has collapsed. She then communicates this information
to Bob who performs the relevant unitary transformation on his qubit which is then transformed into the
required state v >.

Note that although the wavefunction collapses immediately upon the measurement of the Bell state
by Alice - so that the Bob’s qubit is also instantaneously collapsed, the information required to reproduce
the initial state {4/ > has 1o be communicated from the sender to the recipient at a velocity less than or
equal to the velocity of light.

6. A ‘GEDANKEN REALISATION: MAGNETIC RESONANCE

We start by showing how magnetic resonance can be used to effect the transformations u,, u,, u,ona
single qubit, which is taken to be the spin part of the wavefunction of a spin«% particle.

We take the example of u,, and work (for convenience) in a system of units where # = 1.

First we imagine the spin—%— placed in a uniform magnetic field of magnitude By in the z— direc-
tion.

The part of the Hamiltonian that depends on the spin is then given by
H= ,LLB()S 2y

where for a particle of charge ¢ and mass m, and gyromagnetic ratio g (=2 for an electron), the magnetic

moment (vector) is given by
&
= gu g,
2 ng -

the operators for the components of S being represented by the 2 x 2 matrices

1/0 1 1{0 —i 1/1 0
&_5(10)’%“§(i o)’&"§(0—1)

This leads to a (“Zeeman”) energy splitting between the two pure states (S, = :t%) with energy
difference wg = pbg.

Now we apply an oscillating magnetic field with angular frequency wy and amplitude 3/ (B«
B3} in the negative y-direction, so that the (spin dependent part of the } Hamiltonian becomes

H = uBS, — uB' cos(wot)S,,.

"This collapse of the state of Boh’s qubit due to a measurement performed by Alice is an example of the Einstein-Podolsky-
Rosen {(EPR) paradox.

13



We write the time dependent spin-part of the wavefunction as

a(t)e~'iwoi/2

b(t)eiw()t/z H
where we have displayed explicitly the time dependence of the two states in the absence of the applied
oscillating magnetic field. Defining w' = 53’ the Schroedinger equation is

.0 a(t)e%wgtfﬁ a(t)t?"iwﬁt/g ooy a('fi)e“"i“’ﬂt/g
rn ( b(t)eiot/2 = wpS, beyet/2 | T 2w’ cos{wot) S, bt)eeat2 )

which upon writing cos{wgt} == % (efwol 4 ™0t} and a little algebra simplifies 1o

e a(t) . / a(t) ) a(t)e——%w@t
"ot ( b(t) ) =Sy ) TS b )
Now we make the approximation that since we shall apply the oscillating field for a time which is

large compared with 1 /wq, the last term in the above equation oscillates very rapidly and averages out to
a very small quantity over this time interval and may therefore be neglected. We thus end up with

i?_(a(t)) _ g (am)
ot \ bt) VLOB(ty )

This is a pair of first order differential equations whose solution is

a(t) cos (%w’t) sin (%w’t aq

bt) ] | —sin (%w’t:) cos (%w’t bo /)’
where ag, b are the initial values of a(t) and b(t). Thus we see that if we set 6 = W't (= £ uB't) then this
pulse of oscillating magnetic field in the (negative) y— direction effects the transformation represented by
the matrix u,{@). The transformations u. {0} and u,(#) are similarly effected by applying the oscillating
magnetic fields in the negative £— and z— directions respectively.

In most cases the spin-;lj particle is a nucleus and this method is known as “Nuclear Magnetic
Resonance” (NMR).

When there is more than one spin—% particle present, they will interact with each other through
the magnetic moments associated with their spins. Now, in addition to the energy shifts produced by the
applied uniform magnetic field in the z—direction, there is a shift which depends in general on the mutual
orientation of the various spins in the system, e.g for a two qubit system there will be a contribution to
the energy whose sign depends on whether the spins are of the same sign or of opposite sign. It is this
contribution to the energy which is used to construct devices which effect transformations on system
consisting of more than one qubit and which are not single outer products of transformations on each bit
(such as a controtled NOT gate).

Now consider NMR devices which operate on a two qubit system,

Notation:

¢Eﬁ) means a pulse which rotates the spin state of qubit ! through an angle ¢ about the w-axis. The
inverse of this operation is written qﬂ@w. Thus d)ﬁ) is a pulse which performs the transformation w,,(¢)

on qubit [. Note that in usual NMR potation the angle ¢ is usually quoted in degrees.

If w = z then these operators effect a phase change through angle ¢/2 with sign depending on the
spin of the qubit.

14



A further operator which effects a phase change is written ¢12). This is just a time delay in
which the state of the two qubits evolves under the influence of the coupling of the mutual spins, which
may be written AS z(vl')S £2). ‘The time delay occurs for a period 2¢/X such that the phase change of the
state is 4¢ /2 if both the spins have the same z-component and —¢/2 if the two spins have opposite
Z-component.

In terms of 4 x 4 matrices for a 2 qubit (bit | is the most significant bit and bit 2 is the least
significant bit) system these pulses may be represented as

cos (é) sin (95 0 0
@ — sin (2%3) cos (izi 0
by = 0 0 cos (%) sin (93
Y 0 —sin (%) cos (%
() 0 wm(d) o0
(1 _ 0 Ccos (%) 0 sin (%)
by = — sin (%) 0 COS (%) 0
0 - 8in (g) 0 cos(%)
cos (ﬁé) 1 8in (é) 0 0
(2) i8in éff) cos (%2) 0 0
e 0 0 cos (%) isin (gi)
0 0 Lsin (%—’) CoS (%)
cos($) 0 asin(§) 0
n 0 : cos (%ﬁ) 0 i i sin (gzl)
by’ = i sin (52'3) 0 cos (ﬁg) 0
0 7sin (%) 0 coS (%3)
ei(f)/2
#D = ¢i/2 o
o—ih/2
cit/2
o = /2 o
oid/2
and
/2
p12 = e~ ib/2 o
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Thus for example a series of pulses which flips the sign of the state |3 > but leaves the others
unchanged is given (up to an irrelevant overall phase) by

90&2) 90&1} 90(]2) — efi‘n/fl

A controlled NOT gate, which flips the spin of the least significant qubit if and only if the most
significant qubit is set
li>@k>—li>®idk>

0>—= 0>, |I>=[1> [2>-3> [B>—|2>

This has a 4 X 4 matrix representation

¢ 1 0 0
1000
0010
0001

Up to an overall phase, this may be reproduced by the series of pulses (sequence obtamed by
reading from right to left)

Cror = 902 90 90") 90112 90
To see this we first consider the three middle terms

ei(_%+%+§)

(2) an(l) gn(12)
905 90 90 G I -2
e E-5+%)
1
S I
1
and
1 1 -1 0 0 1 11 ¢ 0
907y % T 5l0 0 o1 1 1 0 0 1 1
1 ¢ 0 1 1 0 0 -1 1
1 -1 0 0 i 1 0 0
_ _1_ 1 1 0 90 1 -1 0 0
210 0 1 -1 0 0 1 1
0 0 1 1 g 0 -1 1
01 00
1000
- 0010
g 0 01
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Thus we see that Cyoyp = 9[){_1_?; 909) 90{_12 90012 963(,2) reproduces the required controlled NOT
gate up to an overall phase.

Likewise Clyop = 90(_1,3’ 90(32 o0t go(12 90;(,1) reproduces the other type of controlled NOT in
which the most significant bit is flipped if and only if the least significant bit is “set”.

Therefore the following combination of pulses will interchange the two qubits

Usiten = 902 902 9012 0012 9090tY) 90%) 90¢) 9002 90{90%) 902 90(!) 9042 90

Consider the following combination of pulses

Upe = Clyor900029012 901 9o 90 90 012)

This has a matrix representation

0010 -1 1 —i 0 0 1
U, - L]0 100 1 - 1 0 0 ~1
Bell = 51 1 0 0 1 0o 0 1 —i 1 *
000 1 i 0 0 ~i 1 1
0 0 i 1
=i 1 =i 00
T2 i 1 00
¢ 0 1 4

which is the matrix (up to an overall phase) that converts pure states into Bell entangled states.
A two qubit Hadamard gate (a device that performs a two qubit Hadamard transformation) can be
constructed (up to an overall phase) as

H = 90{Po0{» 180012),

In terms of the matrix representation

i 1 -1 -1
-4 iy -1 -1 1

' -1 1 -1

1 1 1
1] -1 1 -1
2] -1 -1 1
1 -1 -1

H =

=
!
o
!
B
S S Wy

7. QUANTUM LOGIC GATES USING MAGNETIC RESONANCE

We consider a two qubit system. A Controlled NOT gate (exclusive or - XOR) is a device into which one

sends a pair of qubits in the state
i >®lk >, (j.k=0,1)

and the output state is
i>@kdj>

In general the input states could be superpositions

1
[ >= ali >
=0

17



1
| >= ) blk >
k=0

In this case the device performs the operation
1
2 . ‘
> ®lp > D abili > @i ek >
1,k=0

Such a device could consist of a proton (or other nucleus) trapped at some site in a semiconductor
(a “quantum dot™) in spin state 7 with magnetic moment gy, and an electron in spin state £ trapped
at some other site in the semiconductor (or a nucleus with a very much larger magnetic moment). The
magnetic moment of the electron is 2p3, which is much larger than that of the proton by a factor of
the ratio of the proton to electron mass. A constant magnetic field By 1s applied in the z-direction. The
proton is the first qubit and the electron is the second qubit There is a mutual interaction between the two
magnetic moments, which depends on the distance between the two qubits and the relative orientation of
their spins.

The Hamiltonian for the system has a part which is proportional to the applied magnetic field,
which we may write as

Humag = Bo (.@m;v(j —1/2) + 2up(k — 1/2) + (_1)(j-l-k) /\)

Where A encodes the mutual interaction and is multiplied by a sign which is positive if the spins are
aligned and negative otherwise. The energy levels between the two allowed states for the electron differ
by

Bo (2pp +2)0) = wo + Aw,

if =1, and
By (2up —2X)) = wp — Aw,
iy=0

By applying an oscillating magnetic field in the y—direction with frequency wp + Aw and ampli-
tude B’ one can induce oscillations in the spin state of the electron provided the proton is in the state
4 == 1. If the proton is not in this state then the probability for inducing transitions is negligibly small.
Likewise the probability for inducing transitions in the proton is negligibly small. If this oscillating

magnetic field is applied for a time
-
t —_—

= m,
then the electron will (almost) always flip its spin state.
Thus we have constructed a device which performs the following operations
0> 0 >— 0> 0>
0> @1 >—= 10> &1 >
1> ®|0 > |1 >&{1>
1> &1 >—i1l>&[0>

We see that the second output qubit contains the exclusive XOR of the two input qubits. Note that this is
just a Controlled NOT gate, (Cvor).

Very simply we can construct a NOR gate which performs
li>@k>— |j>@xjak>,

simply by changing the frequency of the oscillating magnetic field to wy — Aw

18
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Fig. 4: V; is a function device which performs the transformation [J > ®|K >- 1J > @K @ f(J} > .

8. FUNCTIONS

The device described above can easily be used to produce quantum states that encode functions. In the
case of a function f(4) which maps a single qubit onto a single qubit ( = 0,1, f{7} = 0,1) then the
applied magnetic field in this device should be set to

1
By f(5)e Vo (x — B'upt)
40

where _
wj = wy — (—1)7 Aw.

This then performs the operation
> @k j> ko f(7)>.

If k is taken to be 0, then the second bit just contains f{7) at output.

This device is easily extended to a function which maps an integer between 0 and 2l — 1 onto a
single bit. The first qubit is replaced by an L qubit register known as the “‘control register”. This consists
of I protons trapped at different sites on the semiconductor. Now each proton will have a different
mutual interaction term with the electron because the distance between the magnetic dipoles is different
for each of the protons. The magnetic part of the Hamiltonian now becomes

L L
Hmag = By (Z QI.U‘N(jl - 1/2} + QFLB("{: - 1/2) + Z (_1)(Jt+k) Al)
=1 =1

and the energy difference between the two electron states is

L L
w(l]) = By (Q,U,B — ZQ (“1)‘” /\l) = w4 ZAUJ_},

{=1 I=1

The input register (the protons) is in the state |.J > where
L
J s gt
l=1
Now by applying an oscillating magnetic field
2t -1 ,
B'S" f()e g (m — Bppt)
J=0

the device will perform the transformation

> @lk>— |[J>elka f{J)>.
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Again if we set k = 0 initially then the device will return f () in the electron qubit (“target qubit™).
Generalizing this to a function which maps an integer between 0 and 2% — 1 to an integer in the
range 0 to 2" —~ 1 presents severe practical difficultics. Now as well as L protons at different sites in the
semiconductor we need L' electrons at different sites and we need to be able to access each of these with
a different frequency oscillating field.
Writing a function f{.J) as ’
L
FU) = 30 (2",
=1

the oscillating magnetic field applied to the I’ electron must be

281
B S fu(NeN(m — Bupt).
J=0)

If the “target register” (the L’ electrons) are initially in the state K then this device performs the
operation
|J > @K > - |J>@|K&f(J)>.

Setting K = 0 thus generates f{J) in the target register.

Note that this is an example of a “reversible gate”, i.e. if we pass the output through the apparatus

we recover the input.
|J > @K@ f(J)>— |J>0|K>.

This quantum device can produce a quantum state which is a superposition of functions of several
inputs. In particular, if we set all the L gubits {protons) of the “control” register (o be cigenstates of S,
with eigenvalue +~_}5, i.e. each in the state

1
72“0 >+ =),

then the register is in the superposition 2

1 P
(0> 41> 42>+ = ;ZM__:UU>‘

If the target (electrons) register was initially in the state O (i.e. all electrons in the state | |>>) then upon
exit the target register is would the state

ok 13
YOI >

J={}

We thus have a state which contains all of the possible values of f(.J) simultaneously. However,
once a measurement is made on the spin in the z-direction of spins of all the electrons the state collapses
into one of the allowed values of .J for the protons and the corresponding f{J) for the electrons, There
is equal probability for obtaining each value of the pair (J, f(J)).

An “oracle” is a device which reverses the sign of a wavefunction of the register is in some par-
ticular (marked) state |.Jy >. This can be achieved by constructing a function device in which the target

PThis is equivalent to the state obtained by operating on the state |0 > with a Hadamard transformation.
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li: > @ s, >

Fig. 5: The oracle operating on a control register and a single qubit target register performs the transformation |J > ®|k >
> @lkdds, >,

register is a single qubit (1" = 1) which is flipped if and only if the control register is in the state |.Jy >,
iLe.

|J>@k>— |J>kddyy, >.
If |k > is initially in the state

k> 1>),

1

— (|0 > -

\/E(l

then 1
|k@(5‘jl}0 > omm (_1)&;.10% (lo - *“i]. ),

so that the device flips the sign of the wavefunction (for the entire system) if and only if the control
register is in the state |Jy >.

9. DISCRETE FOURIER TRANSFORMS

We consider the example of taking the Fourier transform of a 2 qubit quantum system, which is in the

state
3

W >=> ajiJ>.

J=0
The Fourier transform state is

3
lp >= > br|K >,
H =0

where

3
by = Z EWJK/QGJ.
J=0

For this we need the following quantum devices which can perform unitary operators.

a. The first is a unary operator which acts on one qubit only

u"’(g) N %(-11 i)

which corresponds to a rotation through 7 /2 about the y-axis.

wy (5)115= (11> =1 1>)

w, (5)145= 75 (11> +11>)
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This can act on either of the two qubits so we will write these as Uﬁ) and Ué) . Thus acting on
the two qubit system represented by the bases vectors |0 > to |3 >, these operators may be written
as the 4 x 4 matrices

1 1 0

U{l)muy(2>®1m\/§ 1 0 10
0 -1 06 1

1 1 0 0O

A ™y 1 -11 0 0
U(*'*)"I@“y(z)”\/g‘ 0 0 1 1
0 0 -1 1

b. A binary operator, UP(¢), which acts on a two qubit system, leaving all states alone except that
the state |1 > = | 1> is multiplied by a phase e*?.
In 4 x 4 matrix notation, therefore

10 0 0
¢ 1 0 O
B = .
00 0 1
¢. The binary operator, U yop which flips both qubits
0 0 01
0 010
Unor = | 5 1 0 o
1 000
d. The binary operator that interchanges the two qubits
10 0 0
0010
Usw'itch - g 10 0
0 0 01
Now the operation of the Fourier transform consists of the sequential application of the following
operations:
a. Applicaton of the operator Uyor
b. Application of operator u,(/2) on qubit (1}, (Ué))
c. Application of UB (r/2)
d. Application of operator uy (7r/2) on qubit (2), (Ufy)
e. Application of the operator Ugyitch-
In other words
Fr = UguaUbU(7/2)UfUnor
1000 1 1 0 0 1 0 00 1 10 0 0 01
ifoo 1090 -1 1 0 0 0 100 0 1 01 0 010
210100 0 0 1 1 00 i 0 -1 0 10 0100
00 01 0 0 -1 1 00 01 0 -1 01 1000
1 1 1 1
b1 e -1 i
211 -1 1 =t
1 —i =1 3
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Thus we see that ;

1 :
FylJ > = o ST BT K S
K=0

as required.
This can be generalized to an L-bit system, using appropriate combinations of UG) and Uﬁc(ﬂ /2%, (4,7, k,m =
0. (28— 1).

10. FACTORIZATION

Factorization algorithm:
To factorize the number V, we can use an algorithm known as “Shor’s algorithm™.

Let a be coprime with V ( no common factors).

The function defined by
fan(J) = (a’, MOD N)

has a period, P.
Provided P is even and (a72, MOD N ) # N — 1, then the greatest common divisors of the
pairs
("2 +1, N} and (¥~ 1, N)

are factors of V.
Example:

N=21, a=2
(2, MOD 21), (2%, MOD 21) (2%, MOD 21) (2%, MOD 21) (2°, MOD 21)
(29, MOD 21) (27, MOD 21) (2%, MOD 21) (2°, MOD 21) - ..
=92,4,8, 16,11, 1,2, 4 8, --.

The period of the function P = 6, so that 26/2 = 8.
The greatest common divisor of 9 and 21 is 3.

The greatest common divisor of 7 and 21 is 7,
Thus the factors of 21 are 7 and 3.

Now finding the greatest common divisor of two numbers can be achieved by a very fast algorithm
(due to Euclid). The difficulty is finding the period, P, of the function fo x(J). By classical computers
this is the same level of complexity as any other factorization algorithm.

However by quantum encoding the function f, y(J) the period can be found relatively rapidly.
First we construct a device that performs the operation

| > @K > — |J > QK@ fan(J) >,

using the magnetic resonance method described above. Then ( by polarizing the spins of all the
qubits in the control register in the z—direction, with eigenvalue +%), we consider the input

e |

1
E = ] > @0 >
im0 V2k
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and obtain upon output
2L ~1

1
37 T > @ fan () >
J==0 Q’L

Next we make a measurement of the spin state {in the z—direction of the target register . This returns
9 vy @ = 0,++ (P~ 1}, which is one of the P allowed values of the function f, v (.J).

This immediately collapses the control register into a superposition (unnormalized)

Z|?‘P+q >,

r

where r runs from zero to the integer below 2L /P. The problem is that ¢ can take any non-negative
integer value up to P — 1. However if we take the Fourier transform of this state this effect is ‘washed
away’. In more detail the Fourier transform of the above function (again unnormalized} is

2l 1 ‘ | "
E : § :GT(I<(T‘I +g)w/2 )lI{ >
K=(Q 7

If P is an integer divisor of 2 then the factor

QL/]D
Z (,zi(Ker/?L)
==

vanishes unless K is an integer multiple of 2k /P, This means that any subsequent measurement of the
z-component of the spin of the control register will yield a result which is an integer multiple of 2L /P,
Thus after a few such measurements the value of P can be determined with high confidence.

In the more realistic case where P is not an integer divisor of 2% the result of the Fourier transform
is a superposition which is very highly peaked around integer multiples of 2L/ P. Thus several measure-
ments of the spin state of the Fourier transformed control register have to be taken. However once again
the value of P can be deduced with a high level of confidence after a number of measurements which is
far fewer than the number of operations required to factorize a number using classical computers.

If PP turns out to be one of the forbidden values, the the process must be repeated using a different
value of a ( a separate function device). However the probability of P being allowed is greater than 50%.

11. GROVER’S ALGORITHM

The objective is to force a register which is a superposition of all allowed states (with equal coefficient)
into a particular “marked state”. The state is marked by passing the system through an “oracle”, which
reverses the sign of the wavefunction if and only if the register is in the marked state. With a classical
computer one must systematically compare all the states with the marked state, a process which grows as
the maximum allowed marked number (i.¢. as 2~ for an L bit register), whereas using Grover’s algorithm
this process only grows as the square root of the maximum allowed number (i.e. as 2272 for an L bit

register).

First an example using two qubits:

Initially the qubits are in the state [0 >. We apply a (pseudo-) Hadamard transformation, H, which
performs the operation

1
0>~ H0>= 5(10>+11>+|2>+]3>)
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U is a matrix which flips the sign of the state |J >, but leaves all other states alone, i.e.
UiV > = |V >-2<J¥>|J>.
The device which performs such an operation is the oracle.

Now consider the sequence of operators HUy I YU H acting on {0 >

HUyH YU ;H|0 >

3
> %H UpH UK >

K -0
= Z HUOH YK > -HUH 0 >
K= O
3 1 3
=S CHHEVK> - <OH YK >H0> -HATJ > 42 < 0[H"J > H[0 >
=0 K=0
Now
Z 'HEK s =10 >
K= 0
and 1
< OH YK »>= 5 forall K

This leaves
HUH UG HO >= —|J > .
This device forces the state |0 > into the state |.J > (up to a sign) after a single pass.
This has been achieved experimentally by Jones using a solution of the base cytosine in D70.
This results in a molecule with two unpaired protons forming a two spin system. Selective NMR pulses

can be applied to each proton.

Now consider L bits.
Again a Hadamard transformation is applied to the state [0 >,

RS |

1
Hi0>= —== E K >.
| VZLK:OI

The oracle fiips the sign of the state |J >, but leaves all other states unchanged

Uj¥ = |¥>-2<Ji¥>|]>

1
<OH YK »>= ——, forall K
I /ot

Let ¥ »>= H|0 >.
Now consider the operator H Up H U 7 acting on the state ¥ >

L
2
HUH U ¥ > = HUH WK > ——2=HUH Y >
> = S U
ol 1 24— 1 9 1 A X
= K> -2 < OH YUK > H|0 > ——HUHJ > +—= < 0|H"'|J > H{0 >
&, > 2 <o A W <O

2 .5 4
- _Z 9L ZH0 _mmj
H10> 2L2 Hl0>+2L E > \/,27;[ >

4 2
= (1= V1O > |
( 2L)i > -7
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Now consider the operator H Uy H U ; acting on the state |J >

HUH U T > = ~HUH'UHT >
= =] > 42 < OHJ > H|0 >

J >+ ¥ o>
—| J—l

Consider the space of the two (non-orthogonal) states |¥ > and |J >>. In this subspace the operator
H Uy H~1U ; has the matrix representation

_((j{:) f)

Vot

[

For large L we may approximate this by

[ cos(a/2) sin(a/2)
—sin{a/2}  cos(a/2)

where
4
Q= ===,
Vol
If we perform this operation N times where NV is the nearest integer to
N
e
4

then we get (approximately) the matrix

(1)

In other words the state is converted from pure |¥ > which we obtain by passing {0 > through a
Hadamard gate, to the required state |J > in less than v/2% passes.

1 N
(HUH10,) HIo >~ |J > .
The error in this approximation is of order 1/v/2%.

It may be more convenient to use orthogonal states. We therefore define the state |© > which is
orthogonal to |.J > by

2L 1
¢ >= mmm(@>—_~J>)— K >
@ >= 5=y (1> - ng|
50 that
1m>—M%Zi@>+éiu>ncwm®>+mmu>
- 2.{1 ,n‘2L - - !
where sin 8 = 1/v2%, ie.

< OH|P >=cos
< OH|J »>=sinf
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The operator Uy may be expressed as
Uy = 12|10 >< 0],
where T is the identity operator, so that

HUH™" = 1-2H[0 >< 0jH !

Now the operator O = H UgH ™ U acts on the orthogonal [& >, |J > subspace as follows.

OlJ> = ~HUH NI >= —|J>+2H|0 >< 0JH ] >
—|J > +2sin 8 cos 8|® > +2sin? 5T >
= — (cos(20)1J > —sin(28)]$ >)

0> = HUH YD >= &> -2H0><0H D>
= |® > —2cos? Bld > —2sin G cos | >
= — (cos(28}{P > +sin(28)]J >)

Thus in this subspace the operator O has the (unitary) representation

o - __( cos(28)  sin(29) )
—sin(28) cos(20)

The precise number of times one need to apply the operator O in order to obtain a pure state |J >

is given by .
(2N +1)f =~
2

T 1

Nso— e —

4sin™! (ﬁ) 2

Note that for L = 2, the exact solution is N = 1.

In the following example we take the case of four qubits, so that the register store a number
between 0 and 15. We assume that the marked state is the number 7. We begin by taking the state
|0 > and performing a Hadamard transformation so that we have a superposition of all states with equal
coefficients. Now we pass the state four times, though the series of transformations Uq, H, Uy, and
H. Note that after three iterations the state is almost purely in the state |7 >, as required. In fact the
coefficient of the component |7 > is 0.96 rather than unity and there is still a small component from the
other states. Recalling that the probability to find the system in a given state is the square (modulus)
of the coefficient, we see that there is a 99.8% probability to find the system in the required state after
three iterations. We note also that upon application of a fourth iteration the purity of the state is lost - the

components of the other states has increased considerably.
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11.1 Using Grover’s Algorithm to Search a Database

Consider a function f{.J) which maps an integer J to an integer /' == f(J). For simplicity assume that
the map is one-to-one. The objective is to force a state into the state |J > ®|F >, given knowledge of
F but not J. Once again we need an oracle which reverses the sign of the wavefunction for a state if the
second (target) register is in the state | ' >, but otherwise leaves the state unchanged.

Using a sequence of NMR pulises we can construct a device which performs the operation Vy, such

that
T > @K >— Vil >0lK>= |J>Ka f(J)>.

The first register is the “control” register and the second register is the “target register”. Since we assume
that the map is one-to-one we are assuming that these registers both contain I qubits.

Note that V; is an idempotent operator, i.e. the device is reversible. In particular,
Vi > 0> = {J>3|f(J)>
VilJ > @f(J)>=|J>&0>

Now define an device W which is a Hadamard gate acting on the control register only followed by
the device Vy, with the matrix representation

W = V;H
W = V!

where H is a Hadamard gate acting on the control register only. Thus

L L
1 2~ -1 1 27 —1
W0 @0>= —= 3 ViIK>®0>=—= > |K>a|f(K)>
28 = Vol =

Since the map is one-to-one we can rewrite this last expression as

L_
121

—— -1 F.
5 L TR > el

Now let Up be a device which flips the sign of the quantum state if and only if the target register
is in the state | I >. From the above discussion on Grover’s algorithm for L qubits it follows that

-1 N Ay
(WUUW Up) WI0 > 210 >~ [f7H(F) > ®|F >,

where N is the nearest integer to v 2Ln /4.

12. DEUTSCH’S ALGORITHM
Consider a one bit function (“true’” or “false”), f(I}, where [ is an integer between 0 and oL _ 1, but
F(I) can only take the values 0 or 1. If f{I) = 0 for all values of I or f{I) = 1 for all values of I, then
the function is said to be “even”. If f(I) = 1 for 2F/2 values of I and f(I) == O for the remaining ol /2
values then the function is said to be “balanced”.

For a classical computer, if we want to establish whether a function is even or balanced (or neither)
we would need to sample the function for all values of the argument, I. Using Deutsche’s algorithm we
can construct a state which is a function of a superposition of all possible arguments and with a single
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enguiry we can establish either that the function is not balanced or (exclusive) that the function is not
eVeIL.

Single qubit:
Let U be a quantum logic gate which perform the operation on a single control bit and a single
target bit
> ®k>— Ui >k>= >k f(j) >,

where f(7) is a single bit function of the single bit 7, ¢.g.
Upli > @l0 > = {j > alf(7) >
Now let [k > be
1

V2

1

k> = —= (][> —[1>) = ﬁ(|0>w11>)

such that .
Upli > @k >= 7 (l7>&f(7)>-li>10>), { fH) =1,

and
Usli > ®lj > = 75(!3 >@Uf(4) > i > 8|l >), if f(7)=0.
In other words )
Uii>®lk>= —=(-D0y s> ek >
7l | \/ﬁ( JE ¥ |
Now let |j > be
5= —= (1> +15) = —= (1> +]0 >)
1

Uslj > olk >

7 ((-0/@p > +(-1)/ D >) @ k>
(—1)/O)] (lO S (=TI >) & k> .

i

Now the control bit is in an eigenstate of S; with eigenvalue —1 if f{0) @ f(1) = 1 (balanced)
and +1 if £(0) ® f(1) = 0 (constant).

Extension to L bits for the control register:
Uy is a device that performs the operation
[J>@k>— Ugld>0k>= |J>aka f(J)>.

Here f{J) is a single bit function of the integer .J.
We start with the control register in the state

1 2l -1
H{0 > N YK >

K=0

and the target bit in the state (j0 > —|1 >)/v/2, as before.
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Upon output from the device the control register is in the state

LR
75T KZ:{}( 1) K>
If f is balanced then this state is orthogonal to Hi0 >, i.e the overlap
L jS‘l(—uf“f) < OH|K >
Vol K=0

is zero. On the other hand if the function is constant then the overlap has modulus unity.
Thus we pass the sample through a Stern-Gerlach apparatus that only allows the particle to pass if
S, = L/2. From this measurement we can deduce the following with absolute certainty
e If the sample passes through then the function is NOT balanced (the overlap is not zero).
e If the sample does not pass though then the function is NOT constant (the modulus of the overlap
is not unity).

FURTHER READING

The following references contain full references to the literature and alternative presentations to the topics
discussed in these notes:-
1. “The Feynman Lectures on Computation” by Richard P. Feynman, edited by Anthony 1.G. Hey
and Robin W. Allen, (Perseus Books, 1996; Penguin Books 1999).
2. “Explorations in Quanturn Computing” by Colin P. Williams and Scott H. Clearwater (TELOS,
Springer-Verlag, 1997).
3. “Introductions to Quantum Computation”, edited by Hoi-Kwong Lo, Sandu Popescu and Tim
Spills (World Scientific, 1998).
4. “Feynman and Computation: Exploring the Limits of Computes”, edited by Anthony J.G. Hey
(Perseus, 1999),
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MANAGED STORAGE SYSTEMSAT CERN

Ingo Augustin and Fabrizio Gagliardi
CERN, Geneva, Switzerland

Abstract

The amourt of data produwced by the future LHC experiments requires
fundamental changes in the management of the mass $orage environment.
At present the contents of the CERN tape libraries are not transparently
managed. The experimental data rates and vdumes will grow by more than
an oder of magnitude in future. This implies major changes in the
management of centrally stored data. Several efforts to address this
challenge ae described in this paper.

1. INTRODUCTION

Traditionally the majority of High-Energy Physics experiments have recorded their datalocdly at the
experimental sites and later transferred the tapes to the computer center. Since 1995experiments like
NA48 send their data online to the mmputer center via dedicated fibers where it is dored centraly
(Central Data Recording). The shea amourt of data (100 TB/yea for NA48) and the data rates
require high performance storage devices, which are too expensive for individual coll aborations.

LHC will exced the present requirements by arders of magnitude. ALICE plansto take data &
more than 1GB/sec. Otherswill producedata & 100MB/sec Ead of these experiments will colled at
least 1 PB/yea (1 PB = 1 PetaByte = 10" Bytes ~ 1.5 million CD-ROMs or a bookshelf of a length
of 5000 km). AlthoughCERN will be one of the biggest storage fadliti es in the world, the storage
itself of this data is not a problem. However, large storage fadliti es are usually used for backup o
archives. This implies that the data is written orce and rarely read badk. In ou environment the
situation is reversed. We write data once, but improved cdibrations and reconstruction will require
more than ore passrealing the raw data. Efficient data retrieval beammes important. In order to
achieve this, optimized access to resources (disks, tapes...) has to be guaranteed. This article
describes sme of the dforts CERN has undertaken to tadle this task.

2. THE CERN PETABYTE PROBLEM

The maximum data rate of the LHC experiments is 1-2 GB/sec. Takinginto acourt that the data has
to be real severa times, a network (and o course storage) bandwidth of several GB/sec seans
necessary. Current tape drives and dsks operate with a bandwidth of at most tens of MB/sec which
implies that hundeds of devices are necessary to achieve the needed throughpu. Even with tapes (or
disks) of a size of 100 GB per piece at least 10000 d them are needed for ead of the LHC
experiments every yea. Global collaborations and the more and more systematic production o
analyzed data leals to roundthe-clock operations of all computing systems. This, and the shee
amount of data, requires automated operations. Human resources are dso scarce arerywhere.

The future experiments will all used asynchronows readou models. Pipelining d data,
buffering and hghly sophisticated event filtering allows (or even requires) paralel streams of data.
These streams can be handled and stored independently. The number and throughpu of these streams
can be ajusted to network and storage cgabiliti es and is therefore highly scdable. Sufficient disk-
buffers can de-coude the data aqjuisition performance from the central data recording, thus ensuring
the highest posdble performance of the tape system.



Usudly the data has to be recmnstructed several times due to improved cdibrations and
reconstruction software. The large anourt of data requires centralized procedures to do this. A
systematic reconstruction d the whole data can be viewed as the reversal of central datarecording.

The dasscd HSM model feaures the migration from expensive, fast and small devices, such
as RAM to inexpensive, slow and large devices (tapes).

Fast access Expensive

Small
Cache Memory

RAM Memory

/ Fast Disks \
/ Slow Disks \
/ Fast Robot Tapes \

/ High Capacity Robot Tapes \ Cheap

Slow / Shelved Tapes \ Large

Figure 1: Clasdcd storage model where the data migrates from high performance storage devices to chegper
and slower ones.

During the recent yeas this pyramid has begun to be distorted. Disks are getting dgger and
bigger, and their prices have dropped, bu the datarates did na change acordingly. At the sametime
the tapes becane bigger and faster (with still more progressannourced by the vendars), bu the price
is relative stable. Therefore, the relative financial share of tape storage in a HSM install ation
increases. The steady acawmulation d large anouns of data makes it to costly to kee the data on
disks for alongtime. On the other hand, the data will be reprocessed several times during the first
few yeas. Therefore accesto the mass sorage system is required. Optimizaion d these accessis
mandatory. Nowhere in the whole storage dhain can performance be more eaily degraded than at the
tapelevel.

For example: the aurrent workhorses of the CERN tape system are StorageTek Redwood
drives. Transfer rates of abou 10 MB/s and 50 GB capadty per tape volume ae their principal
charaderistics. In terms of operations the time which is required to mourt, load and pgsition the tape
is dso important. If one transfers a file of 50GB to (or from) a tape, ore adieves 10MB/s reduced
dightly (2%) by the operational tape handiing owrhea (typicdly 100 sec for this type of drives).
During the time of the overhead the drive can nd be used for transfers. Many of the experiments use
Linux as their standard operating system. At present Linux restricts the filesize to 2GB. This filesize
appeas reasonably large, bu the impad on the performance of tape operations is now dramatic: 100
secfor tape loading and paitioning, 200secfor the transfer of 2 GB. This means the dfedive tape
throughpu came down from 98% to 66% of its design maximum. One third of the cgadty is lost.
With hundeds of drives being recessary to operate & the LHC data rate, this means hundeds of
thousands of SwissFrancs that have to be invested additionally.

In this example the impad of the user (experiments) data model on the mass $orage was
shown. Access patterns like randam accessto the tapes are potentially even worse & the overheal
easily becomes the dominant constraint of the input and ouput of the data. Therefore, the sequential
mass s$orage on tapes has to be de-couped from the user by using large disk pods (staging) or the
users (experiments) have to get involved closely into the operations of the mass $orage system. It is
unlikely that the experiments will be keen to adjust their data models to the neads of hardware, which
will certainly change during the decales of LHC operations.



The aurrent model of LHC computing is built aroundcomputing farms, consisting d thousands
of PCs. Althoughthe assmbly of such an amourt of computers in a networking environment isnat a
problem per se (CERN alrealy has this amourt), the fad that they are working onthe same datain a
coordinated way provokes svere problems. Maintenance, configuration management and monitoring
will be dallenges. The mmputing farms can be used for online filtering a reanstruction duing
central data recording and for systematic reconstruction a analysis at later stages. In either way they
will have to accessthe mass $orage system, either to ad as a data source or as a sink. Withou
optimization this kind d accesswill present itself as randam accessto the mass $orage system. As
described before thisimmediately introduces problems.

CERN investigated severa routes to overcome this mismatch between the volatile PC-farm
environment and the relatively inflexible mass $orage environment. These will be described in alater
sedion.

3. CERN STORAGE REQUIREMENTS

The CERN storage requirements can be separated in two general aress. First there ae the objedive
requirements, which have to be fulfill ed in order to dothe job:

o Aggregate transfer rate a least tens of gigabytes/second with hundeds of streams in the 10-100
MB/srange.

e Continuols operation (operator attendance < 8 hrs/day)

e Storage caadty inthe 10- 100PB range

e Thousand d simultaneous clients

e Largetotal number of files (~2%)

o Filesizesonly limited by operating system

e Reliable and error freetransadions

o All thishasto be atieved within the avail able budget (not yet defined)

It is gandard CERN pdlicy nat to rely onasinge provider for a system, if posgble. Therefore
a storage system shoud suppart different computer platforms and storage hardware. It is very likely
that most of the computing for LHC is done on PC-farms, hence asuppat of these (at least as clients)
is mandatory. |dedly the storage system itself would be runring onPCs.

This last paint leads to the second set of requirements. They are more aresult of the need to
achieve the goals within the given financial framework and the avail able human resources.

The experiencewith previous and current systems shows that easy manageability and efficient
monitoring are key isaues for the operation d a large storage system. Espedally when users are
accesing chta on tape, resources like tape drives are eaily wasted duwe to inefficient scheduling.
Priorities, qudas, user groups fall i n the same cdegory.

The storage system shoud operate in afully distributed environment.

These operational aspeds are wedker in the sense that these topics can be used to compare and
evaluate diff erent systems, bu are not 'show-stoppers.
4. THE IEEE MASS STORAGE MODELS

In the ealy nineties the need for large storage systems becane naticeale. The |IEEE Storage System
Standards Working Group (SSSNVG) tried to identify the hightlevel abstradions that underlie modern
storage systems [1,2]. The model shoud be gplicable in a heterogeneous distributed environment.
Many aspeds of a distributed system are irrelevant to a user of the system. As a result, transparency



becane the key pant of the model. In this context, transparency means that the user accesses the
data dways in the same way: he does not know where it is or whether other users are using it.
Behavior of operations and parameters shoud be dways the same, regardless where the data is
physicdly stored.

Client

Bitfile Server

Physica Volume

Repository £ De
H REPUSTOTY
Mover ‘ Mover ‘ Mover
5 5 5
[ [ [

Figure 2: Comporents of the IEEE MassStorage Systems Reference Model (V4)

4.1 Mass Storage System Reference Model Version 4
4.1.1 Mover

The Mover changes or monitors the read/write state of a device (e.g., paitioning within the physicd
volume or performing loading and urioading operations).

4.1.2 Physical Volume Repository (PVR)

The PVR is a modue that manages individual objeds (cartridges, slots and transfer agents such as
robas). It locates, mourts and dsmourts cartridges on dives.

4.1.3 Sorage Server

The Storage Server maps the physicd volumes (cartridges, disks) to logicd ones. The Bitfile Server
as its client sees only a uniform logicd spacefor eat of the user or storage groups. The Storage
Server consists of several sub-modues that allocae aPVR for a given data transfer, administrate the
user/storage groups, enforce qudas. These modues beaome quite complicated if optimized tape,
tape-drive or network usageis desired.

4.1.4 Bitfile Server

A hitfile server handles the logicd aspeds of bitfil es that are stored in ore or more storage servers of
the storage system. It creaes the gpropriate dtributes of the bitfile like acount-1D, accescontrol
information, storage dass priority, badkup information... Addtionaly the bitfile server maintains
access satistics and records the red locdion d thefile.

4.1.5 Name Server

If afileis submitted into a storage system, the bitfile server creaes a unique bitfile-1D. The human-
readable 1D (/usr/xys/pubdic/blabla/phdiex) is convenient for people, bu ambiguities can easily
occur. The name server maps these fil enames to the unique bitfile-1Ds. This al ows a storage system
to be viewed as a global spacerather than as gaceof host computers containing locdly identified
files.



4.2 Reference Model for Open Storage System Inter connection (MSS Version 5)

It isthe succesor of the previously described MSSmodel version 4.1t is much more dstrad than the
old version. Mover and PVR are maintained, bu the Physicd Volume Library (PVL) and the Virtua
Storage Service (VSS have replacal everything else. The PVL manages physicd volumes, such as
tapes and dsks. The VSStakes over the remaining functionality in order to present an abstrad view
of storage. Internally the old bitfile is now seen as compaosition d transfer units. This allows
compasition schemes, such as concaenation, replicaion, striping and various RAID methods. The
big advantage is the possble redundancy and throughpu during data migration. A file can be stored
much faster when it is griped owver several tapes (of course using the same number of drives).
Unfortunately this invaves the same number of tape mourts when the file has to be read badk. In
most tape libraries the data is read never or only occasionally. The situation in High-Energy Physics
is different. Although om of the systems at CERN (HPSS is capable of striping ower tapes, this
fedureisnot used.

5. CURRENT CERN PROJECTS

CERN investigated possble commercial solutions for quite some time and HPSS a joint
development by US DoE and IBM seemed the only pdential “product” with enough grformance and
scdability to fulfill HEP requirements for the future generation d experiments. An HPSSevaluation
projed was therefore started in the fall of 1997.In parallel an internal projed to develop further the
in-house STAGER product was darted. This was felt essential given the time scde of the COMPASS
experiment scheduled to take datain 20002001.1t was also dedded to collaborate with DESY and a
consortium of reseach and industrial partnersin the EU suppated Eurostore projed.

5.1 HPSS Evaluation

HPSSI[3] (High Performance Storage System) was first installed in the fall of 1997 ona test IBM
system. The original test configuration included RS6000 AlX madhines with IBM 3590 tape drive
drivesin IBM 3494tape robads.

For HPSSto be successully adopted by CERN multi-vendars suppat was esential. High level
discussons with the HPSSconsortium were therefore started while ajoint projed with dgital was
initiated to develop a port to Digital Unix of the HPSSdata movers. This was caried ou by a joint
tean of CERN and Digital experts during 199798 and celivered to the HPSSsuppat tean in IBM
Houstonfor inclusionin the successve base line delivery kits.

A first prototype production service was darted in August 1998. This included a user tape
hierarchy for the Chorus experiment and Central Data Recording storage for the NA57 experiment.
More than 2TB and 3000fil es were managed.

An interesting test for the Objedivity/HPSS Interface was also implemented. This was
particularly important given the strategic interest for Objedivity [4] and somehow the conflictual
nature of the two products. This test stored 1TB for Atlas in 2000files. Small testbean setups for
LHCB & Alicewere dso implemented.

Datais sparated by Class of Service. The dassof services (COS) defined were:
e COS1 (User Tapes): 230GB AlX disk on 3590tapes
e COS 2 (Raw Data on Redwood): 243GB DUX disk on Redwoodtapes
e COS4 (Testbeam): 32GB AlX disk on 2Redwood copies (25GB, 50GB)
e COS5 (Atlas 1TB Milestone): COS 1 disks on Redwoodtapes
e COS6 (CompassTest): COS 2 dsks on Redwoodtapes
The arrent tape mourt rate (withou NA57 cata aguisitionrunring) isabou 100 per day.



5.1.1 Ongoing Work

A joint IT/Alice Mass Storage Projed was darted to investigate the use of a ammercial HSM to
manage their high aaquisition rate of sequential data.

Mil estones for recording “raw data” to tertiary storage were ayreed:
o 30MB/s austained in 1Q1999(achieved with 4 sources & 2 sinks- IBM only)

e 100MB/s by 4Q1999 (nedd to “borrow” ~12 Redwoods when Alpha performance improved) -
interesting to compare with the in hotse CASTOR projed.

5.1.2 Experience and problems

¢ Architedure: randam data accesperformanceis dow viathe standard provided API.

Networking: it was difficult at the beginningto get HIPRA working, bu it is mostly stable by now.
HPSSsoftware reliability is high bu the overall servicerdiability is much dependent on retwork
and media problems.

Manageability: hard in the CERN computing environment. It assumes experienced operators to be
available ad to this we must add the mst of maintaining a DCE environment, which is
otherwise not neaded at CERN. The future of DCE is also questionable in the open commercial
market.

Operation: frequent reconfigurations caused serviceinterruptions.

Portability: this is very criticd for CERN and HEP. The first implementation o the Digital
Alpha 4100 @ta mover was dow (HIPHA to Redwood) in SMP configurations.

5.1.3 Successes

Excdlent suppat from the HPSSIBM tean in Houston was verified. The HPSSproduct itself has
been stable, no dita were lost because of HPSS Sequential performance using the complex interface
isonly limited by hardware performance

“Retirement” of old mediato new products can migrate data gracdully. This is very important
now that the lifetime of tape techndogyis not more than 4-5 yeas.

A single name spacefor al filesisagoodconcept and works well .

HPSSallowed an efficient use of the shared disk pods and tape storage. Tapes are fill ed
completely with consequent reduction d media consumption. The interface to HPSS has been
developed using CERN standard libraries quch as rfcp and the CERN stager. This allows new user
applicaionsto be alded guickly and with minimum eff ort from the users.

5.1.4 CERN HPSSPlans

The original ideawasto dedde by end d 1999if to commit to HPSS(i.e. use it for Compassin 2000
or drop it. However the Alpha port suppat and padkaging by the HPSSconsortium is nat complete
yet.

The first comporents of the Sun Solaris port in development at SLAC are now in the product.
The BABAR experiment has garted with HPSSand Objedivity at SLAC and at IN2P3 in Lyon,
therefore we will be ale to lean much soon.

The aurrent strategy is therefore to cortinue alow level production wse of HPSSto gain more
experience and ke realy to reconsider it as the final solution in case of paositive and conclusive
product developments.



5.2 CASTOR

In January 1999,CERN began to develop CASTOR (“CERN Advanced Storage Manager”). Its main
goal isto be dle to hande the COMPASS and NA48 dhata (25 + 35 MB/s) in a fully distributed
environment andin a completely device independent fashion. Scdability shoud be goodso we wmuld
also hande LHC data (100 MB/s per experiment) starting in 2005. Sequential and randam access
shoud bah be suppated with good grformance

CASTOR objedives are therefore:

High performance goodscdahility, high moduarity (to be ale to easily replace omporents
and integrate commercial products as far as they become available and show a better total cost of
ownership and price performancefadors).

CASTOR will provide HSM functiondlity with a single large name space Migrate/recdl
functions are dl focused on HEP requirements, therefore keguing the design and implementation
simple and lessexpensive.

It will be available on all Unix and NT platforms and will suppat most SCSI tape drives and
robaics. System dependencies are grouped in few fil es to ease portabilit y.

A user/operator/administrator graphicd interface(GUI+WEB) is foreseen, but a command line
interfacewill be retained for more auttomatic production use.

In the spirit of the CERN developed software it shodd remain easy to clone and deploy
CASTOR outside CERN. CASTOR ams at using as much as possble cwmmodity hardware
comporents uch asinexpensive PCs as tape servers.

The first version & CASTOR will be deployed at CERN during winter 19992000and a large
test (10OMB/sduring 7 days) will be atempted for ALICE in February 2000.

Suppat for Storage AreaNetworks (SAN) will be integrated with the goal of deaeasing the
number of data movers and servers. In the SAN model CPU servers are diredly conreded to the
disks and share data. This is a move avay from the traditional tape axd dsk server model,
eliminating data copies between dsk servers and CPU servers. SAN uses native fil esystems, which
give much better performance than NFS. It is important to aajuire expertise in the aeaof emerging
techndogy bu even with SAN some HSM functionality will still be needed.

Suppat for different data storage modelsis being danned:
e disk pods
¢ |ocd cades
e Storage AreaNetworks

¢ |ocd disk andtape drives.
5.3 EuroStore

The third projed with CERN participation is EuroStore [5], an European Union funded ESFRIT
projed. CERN, QSW (a supercomputer manufadurer) and DESY formed together with various
smaller European enterprises a mnsortium to develop a scdable, reliable and easy manageale
storage system almost entirely based onJava. QSW developed the Paral el File System (PFS, which
is used in their high performance mmputer systems. DESY was the developer of the HSM system.
The arrent storage system of DESY will read its limits of scdability with the gpeaance of
HERA B. The similarity of requirements for a storage system at CERN and DESY made a
collaboration in this field desirable. The role of CERN and the commercial coll aborators was the
definition d user requirements and the assesanent of the developed software acording to these
requirements.



The excessve requirements of LHC in terms of scaability and reliability, together with the
necessty of flexible alministration and maintenance, made up the bulk of the user requirements for
the EuroStore software. These user requirements have been used also for HPSS CASTOR and
MONARC|6].

Similar to HPSSthe EuroStore HSM is based on the IEEE mass s$orage standard. The
complete HSM service is built out of sub-services implemented as parate processes or threads
runnng onthe same or different heterogeneous platforms. The communicaion medianism between
al these sub-services is dore with a seare messge passng environment, cdled Cell-
Communication.

The HSM suppats the nation d Storage Groups to allow a single Store to be divided into
several sub-domains containing spedfic user groups and/or dataset types. The Store represents the
roct of the internal HSM objed structure, which is built out of Storage Groups. The Storage Groupis
further subdvided into Volume Sets, which ad as the source ad destination for the HSM internal
migration d datasets. The Volume Set is itself built out of Volume Containers defining the set of
physicad volumes belongng to a single physicd library. To describe and control the internal HSM
migration there exists an oljed, cdled Migration Path, which encloses the migration condtion and
the source/destination Volume Set. Eadh dataset stored in the HSM has a link to an existing
Migration Path describing the dataset migration charaderistics.

The HSM provides a simple serviceto the PFS(or other clients), namely storing and retrieving
complete datasets (or files in the PFSnomenclature) sequentialy. A future version d the EuroStore
HSM might suppat read operations on perts of datasets (partia reads). This smplicity is mirrored in
the data accesAPI in that it contains only 3 functions: crede/write adataset, read an existing dataset
and remove an existing dataset. In addition, the APl will suppat simple query operations (ask for all
files on a given vdume, etc.) for its clients (like PFS. The data accesAPI isimplemented asa C
based thread safe library.

The PVL suppats additional functions:

Priorities, spedfied bythe dient applicaion. This was an important requirement of the EuroStore
collaborators of the Hedth sedor.

Configurable numbers of write operations on a given Volume Set. This all ows the choice between
storage in chrondogicd order, as in Central Data Recording, and the pdlicy based seledion o
available resources (the PVL would choose avolume and a drive acording to the aurrent
situation).

Regular expresson assgned to a storage device (drive). The PVL will manage adefined set of
mainly request dependent variables that can be used to construct a regular expresson. For
example, adrive might be avail able during the time between 3:00 and 4:00 only for a user cdled
oracle_backup onthe host oracle_server.cern.ch. During al other times other users could use the
drive.

Virtual library partitioning al ows dynamic resource dlocaions like "20% of the tape drives are
given to a certain client/user-group"”.

The moduar design d the EuroStore HSM provides the necessary scdability. Every
comporent (e.g. movers, PVRs, PVLs, Bitfile servers) can be located on a different computer. The
implementation in Java will provide the necessary portability to cover a wide range of heterogeneous
hardware platforms.

The EuroStore prototype was deployed at CERN during April 1999. The hardware platform
consists of four dual processor SUN Enterprise 450 servers. Each of the serversis equipped with four
8 GB hard disks, which build the cmporents of one or more Paral el File Systems. The PFScan be



striped over several nodes of the duster. The data is transferred between the nodes via aswitched
ELAN/ELITE network (max. 250 MB/s). Each o the E450Cs is conreded to the CERN LAN with
Gigabit Ethernet. At present the prototype uses two StorageTek 9840tape drives, locaed in ore of
the automated tape libraries of CERN.

During the initial assesgnents many configurations have been tested and, except for the usual
progranming bugs, no conceptual problem could be found. The GUI based administration and
management of the HSM system proved to be very effedive and flexible. The implementation d an
HSM in Java has been succesdully demonstrated, athoughthe isaie of performance and reli ability
could na be redly addressd yet, due to the ongdng development of the prototype. The EuroStore
projed will continue until summer 2000. DESY intends to deploy the EuroStore HSM as a
production system at the end d the projed.

6. FUTURE DEVELOPMENTS

The aurrent plans at CERN are to continue the lines of development described above while exploring
ways to increase the interoperability of HEP HSM systems.

7. CONCLUSION

It is clea that while cmmodity comporents computing seams to offer scdable and affordable
solutions for LHC computing, the management of the datawill remain adifficult challenge to tadle.

Disk storage is the only comporent which seams @ far to follow the Moore price e/olution
curve of PCs. Tape and robatics ssem to stagnate or have avery slow evolution at best.

The HSM commercial market doesn’'t seem to match HEP requirements, although some
analysts predict tremendous growth in thisfield in a nea future.

Until this happens probably we need to take a ©nservative gproach and develop simple in
house solutionsin coll aboration with ather major HEP centres which share our needs.

We shoud in paralel continue to monitor techndogy and market evolution to spot trends,
which we wuld exploit, and commercial products, which we muld aaquire.

The impad of large distributed data accesmodels guch as the ones investigated by MONARC
shoud betaken into appropriate consideration.
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DATA STORAGE TECHNOLOGIESFOR LHC
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CERN, Geneva, Switzerland

Abstract

The paper introduces ome of the techndogies that could be used for storing
and managing the many PetaBytes of data that will be mlleded and
procesed at the Large Hadron Collider (LHC) accderator, which is
scheduled to begin operation at CERN in 2005.The state of the at of the
current mainline hardware techndogies is described, with a discusson o
the likely evolution duing the next five yeas. This paper is a summary of
the material provided in the ledure notes, which include more detail ed
descriptions of some of the fundamental techndogies and costs isaues. The
notes also introduce some more exaotic techniques, and dscuss the storage
cgpadty and performance requirements of the experiments that will use the
LHC acceerator.

1 MAGNETIC HARD DISKS

The principal techndogy wsed for permanent storage of digital computer data for the last thirty yeas
is the magnetic hard dsk. The state of the at hard disk product today can store 72 GigaBytes of data
in a container 10 cm wide and 4cm high, the format of the standard dsk slotsin a personal computer.
The data is dored ontwelve rigid disk platters mourted ona spinde that is rotated by an eledric
motor at around 10000 rpm. There is one recording head for eat dsk surface the heads being
mounted ona set of arms (the accessor) that can move the heals aadossthe recording surfaceof the
disk. The datais rearded in concentric tracks asthe disk platter rotates beneah the head.

Magnetic disk platters must provide amagnetic layer suitable for high-density recording and a
surface layer that is snooth and duable to suppat very low heal-flying heights. The platter is
usually made by sputtering a thin layer of material with high magnetisation and coercivity'
charaderistics on to a rigid aluminium or glass sibstrate. This is followed by applying a very thin
protedive layer (diamondlike cabon) and alubricant.

The magnetic layer is usually a cbalt alloy (CoCrTa, CoPtCr, ...). The duminium substrate is
generally first coated with a diromium layer before the magnetic layer is applied. When the disk is
powered df, the heads “land’ on an areanea the cantre of the disk, which is laser textured to avoid
the heals gicking to the otherwise perfedly smooth dsk surface Current production dsks are
recorded at a density of 3-4 Gbits per square inch (Gb/in?, while laboratory prototypes have been
demonstrated at over 35 Gb/in’. The ared density of delivered products is increasing at around 606
per yea, requiring continuows improvements in materials, manufaduring techniques and read
tedndogy.

The aeaused to store individual bits deaeases as the storage density increases. These smaller
bit sizes imply smaller grains in the magnetic material, and Hgher coercivity (to sharpen the
transitions between the hits). But there ae limits beyond which the magnetic poarisation becomes
unstable, when the fluctuations in thermodynamic energy at operating temperatures have amoderate
probability of causing magnetic state dhanges. Thisis cdl ed the super-paramagnetic limit. Thisis not

' coercivity: The mercive force is the magnetic field which must be gplied to neutralise the magnetic
orientation d amaterial. Coercivity isameasure of how stable the magnetic orientationis in the material .



afixed limit, asit depends onthe magnetic properties of the materias, the recording method, shape of
the bit pattern, etc. The limit with today’s materials and heads is in the region d 40 Gb/in®, but it is
expeded that this will be pushed progressvely up as new materials, heads and techniques are gplied
to the problem. Some industry experts think that 100 Gb/in® will be readed before magnetic
recording in the arrent sense will have to be replacel.

Data is recorded by pssng a aurrent through a tiny coil in the record head to generate a
magnetic field of sufficient strength to overcome the coercivity of the recording material. Until afew
yeas ago an inductive head was used to read badk the information: the fluctuations in the magnetic
field as the magnetised hits pass beneah the read head induce a arrent in the sensing coil. With
reducing [t sizes, progressvely weaker magnetic fields are available for the read head to sense and
during the 199G indwctive read heads were aandored
in favour of magneto-resistive (MR) tedindogy. MR

magneto-resistive read head

heads use amaterial such as an NiFe dloy, which has ARa H
the property that, placed in a magnetic field, its M\\'_’? a
resistance tanges with the strength of the magnetic &g v ¢ AVal AR

flux. In an MR hea such a materia is used to form a
condwctor placad perpendicular to the plane of the
recorded medium. A sense aurrent is passed throughthe
condiwctor, and the signal appeas as a voltage drop
propational to the strength of the magnetic field.

Whil e inductive heads deted the rate of change in the magnetic field, MR heads ense diredly
the field strength. The output signal strength is propationa to the sense airrent, giving severa
advantages in owercoming nase in high density, high data rate systems. MR heads have an even
greder advantage over inductive sensors in low-velocity recording applicaions sich as low power
disk, and magnetic tape.

An MR rea hed still
needs an induwctive head for |
writing and erasing. The MR
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dual head is often
manufadured as a single thin
film compasite head.

Today's most advanced heads use the Giant Magneto-Resistive (GMR) effed. GMR sensors are
made of four layers. The sensing, or magneto-resistive layer changes magnetic orientation acwrding
to the field o the recorded material. This is covered by a conducting layer, separating it from the
pinned layer, which has a fixed magnetic orientation maintained by the permanently magnetised
exchange layer.

Composite head: inductive write, MR read




The sensing current passes
through the first three layers,
eledrons moving fredy within
these layers. The physicd
mechanism used depends on the
eledron spin. Eledrons with a
diredion d spin parallel to the
magnetic field encourter low
resistance, while dedrons with a
spin oppaite to the magnetic
orientation d the material
encourter higher resistance

Becaise a GMR hed
exploits the different behaviour

of condiction eledrons with spin perallel to or oppacsed to the magnetic orientation d the field it is
aso referred to as a Spin Valve. The following dagram explains the operation in more detail. When
both pinned and sensing layers have the same magnetic orientation, some dedrons are stopped in
both materials, while dedrons of oppasite spin flow fredy in bah materials. On the other hand,
when the pinned and sensing layers have oppdaite orientations, eledrons of both spins tend to be

&

GMR layers
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The dfedive density of rearding is measured as the number of bits per square inch of
recording surface Today the bits are much wider than they are long kecause the narrowness of the
tradk is limited by various medhanicd fadors concerned with pasitioning d the heals and track-




following. The length of the bit is less constrained, limited oy by the eledro-magnetic properties
mentioned above, and the size and sensitivity of the head. At an ared recording density of 10 Gb/in®
the bit isabou 1 micronwide and 0.06microns long.

The speead with which data can be recorded and read badk from a hard disk is propationa to
the linea rearding density (number of bits per inch measured along the tradk) and the rotational
speed of the disk. The linea density is increasing at abou the square root of the annual rate of
increase of the ared density, or some 26% per yea. However, the rotational speed has increased by
barely 50% in the past ten yeas. We shall therefore see agrowing dscrepancy between data rate and
disk cgpaaty. It has not been found padicd or cost-effedive to use parallel heals to increase the
data transfer rate, and this problem is more likely to be dleviated by the continued deaease in the
overal size(cgpadty) of the disk unit.

Before beginning to transfer data from the disk the head must be positioned ower the crred
tradk (seek time), and then we must wait for the beginning d the data segment to come under the
head (cdled the latency). The seek time has hardly improved by 5®6 over the past ten yeas. The
latency, the time taken for half arevolution d the disk, has aso na improved very much in that time.
Withou a data cate in the disk controller this would lead to very poa performance for small data
transfers. The data cate, several MBytes in sizein current disks, uses techniques like read-aheal
buffering, and speed matching between the disk and the data channel to improve performance.

There is sme way to goin further developing the airrent hard dsk techndogy, tefore the
physicd limits are readed, bu several aternative tedindogies are being explored which could
ultimately lead to much higher recrding densities. One such line of development uses materials
developed for magneto-opticd devices. These ae mmpasites of rare eaths and transition metals
(such as GdFeCo, ThFeCo), which have very stable magnetisation at normal operating temperatures,
and a low Curie point’. The material is heaed abowe its Curie point by a laser, and then magnetised
using an induction coil. The data is read bad using the conventional magneto-optic tedhnique - the
magnetic field changes the palarisation d the refleded laser beam (Kerr effed).

However, the recording censity of laser-based systemsis limited by the resolution d the optics
to abou one half of the wavelength, which is 0.35microns for red light. A novel technique used to
reduce the laser spot size @mbines a Solid Immersion Lens (SIL) with the near field effed, or
evanescent coupling. The SIL, based onwork performed at Stanford University, focuses the laser
beamn internally onthe surfaceof the lens, which is made from a materia with avery high refradive
index. The energy o the
laser is then transferred mirror
between the lens surface '
and the recording layer
using the nea field effed

objective lens
/ ]

which operates within ore SiL

wavelength of theradiating >v4‘ o

surface  The TeraStor LI || || —"nauetion coil
Corporation hes f =2 iﬂ— magnetic layer
de_monstrgted a disk using evanescent coupling ) substrate
thistednique.

? Curie point: The temperature @ove which a material loses its magnetic orientation



2 MAGNETIC TAPE

Magnetic tape has traditionally been used as an inexpensive storage medium for badkup d disk data,
and for archiving dd versions of files. It used to be a dea two orders of magnitude chegper than
disk, and had excdlent shelf storage dharaderistics in terms of volumetric storage density, and
ruggedness More recently, for the past fifteen yeas or so, large reliable tape robds have enabled
gigantic quantities of data to be available degply with an accesstime of a few minutes. StorageTek,
the leader in the development of high vdume tape robds, uses the name Nealine to describe this
classof storage. However, in recent yeas, hard disk and ogicd storage have begunto provide strong
competition for magnetic tape in terms of both vdumetric storage density and cost.

Magnetic tape is made from a thin flexible substrate, abou 10 microns thick, made from
Polyethelyne’. The recording layer used by most high quality magnetic tapes today is microscopic
metal particles held in a binder which coats the substrate - MP tape. Metal Evaporated (ME) tape is
manufadured using a processin which the substrate is passed throughcobalt or cobalt-nickel vapour,
which condenses in a thin layer on the surface ME tape has better recording charaderistics at very
high frequencies.

The tape is usually stored in a single-red cartridge. When mourted ona drive the end d the
tapeispulled ou of the catridge and attached to a take-up spod. The drive then moves the tape badk
and forth past the recording heals by controlli ng the catridge red and the take-up spod. The tape
path is carefully designed to minimise friction and tape tension. Some systems use cattes where
both reds are mourted in the mntainer. This avoids extrading the tape and is usually much faster in
loading. However, the casette hold lesstape than can be padked into asinglered cartridge.

Thererding and read technd ogies use developments from the higher performance axd higher
density hard disk industry, but there ae major mecdhanicd problems with tape which are not present
in hard disks.

Magnetic tape is basicdly a sequential accessmedium. The tape is loaded at the beginning, and
must then be pasitioned by spadng aaossintervening data urtil the desired pasitionis found. Thisis
not entirely true, as modern tapes are recrded in parallel bands recorded alongthe length of the tape
(as we shall seelater), bu data written onatape caina be deleted, a re-written (there is no updie
posshility). New data must be gppended to the arrrent end o data. Most tapes maintain a diredory
that iswritten in aspedal area @ the start of the tape, and upaited before the tape is dismourted. This
contains the aldresses of the beginning d ead file on the tape, and alows the drive to use
pasitioning information in pre-recorded servo tradks to space relatively quickly to the start of a
spedficfile.

There ae two basic techniques for recrding data on magnetic tape: linear, where the tracks are
recorded peralel to the length of the tape; and helical, where the tradks are recorded at an angle
agossthe width of the tape.

21 Linear Recording

In linea tape rewrding, the tape passes over a .
fixed head, which usually contains ®veral sets /”te element
of recording elements to enable several tradks

to be recorded o read badk in peralel in order
to increase the dfedive data transfer rate. Each
set comprises a write and read element, so that read elements
recorded data can immediately be re-read and
cheded for errors. In arder to suppat bi-dirediona recording, a third element (read) is required on

tape

* PET: polyethylene terephthalate, or PEN: polyethylene naphthalate



the other side of the write dement. Erase dements may also be required. In linea recording the tape
barely touches the head, reducing wea of the head elements and the risk of damage to the tape.

The multi-track head writes a series of parallel tradks
along the tape until the end-of-tape marker is deteded.
Then the head is moved dightly aaoss the tape, and
recrding proceals with the tape running in the oppaite
diredion. This continues urtil al of the data bands have
been written. Since the head elements are generally wider
than the trad, tradk groups adualy comprise a set of
paralel tracks, separated by tradks that belong to ancther | ‘@ i nininnnin
tradk group. This multi-tradk-group method d recording is
cdl ed serpentine recording.

o)
T
T

There ae anumber of pradicd problems that must be aldresed by the designers and
manufadurers of magnetic tape systems. Friction between the tape and head leads to head wea and
the risk of tape damage. Dust and cebris from the dlitti ng rocess used to cut half-inch tapes from
broad strips of medium can exacebate this problem. The path foll owed by the tape & it moves from
ore red to the other must be & smple & passble, to ensure that minimum tension is required to
maintain the extremely thin medium in contad with the heads. The castans in the path usually
employ air beaings to reduce friction. As the temperature and humidity change, so the substrate
expands and contrads. The lateral expansior/contradion d the tape poses a major problem for
paralel trak recording, as the distance between tradks may vary between the time the tradks are
written and read. Finally, when the tape is gored ona shelf or in aroba slot gravity slowly distorts
the red of tape, making it more difficult for the tape guidance system to pasition it. Tape shoud
always be stored verticdly, and shoud be re-spoded regularly to minimise this problem.

2.2 Heélical scan recording

Helicd scan recording was developed for the entertainment business in order to oltain higher
recording densities - both higher track densities and higher linea densities.

In these systems (used in the mass
market VCR) the tape is partialy
wrapped around a scanner mourted at

an angeto the diredion d the tape. The
tape moves dowly past the scanner, seanner Q\
which contains a set of heal elements | «~ «2° % N
that spin at a much higher speed. The fence
effedive relative speadl of head and tape

head

is therefore increased without incurring

the medhanicd difficulties of moving the tape dongthe
tape path at high speed. Data transfer rate can be fracks

maintained by increasing the rotational speed of the
scanner or by including more than ore set of recording /
elements in the scanner. But it is not necessary to resort

to parallel tradk reaording.

There ae some fundamental problems encourtered with helica scan tedindogy, which make it
more difficult to achieve the level of data integrity that can be obtained with linea techniques. The
main problems are:

¢ Heal wea dueto the increased contad pressure coming from the tape wrap onthe scanner
(capstan effed).



¢ The helicd wrapping aroundthe scanner is achieved by riding the tape on a fence or step
that protrudes from the scanner. This requires that the tape edge has been formed very
acarately during dlitting, and there is a high risk of edge damage. Once the alge is
damaged the recorded tradks develop a airvature which makes it difficult for the read head
to follow. In contrast, linea tapes reserve aguard band at ead edge of the tape to minimise
problems arising from manufaduring a usage damage.

Helicd scan tape systems achieve today substantially higher trad densiti es than that posshle
with linea recording methods. For example, the StorageTek Redwood drive adieves 2,800tradks per
inch, enabling it to record 50 GBytes of user dataon 1,200fed of half inch tape. In contrast the 9840
linea tape system from the same company ony stores 20 GBytes of user data on a 900 foct tape, at
abou 600 tradks per inch. New tedhniques adapted from hard dsk techndogy will alow linea
recording to narrow this gap.

2.3 Datacompression

One significant advantage of sequential recording systems like magnetic tape is that data compresson
can be used by the recording system to improve the gparent recording density. Thisis not posshle
with a random access ystem like hard disk, where the physicd address of any data block must be
able to be coomputed dredly from its logicd pasition in the file. Early compresson systems used
algorithms that were dfedive for commercial data streams, bu gave littl e advantage in the case of
the randam patterns encourtered in scientific data or data where straightforward compresson
techniques had already been applied - such asraw physics events.

More recently, the availability of inexpensive but high performance processors has enabled
more sophisticaed compresgon algorithms to be used. In common wse today is DLZ1. Thisis one of
the set of Lempel-Ziv compresson agorithms which map variable length inpu strings to variable
length ouput symbals. During compresson, the dgorithm builds a dictionary of strings which is
accesed by means of a hash table. Compresson accurs when inpu data matches a string in the table
and is replacal with the output symbol. Advanced DLZ1 algorithms perform well even on pe-
compressed scientific data.

24 Technology trends

Unlike in the cae of the hard disk market it is rather difficult to identify clea trends in magnetic tape
developments. Historicdly there have been long eriods in which a single standard and recording
density has dominated the market. During the past 25 yeas, as can be seen from the diagram below,
there have been threedistinct generations of data centre quality tape systems.

e the9-trakk “6250 bp” techndogy wingiron oxde which wasintroduced in 1974

o the 348090 techndogy, wsing 18 @ 36 tradks on a dirome dioxide medium, which was
first introduced in 1984

e in 1995the first of a number of new products appeaed, all incompatible, but using MP
tape, and gving aleg from 800 MByte catridges to multi-GByte systems

Helicd scan has proven to be too dfficult atechndogy for the quality required at the high end
- data goplicaions have a ompletely diff erent definition o reliability from video applications, where
helicd scan is the standard. Produwcts with acceptable reliability for digital applicaions are
unaccetably expensive. We ae not likely to see this change, as linea techndogy is gedlily
achieving higher ared densities.

The major applicaions for magnetic tape ae badkup and archiving - which require adifferent
level of reliability from applicaions which ke the master copy d the aurrent data on tape - like
high energy physics applications. The model of using tapes as a storage medium for adive data needs
to be reconsidered.
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Since it is difficult to generdise éou industry trends, we have to look at spedfic
manufadurers and products in order to have an idea dou how things may develop ower the next 5
yeas. The situation at the top end o the market is quite satisfadory, with three or four competitors
using proven linea techndogy aimed at the data cantre. The manufadurers have anourced “road
maps’, explaining hav they can redisticadly develop their systems to improve the cgadty and
performance by a fador of 2-4 ower the next 5 yeas, withou requiring fundamental changes in
techndogy.

At the low end d the market the mgjor products at present use helicad scan. As we have seen
thisis a more difficult techndogy than linea recording. More important however is the competition
that these prodcts, aimed at the massmarket, will experiencefrom opticd systems.

3 OPTICAL RECORDING

For over twenty yeas claims have been made that opticd recording will displacemagnetic recording
for secondary or at least tertiary storage. The reasonis (or was) that optica systems have the potential
for much higher ared densities - up to 5 Ghits per square inch in the cae of ared laser. There have
been many products using ogicd techniques, aimost all write-once systems, bu the adieved density
(user data bits per square inch) has been disappdnting, performance modest, and costs for media and
drives too high. Recordable opticad disk was used orly for spedal applicaions - such as thase where
the fad that it was write-once was an advantage. Meanwhile magneticdly recrded hard disk has
steaily improved in density, performance and cost, to the point where it has now exceealed the
maximum recording density of purely opticd systems.

Paradoxicdly, although opica recording hes lost this fundamental advantage, for the first time
we ae beginning to seered competition, at least for magnetic tape, coming from opticd products.
The reason is that recordable CDs and DVDs, prodwcts emerging from the mass market of
entertainment, have adieved reliability and pricelevels which placethem in dired competition with



low end tape systems. In addition, as these ae randam access ystems, they offer a substantialy
different (better) level of functiondlity.

31 WriteOnce- CD-R and DVD-R Disc Structures of CD-R
Reoordable (write once) CDs and DVDs Gold layer

use a disk made from a pdycaborate N
substrate. The recording layer uses hea-
sensitive material, usualy Cyanine dye.
The hea of the recording laser chemicaly Dye layer -~
demmpaoses oats in the dye layer and
physicdly deforms the aljacent substrate.
During pdaybad, the decomposed spot PC substrate <

absorbs light from the playbad laser, and
the substrate deformation scaters the
light, together making the spot look like a
pit which can be read by a CD or DVD
ROM drive. The disk is medchanicdly pre-
formatted with a flat-bottomed helicd

- Protective coat

e Pro-groove

™ Racorded pit

graphic - SONY

Figure 2

groove. The ridge between adjacent \ substrate
groovesis cdled the land, which has aflat )
surface Address information (sedor deformation
heajers, etC) is embossd on the disk recording |aser

during manufadurer.

The disks can be made doulde sided, and DVD-R disks can store upto 4.7GBytes on ead side.
This techndogy daes not suppat the dual layer per side technique used by mechanicdly formed
DVD-ROM disks. The recording speed of current productsis abou 1.3 MBytes/second.

3.2 ErasableDVD-RAM

Re-writeable opticd disks use phase change techndogy. The recording layer consists of an aloy o
tellurium, germanium and antimony. A laser bean heds the material above the 600°C melting pant.
The layer cods to a aystalline or amorphouws gate depending onthe power level of the laser. With
high paver the material melts quickly and cod's quickly forming an amorphows gat. At lower power
the processis dower and the surface @aumes its crystaline state. When reading takes place the
amorphous gots have much lower refledivity than the aystalli ne spots - so they look li ke “pits’.

The DVD-RAM format uses a substrate with pre-formed groove and sedor healers. Data is
recorded in the groove and onthe “land’, or ridge between the groowves, to increase the cgadty. This
involves re-focussng the laser. The origind DVD-RAM format has a cgadty of 2.6 GBytes per
side, bu a send ersion d the standard has been agreed by the DVD Forum which uses a reduced
spot sizeto hdd 4.7GBytes per side.
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SOFTWARE BUILDING

A.N.Dunlop, B.Ferrero Merlino, R.Jones, M.Nowak, Z.Szkutnik

Overview

This track combined software engineaing ledures with exposure to the
software techndogies and padkages relevant for LHC experiments. It
showed, in a pradicd sense, hov software engineging can help in the
development of HEP applicaions based onthe LHC++ software suite and
aso gave ataste of working onlarge software projeds that are typicd of
LHC experiments. The ledures provided an owerview of LHC++ and
covered those apeds of software engineaing most relevant for HEP
software development.

1. EXERCISES

The hands-on tutorial introduced a series of exercises to solve given problems. The tutorials foll owed
the natural progresson d physics anaysis exploring the major LHC++ padcages on the way. The
students compl eted the tutorials in groups of two.

Esentialy, the students were required to develop several C++ programs in successon starting
from skeletons:

i) Popuate an event database using HepODBM S acarding to a defined oljed model.

ii) Build an event tag database from data prepared in |. Seled some interesting event attributes and
copy them to the event tag database.

i ) Use the Gemini minimisation padkage to find the minimavalues for a given set of problems.

iv) Rea event tag database built in Il and dsplay the contents. Use the LHC++ inter-adive graphicd
todlsto apply more auts.

2. LECTURES
2.1 Track Introduction
Spedker: R.Jones

The goal of this track was to provide an overview of LHC++, which is a comprehensive,
mainstrean and modern software suite for development of physics analysis ©ftware. This overview
was couped with an introduction to those aspeds of software engineaing that are considered
relevant for physics analysis ®ftware development. The exercises provided pradicad hands-on
experience of using the major LHC++ padages. The intention was that students sioud come avay
with pradicd knowledge of how to develop physics analysis oftware in an arganised manner. It was
not a goal of this tradk to tead C++, ojed-oriented concepts, WNT or give details of the physics
involved in LHC experiments.

The LHC++ ledures are documented as separate papers in these procealings. Below is a short
summary of the tradk introduction, closing and software engineaingledures.



2.1.1 Introduction to Software Engineering and OO methodologies
Speaker: A.N.Dunlop

A definition d what is meant by software engineeing cgave astarting pant for this ledure
which then went on to explain haw the scde of the software projed determines the software process
required to successully runthe projed to completion.

Various processs exist for OO software (OOSE, OMT, Booch, Fusion, Martin-Odell, Unified
etc.) and have varying dfinitions for the phasesinvaved duing the projed but the Unified processis
centred aroundthe achitedure and follows anumber of iterations driven by use-cases.

2.1.2 An Overview of UML and use-cases
Speaker: A.N.Dunlop

Thisledure cvered the basic structure of UML, the notation and types of diagrams that can be
used to describe the software under development. Emphasis was put on the use caes as a means of
driving the development and haw they are used at various phases.

2.1.3 Software Design
Speder: R.Jones

The task of design was introduced as consisting d threelevels: architedure, medanistic and
detail ed based onthe scope of the dedsions made. Each level was further defined to show its goals,
tedhniques and dliverables. The UML class sequence and collaboration dagrams were explained
and examples drawn from the exercises. The amncept of patterns, how they can be gplied to analysis
and design and examples from LHC++ padkages and the exercises were given.

2.1.4 Software Testing
Spedker: R.Jones

This ledure @vered the basic principles of software testing and \why programs have defeds.
The mst of defed removal and the dasdficaion d defeds were aldressed. The use and lesis of
software inspedions as a means for removing defeds was $own to be the most effedive way of
improving the quality of software. The different types of testing (unit, integration, regresson and
accetance) were described and hav CASE tods can help in these tasks. The ledure finished with a
set of axioms abou testing that can improve the way most software devel opers approach the subjed.

2.1.5 Wrap-up on Software Engineering Issues
Spedker: R.Jones

This aim of this ledure was to look at some agpeds that affed the longterm well being o
development projeds. It started by asking threequestions:

» Why is the software process ® important?
» What is © goodabou iterative devel opment anyway?
* Why can't we just get on with writing the code?

To answer the first question, the most common reasons for failure of software projeds were
listed with how adivities, such as adequate analysis and design, can be used to avoid them. The
sewnd question was addressed by gving an example of what iterative development means and by
showing the unfortunate results of not usingiit.



Hopefully the students understood that by answering the first two questions the answer to the
third becomes clea. As a means of suppating iterative development cycles, configuration
management systems were introduced and the ledure finished by emphasising that software dways
costs mething (time or money): either some up-front by investing in analysis and cesign a more
later to fix all the problems.

2.2 Feedback session

The tradk finished with a feadbadk sesson duing which the students asked questions abou how to
apply the software engineaing tedniquesin dfferent situations, including hav to introduce software
inspedions and hov to motivate developers to worry abou those isales concerned with software
maintenance There were detail ed questions abou the use of Objedivity and Gemini in LHC++.
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THE LHC++ ENVIRONMENT

Bernardino Ferrero Merlino
CERN IT Division- CH 1211Geneva 23 Switzerland

Abstract

The LHC++ projed is an ongang effort to provide a1 Objed-Oriented
software environment for future HEP experiments. It is based onstandards-
conforming solutions, together with HEP-spedfic extensions and
comporents. Data persistence is provided by the Objedivity/DB Objed
Database (ODBMS), while the IRIS Explorer Visualizaion system is the
founcition for the Interadive Anaysis environment. To complement the
standard padkage, a set of C++ classlibraries for histogram management,
ntuple-like aaysis (based on Objedivity/DB) and for presentation
graphics (based onOpen Inventor) have been developed.

1. INTRODUCTION

Over a period d many yeas, CERN, in conjunction with cther laboratories, bult up a large
colledion d routines and programs oriented towards the needs of a physics research laboratory. This
software — amost entirely written in Fortran, is referred to colledively asthe CERN Program Library
or CERNLIB [1]. For many yeas, it was assumed that CERNLIB would simply be migrated from
Fortran 77 to Fortran 90. However, in the ealy '90s an important change took pgace namely the
adoption d objed-oriented techniques and programming languages such as C++ and —more recantly
— Java. As a result of these changes, the need for the “C++-equivalent of CERNLIB” arose. The
LHC++ projed was initiated in 1995to addressthese isaues. Given the falling manpower envel ope of
the laboratory, it was clea that there would be insufficient resources to develop and suppat
everythingin-house and so alternatives, such as coll aborative development and the use of commercial
comporents, were investigated.

The aurrent LHC++ [2] strategy relies on bah commercial and HEP-spedfic comporents. It's
noteworthy that the LHC++ environment is built using a ‘layered’ approach, where dl basic
functionality are implemented as gandalone C++ classlibraries that are then integrated using a more
sophisticaed Moduar Visualizaion System (MVS). A sketch of the LHC++ comporentsis given in
Table 1 below:

Description Comporents

Data Analysis IRIS Explorer - HEPExplorer
Custom graphics Master Suite - HEPInventor
Basic graphics Openlnventor - OpenGL
HEP math HEPHtting —GEMINI - CLHEP
Basic math NAG C library
Histograms HTL

Database HepODBMS
Persistency Objedivity/DB

C++ Standard Libraries (STL)
HEP spedfic CLHEP

Tablel - LHC++ Components



2. LHC++ COMM ERCIAL COMPONENTS

Many fadors contributed to the choice of the cmmmercial componrents of LHC++. These included the
functionality of the individual padkages, their adherence to standards — either de-facto or de-jure —
their interoperability, their market share (including aher HEP laboratories) and d course @st!
Several of the supgiers chosen aready had along-establi shed relationship with CERN from previous
software padkages and the systems themselves were “interrelated”. This is important as it not only
guarantees their interoperability but simplifies the issues related to ensuring consistent rel eases aaoss
multi ple platforms — these isaues having keen already addressed by the vendars concerned.

2.1 Objedivity/DB ODBM S

In order to study solutions for storing and handling the multi-PB data samples expeded with LHC,
the RD45 Projed [3] was established in 1995.The proposed solution shoud also be ale to cope with
other persistent objeds, such as histograms, cdibration and monitoring data, and so forth. It was
foundthat the best candidate for handing this problem is an Objed Database Management Group
(ODMG) [4] compliant objed database used together with a mass sorage system, based uponthe
IEEE reference model for mass sorage systems [5]. After considering a few alternatives, the
presently favored solution is built upon Objedivity/DB [6] and HPSS(High Performance Storage

System) [7].
2.2 IRIS Explorer

IRIS Explorer [8] is atodkit for visualization d scientific data, which can be manipulated via
visual programming toadls. Users define their analysis applicaion by conreding bulding Hocks,
cdled modues, into a so-cdled map (seeFigure 1 below). Modues ad like filters: they read ore or
more streams of inpu data and produce one of more streams of output data. The behavior of modues
is controlled (interadively) by a set of parameters. IRIS Explorer comes with a rather complete set of
modues for performing kesic data transformations and it is graightforward to creae new modues.
IRIS Explorer is built ontop d remgrized graphics gandard such as OpenGL [9] and Open Inventor
[10Q], thus making pasdble to integrate third party padkages based on the same standards, e.g.
GEANT-4[11].

2.3 OpenGL

OpenGL is an industry standard for graphics. It is vendar-neutral and multi-platform, and is
optimized for building environments for developing 2D and 3 visual applicaions. Severa vendas
arealy dfer a hardware implementation d the standard, thus ensuring that rendering speed will be
optimal.

2.4  Open Inventor

Open Inventor is an oljed-oriented 3D toadlkit built on top o OpenGL, providing a
comprehensive solution to interadive graphics programming. Its programming model is based ona
3D scene database optimized to ease building gaphics applicaions. It includes a large set of objeds,
such as cubes, pdygors, text, materials, cameras, lights, track-balls, hande boxes, 3D viewers,
editors and defines a standard file format (1V) for 3D data interchange fil es, that is the basis for the
Virtual Redity Modeling Language (VRML) [12] standard.
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Figure 1 —exampleof a “Map” in IRIS Explorer

2.5 MasterSuite

MasterSuite [13] is a C++ todkit for data visualizaion, containing class libraries with
extension noas to Open Inventor. These extensions cover both 2D (drawing, charting, etc.) and D
(drawing, legends, etc.). In addition, it provides a set of classesto develop viewers for scientific data
for output on screen as well asin vedor-PostScript format.

2.6 NAGCLibrary

The NAG C Library [14] isa mlledion d abou 400 wser-cdlable mathematicd and statisticad
functions. The library includes fadliti es in the aeaof minimization, adinary differential equations,
Fourier transform, linea agebra, zeros of paolynomial, statistics, time series etc. The library uses
doule predsion throughot to ensure maximum acairacy of results. The wrreanessof ead library
function is evaluated and werified by spedally written test programs performed on ead o the
machine ranges for which thelibrary is avail able.

3. LHC++ HEP-SPECIFIC COMPONENTS

Althoughthe commercial comporents on which LHC++ is built offer a solid foundition, they do nad
—in general — provide the cmplete functionality that is required in the HEP community. To cater for
such needs, small extensions —typicdly some 2-3K lines of code — are provided.



3.1 HepODBMS

HepODBMS [15] isaset of classlibraries built ontop o the ODMG C++ interface Their purposeis
to provide ahigher level interfacethan is gedfied by the ODMG, to simplify the porting o existing
applicaions and provide aminimum level of suppat for transient-persistent switching. Furthermore,
these libraries help to insulate gopli caions against changes between releases from a given venda and
between the products of different vendas. The HepODBMS libraries provide dasss to ded with
sesgon management, clustering Hnts, tag and event coll edions.

3.2 TheHistogram Template Library (HTL)

The Histogram Template Library (HTL) [16] is a C++ classlibrary that provides powerful
histogram functionality. Asthe name suggests, it exploits the template fadlity of C++ andis designed
to be wmpad, extensible, moduar and fast. As auch it only deds with histograms (summary data
representing the frequency of values) and nd with the whole set of values. Furthermore, although
simple file-based I/0O and "line printer" output are suppated, it is not coupged to more advanced 1/0
and visudizdion techniques. In the context of LHC++, such capabilities are provided by dher
comporents that fully interoperate with HTL.

HTL itself offers the basic feaures of HBOOK [17] as well as a number of useful extensions,
with an ojed-oriented (O-O) approadh. These feaures include the following:

e bookngandfilling d 1D, 2D and profil e histograms,

e computation d statistics guch asthe mean or r.m.s of ahistogram;

e suppat for operations between histograms,

e Browsing d and accessto charaderistics of individual histograms.
3.3 HEPInventor

HEPInventor [18] propases an easily uncerstandable and wser-friendly way to present data in
physics programs. It isimplemented as agraphicd classlibrary bult ontop d MasterSuite to provide
an interfacebetween HTL and its presentation gaphics.

3.4 HEPEXxplorer

HEPExplorer [19] is a set of HEP-spedfic IRIS Explorer modues, which help a physicist set
up an environment to analyze eperimental data, produce histograms, fit models and prepare data
presentation fdots. IRIS Explorer Maps that implement simple analysis-related tasks, such as
visualize and fit a histogram, produce histograms out of tag data (seesedion 4), etc. are part of the
padkage s well.

3.5 Gemini/HEPFitting

Gemini [20] is a dasslibrary providing basic minimizaiorvfitting capabiliti es. The library
integrates under the same interfaceboth MINUIT [21] and NAG minimizers, athoughclasss are
provided to access fedures that are unique to ore minimization engine (such as NAG suppat for
linea and nonlinea constraints).

HEPFtting [22] isautility library to fit either HTL or vedors of data, with a handy interfaceto
spedfy complex fit functions asseembling gaussan, pdynomial or exporentia terms, as well as user
defined functions.

3.6 CLHEP

A set of HEP-spedfic foundition and uility clases auch as randam generators, physics
vedors, geometry and linea algebra is padkaged in the CLHEP class library [23]. CLHEP is
structured in a set of padkages independent of any external padkage (interdependencies within
CLHEP are dlowed under certain condtions).



4. ANALYSIS SCENARIO

The analysis <enario can be split in two parts. The first part concerns popuating the database with
reconstructed event data and is usually dore in a C++ program, typicdly running in batch jobs. The
seoond @rt implies using an interadive tod, such as the IRIS Explorer framework, to adually
produce summary data, usually as histograms, ou of the event data. Histograms can then be
manipulated, fitted using an appropriate tod and eventually printed in a PostScript file to embed in a
paper or a slide presentation.

4.1 The'batch’ part

The main task of this part is popuating the Objedivity data store with event information
coming, ery likely, from a former recnstruction phase. Most new HEP experiments assume that it
will be possble to make both raw data and reconstructed deta available on-line thanks to the
integration between Objedivity/DB and HPSS Ead experiment will have its own data model and
physicists doud be &le to navigate through it. This is a maor problem for a general-purpose
Interadive Analysis environment, since, urlike the Ntuple cae, a common and pe-defined data
model, shared amongst all experiments, isnolonger impaosed.

Since dl data needed for analysisis suppased to be on-line, the role of the Ntuple replacanent
could be quite different. While reasonably small personal data wlledions will dtill exist, the main
concern will probably be how to index large event stores to speed upthe analysis.

The RD45 Projed suggested ore gpproach to ded with bah problems. The ideait to speed up
queries by defining for eat event a Tag, i.e., asmall set of its most important physics attributes plus
an asociation with the event where the Tag data awme from. A colledion d tag oljeds is swved
together in a Tag Database, something intermediate between an Event Diredory and an Ntuple. Since
they are globally defined for the whole experiment, concrete tags can be optimized so that they offer
avery efficient way to make initial cuts on attributes, thus achieving a high cegreeof seledivity. On
top d that, at any moment users can crossthe asociation to the event to retrieve any ather details
abou the full event, which are nat contained in the Tag.

In general the experiment or groupwill make the seledion d key attributes charaderizing events, so
that concrete tags are mostly defined for experiment-wide or workgroup-wide data sets. However,
individual physicists have the passhility to define their own simpler data wlledion by wsing the
Generic Tag medianism. This ssoond lightweight procedure dlows users to define atag onthe fly,
withou creding a persistent class Compared to the @ncrete tag, there is, of course, a small
performance penalty, bu this is most of the time balanced by an increased flexibility, since & any
time new fields can be alded to the tag and the aciation to the complete event data remains
avail able.

The set of individual tags is cdled an Explorable Colledion, i.e.,, a mlledion d objeds
implementing an interfacefor accessfrom IRIS Explorer.

4.2 An example: creating aTagcolledion out of existing events

The Event we want to creae the Tag from is compaosed by two kinds of information:
e Tradkinginformation, represented byavariable size aray of tradks
e Calorimeter information, represented by avariable length array of clusters



/] persistent Tracker class
class Tracker : public 00Obj {
public:
ooVArrayT<Track> tracks;
private:
};
/] persistent Calo class
class Calo : public 00Obj {
public:
0oVArrayT<Cluster> clusters;
};
/] persistent Event class
class Event : public 00Obj {
private:

int evtNo;
public:

d_Ref<Tracker> tracker;

d Ref<Calo> calo;
|

So, for ead event, we will have a ©lledion d tradks anda olledion d clusters, plus aunique
event identifier.

The dasss implementing a singe tradk or cluster will contain information related to the
particle traversing the two sub-detedors:

// Basic track: persistent by embedding
class Track {
public:
double getPhi() { return phi;}
double getTheta() { return theta;}
double getPt() { returnpt;}
private:
double phi;
double theta;
double pt;
};
// Basic cluster: persistent by embedding



class Cluster {
public:
double getPhi() { return phi; }
double getTheta() { return theta; }
double getEnergy() { return energy; }
private:
double phi;
double theta;
double energy;
};

The tag we want to crede will contain the pT and ph attribute of the tradks having maximum
and minimum pT, plusthe event unique identifier. Hencethe Tag description will be something like:

HepExpl orableGenericTags highPt; // create a tag collection
Il definefields all fields that belong to genTag
TagAttribute<long> eventNo (highPt,"eventNo");
* track with highest pT*/
TagAttribute<double> ptPlus (highPt,"ptPlus’);
TagAttribute<double> phiPlus(highPt,"phiPlus");
[* track with lowest pT*/
TagAttribute<double> ptMinus (highPt," ptMinus");
TagAttribute<double> phiMinus(highPt," phiMinus");



It's now possble to scan the events, identify the tracks with minimum/maximum pT and
replicate their pT and phi attributesin the Tag:

ooltr(Event) eventltr;
eventltr.scan(container (" Events'));
while( eventltr.next())
{

HepRef(Tracker) aTracker = eventltr->tracker;

int maxTrack = 0, minTrack = O;

for (int track=0; track < aTracker->getNoOfTracks(); track++) {

if (aTracker->tracks[track].getPt()
> aTracker->trackg maxTrack] .getPt() )
maxTrack = track;
if (aTracker->trackg[track].getPt()
< aTracker->trackg minTrack].getPt() )
minTrack = track;

}
highPt.newTag();  // create a new tag (all fields have default values)
eventNo = eventltr->getEventNo();
ptPlus = aTracker->tracks maxTrack].getPt();
phiPlus = aTracker->tracks maxTrack].getPhi();
ptMinus = aTracker->trackg minTrack].getPt();
phiMinus = aTracker->tracks minTrack] .getPhi();
}

It is noteworthy that the Tag's attribute ae managed exadly as gandard C++ variables. the
overloaded assgnment operator will take cae of putting the values in the Tag that will be stored in
the database.

4.3 Theinteractive part

Interadive Analysis in IRIS Explorer is implemented by a set of HEPExplorer modues.
Generally spe&king, the aurrent set of modues allows users to extrad data from an Objedivity/DB
data store and pu them in ore or more HTL histogram(s). In particular the user can seled an
Explorable Colledion, dfine aset of cuts over the wlledion as a C++ expresgon, cfine the inpu
streams for the HTL histogram(s) to produce and automaticdly generate and compile C++ code that
implements the ats and fill the histograms.

Apart from accessng the data in the tag, users can invoke C++ functions that implement, e.g.,
common physics or access the experiment spedfic event objed (by traversing the as<ciation
between a tag and its related event). User-defined functions can be used whenever a C++ expresson
isallowed. This means, for example, that reconstruction C++ code can be used in the analysis modue
(and the other way round.



Since there' s no interpreter involved, the analysis code can use any C++ fedure suppated by
the locd compil er (templates, STL, exceptions, etc.)

An dternative to code generatiorvdynamic compil ation is the use of arestricted C++ syntax to
spedfy the auts. Such restricted syntax is then interpreted to filter the data that will fill t he histogram.
An example of such approach isthe TagViewer modue (seeFigure 2 below):

i Tag¥iewer [_ O]
Help
E=plarable List # Field List " Field List
high pt events eventMo eventMo
tPlLz ptPlz
phiFluz
pthdirie pthdinLes
phitdinuz phitdinus

Cuts
ptPlus > 20 && ptPLus < 40

Behin I
] 200

| T

Figure 2 —The TagViewer Module

The aits are expressed as a simple C++ expresson involving orly Tag variables, relational and
logicd operators.

5.  CONCLUSIONS

The HEPEXxplorer padkage is a succesdul effort to integrate IRIS Explorer and Objedivity/DB
so that high energy physicists can ‘exercise’ the analysis chain, from event to paper, on dita stored in
an oljed oriented database.

We believe IRIS Explorer is a good environment for data analysis and visudizaion: its
compliance with graphics gandard, its smple development environment, its robustness and
moduarity being certainly the main good pints.

The layered approach has proved to be an effedive way to cope with change.Since the first
release of LHC++ (July 1998 we have dready changed the basic C++ libraries (from Rogue Wave's
Toos.h++ to STL) and the whale histogram padage (from HistOOgrams to HTL) withou mgjor
impad on any aher part of the padage.
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GEMINI AND HEPFITTING COMPONENTSOF LHC++
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Abstract
Design concepts and wsage of Gemini and HEPHtting comporents of
LHC++ environment are presented. Gemini's approach to error analysis and
the relation d Minostype arors and Hessan-based errors are briefly
discussd.

1 INTRODUCTION

Gemini [1] is a GEneral MINImizaion and error analysis padkage implemented as a C++ class
library. It provides a unified oljeda oriented Applicaion Programming Interface to various
minimizers. The aurrently suppated set of minimizers (Minuit [2] and NAG C [3]) can be extended.
For the common subset of functionality, it is up to the user which minimizaion engine does the work.
The user can easily switch between various minimizers withou essential changes in the gplicaion
code. Gemini finds a minimum of an oljedive function, pssbly subjed to genera constraints, and
performs an error analysis. While being a part of LHC++, Gemini only depends on the adual
minimizer and may thus be used withou the other LHC++ comporents.

HEPFtting [4] is a @lledion o C++ fitting classes, based on Gemini. It alows for loading
data, defining amodel and afitting criterion, performing afit and oltaining fit results, including error
analysis. Basic HEPFHtting classes are derived from Gemini classes and thus inherit Gemini's basic
minimization and error analysis feaures. Additional, spedal feaures of HEPFtting include asimple
way of setting parameters for the aror analysis and a mechanism for building a model out of
predefined comporents as well as for defining an arbitrary model. A suitable objedive functionto be
minimized is automaticdly creaed, acording to the fitting method chasen. Models can be fitted bah
to HTL histograms [5] and to arbitrary data points which can be loaded via user's arrays.

Theintended primary areaof applicaion d both padkagesis batch data processng. Thus, apart
from a simple text-mode printout of Minos- and Hessan based confidence regions, the padkages do
not provide any ather visualizaiontoals.

2. THE CONCEPT AND IMPLEMENTATION OF GEMINI
21 Prerequisites

Minuit, a FORTRAN minimizaion package, has been in successul use in HEP for more than 30
yeas. Espedally, its error analysis has become ade facto standard in physics data analysis. An
analysis of users requirements at the ealy stage of the Minuit-replacenent projed [6] showed that a
Minuit's succesr shoud provide Mindit's functionality in a Minuit-style and, additi onally, that some
new feaures like, e.g. general constraints, shoud be provided. It has also been stressed on many
occasions that Minos-type eror analysis must be possble with the new padcage, in order that it can
be acceted bythe HEP community.

No singe commercialy available product could fulfill all the requirements, athough we
identified the family of NAG C minimizers as the most prospedive candidate, bah with resped to
functionality and to performance We thus dedded to write asmall (currently abou 3200 lines of
code) C++ open-ended padkage which could internall y use various working engines and which would

*) The author was working for LHC++ whil e being a Scientific Asciate & CERN in 1997and 1998.



provide dl the requested functionality in the requested style. Switching between various minimizers
shoud nda require ary esential changes in the user's code in order to ease the crosschedks and the
transition period for the Minuit-users. Thisis how Gemini cameto life.

Spedal effort proved to be necessary in order to implement Minas-type erors. Being standard
within the HEP community, this type of errorsis by nomeans gandard in the non-HEP world. To the
best of our knowledge, Minuit was the only padkage which implemented this type of errors. We thus
dedded to write aspeda Minos analysis modue for Gemini, so that any type of minimizer could be
plugged-in, regardlesson whether it is able to perform the Minos analysis or not.

2.2 Functionsand objects

The basic types of objeds used within Gemini are: the objedive function ohed, the minimizaion
objed andthe contour objed.

The objedive function is the function to be minimized. It is defined by the user as a C/C++
function, which computes the objedive function value and, ogionaly, its gradient, for a given vedor
of function arguments. The functionis then captured into an oljedive function ojed, which is of the
type OBJfun.

The minimizaion oljed is the main ojed, which contains the cmplete problem definition. It
also provides methods for assgning an oljedive function oled, defining the objedive function
arguments and their admissble regions, setting minimizaion ogions, runnng a minimizer, oktaining
the arrent status of the minimizaion pocess oktaining results and error analysis. If the
minimizaion ohed is dedared as being d type CMinuit, then Mindit is used as the minimization
engine. Similarly, if it is of type NAGmin, then NAG C minimizers are used. A generic pointer of the
type (GEmini *) can pdnt both to CMinuit and NAGmin type objeds and can be used, if
minimizaion olheds are dynamicdly allocaed on the heg. This alows the user to seled the
minimizer at runtime rather than at compil ationtime.

A contour is a set of paints from the boundxry of a (bounced) set in a two-dimensional
subspace In Gemini, it typicdly represents either an elipticd boundry of a Hesdan-based
confidence region for a seleded pair of parameters, or a Minos contour, i.e. the arve on which the
minimum of the objedive function, with resped to al the remaining parameters, equals the airrent
minimum plus a user-defined value. Contours are implemented in Gemini as an abstrad data type
with overloaded assgnment and addition operators. Addition means, in this case, merging and can be
used for overlaying the contours. A pullic method plot() produces a text-mode printout of, possbly
overlayed, contours.

2.3 Example

The following example is a @mmplete C++ program. It minimizes the Powell's quartic function d four
arguments defined as

f(X,y,zU) = (X+10y)* +5(z—u)® + (y—22)* +10(x—u)*
subjed to ore nonlinea constraint
X*+y*+22+u* =1
and ore linea constraint
X+y+z+u=0.
Note that, for the unrestricted problem with the Powell's objedive function, the Hesdan

bewmes snguar at the origin and the minimum point is not uniquely defined. With added
constraints, the Hesdan singuarity pant is excluded from the admissble region. Also nde that this



norlinea optimizaion poblem canna be solved with Minuit, which only allows for smple bound
constraints to be imposed.

#include "  gemini.h"

inline double square(double x) { return( x*x); }
const int nop=4; // number of parameters

/I objective function ( Powell's  quartic function of 4 vars)
void myfun( int n, double g[], double * objf,  const double parmsl], int code)

1 define aliases for convenience
const double &  x=parms[0], & y=parms[1], & z=parms[2],& u=parms[3];

*  objf = square(x+10*y) + 5*square(z-u) + square(square(y-2*z)) +
10* square(square(x-u));
if(code == 2){
I gradient components
g[0] = 2*(x+10*y) + 40*(x-u)*square(x-u);
g[1] = 20*(x+10*y) + 4*(y-2*z)*square(y-2*z);
g[2] = 10*(z-u) - 8*(y-2*z)*square(y-2*z);
g[3] = -10*(z-u) - 40*(x-u)*square(x-u);

}
}
/I non-linear constraint function (sum of squares equals 1)
void nlIf( int nop, double g[], double * val, const double parms]], int code)
{

const double &  x=parms[0], & y=parms[1], & z=parms[2],& u=parms[3];
* val = square(x) + square(y) + square(z) + square(u);
if(code == 2){
I gradient components
g[0]=2*x; g[1]=2%y; g[2]=2*z; g[3]=2*u;
}

int main()

i capture objective function into objective function object
OBJfun fcn (. myfun);

i create main minimization object
NAGmin nlp ("Non-linear optimization example", nop, & fcn);

1 impose non-linear constraint
if(  nlp.setNlinConstraint(11, nif, 1.0, 1.0) ) exit(1);

1 impose linear constraint
double lincoef[  nop];
lincoef[0] = lincoef[1] = lincoef[2] = lincoef[3] = 1.0;
if(  nlp.setLinConstraint(1, lincoef, 0, 0) ) exit(1);

nlp.printSetup();
ifC(  nlp.minimize() ) exit(1);
nlp.printResults();

return(0);




3. ERROR ANALYSISIN GEMINI
3.1 General concept of errors

The general concept of 'errors’ or 'uncertainties in Gemini is the same a in Minuit. For a given
objedive function F (@) to be minimized, with 8 = (6,,...,0,) , and for agiven error parameter UP,

the 'uncertainty set' US of the solution 0 = (51,...,5,)) isdefined as
US={0:F(0)-F(@)<UP (1)

For any sub-vedor of 0 , the uncertainty set is constructed as the orthogoral projedion o US
onto the mrrespondng dane spanned bythe seleded comporents.

This purely geometricd concept is meaningful, in qualitative sense, for arbitrary oljedive
functions. 'Errors or 'uncertainties are related to the shape of the objedive function in a
neighbahood d the minimum.

Well-defined quantitative meaning, in probabilistic terms, can be adgned to such odefined
‘errors or ‘uncertainties in statisticd problems, when the objedive function is a fit criterion, for
example a di-squared, log-likelihood o least squareslossfunction.

Error analysis based on the plain dfference F(8) —F (@) is cdled Minos analysis, as in
Minuit. In this context, we dso use terms like Minas error and Minos confidence region. Minos
analysis can be wmputationally very costly, however, as it requires multiple function minimizaion
to find pants on the boundxry of US or of its projedion. It will be seen below, how Minos analysis
can formally be justified in statisticd terms. For maximum likelihood estimators and standard
minimum chi-squared estimators, for example, it can be dore via the asymptotic chi-squared
distribution d asuitably transformed likelihoodratio.

A standard way to overcome the oomputatlonal difficulty of Minos analyss is to approximate
F() - F(H) with 0.5- (0 — 0) H(@ - 0) with H being the Hessan of F at 6 . One obtains this

approximation via the standard Taylor expansion d F around 6 and wsing the fad that the gradient
of F at the minimum is zero. With this approximation, approximate versions of both US and its
projedions can be found analyticdly, so that multiple function minimization can be avoided. This
leads to the standard Hesdan-based error analysis and is related to asymptoticdly normal
distributions of estimators.

In the following sedions, those two approaches are described in more detail and their links to
standard statistics exposed. Only unconstrained minimizaion poblems are discussed here. For a
discusson d error analysis for problems with constraints, see eg. [1]. It is always assumed that the
problem is regular enoughfor the underlying mathematicd theory to be gplicable. The am of this
descriptionis to expase the main ideas rather than to present tedhnicd detail s. Relevant mathematica
results can be found,for example, in the books [7-9].

Ref. [10] is a standard statisticd reference for HEP-physicists. It contains, in perticular, a
discusson d the Mincsideain lessformal terms of an 'implicit transformation to lineaity and bad’,
which provides further insight into the ideaof Minas.

3.2 Minoserror analysis

The Minos uncertainty set US for the whole vedor @ is defined abowve in (1). In order to oktain an
uncertainty set for two comporents only, say 6, and 6,, we have to projed US onto the plane

spanned by those mporents. This projedion is a set of ponts (€,,6,) such that
F(@) < F(§)+ UP, for some 6;,...,0,,. Equivalently, it is the set of paints (@,,6,) such that the



minimum of F (&) with resped to 6;,...,0, and with 6, and 0, fixed is not greder than
F(§) + UP. The boundry of this st isthus the contour of the function

F(6,,0,) =min, , F()

which corresponds to 5(91,6?2) = F(67) + UP.
For asingle parameter, say 6,, we define afunction

F(©,)=min, , F(0)

and construct the uncertainty set, or the projedion d US, as {6, : If(6‘l) < F(5)+ UP}. For a
regular function F, genuine locad minimum 6 and'small' UP, this will be an interval [0,.6.]. say.
The positive and regative Minos errors are then defined as, correspondngly, 6, — 51 and 671 -0,.

In order to gve Minacs errors a quantitative, statisticd meaning, let us asme first that F
equals -2*log-likelihood for a regular statisticd model. The unrestricted minimum @ of F isthen a
maximum likelihood estimator of @. Let further & be the minimum of F, subjed to r independent

restrictionson . It iswell-known that, for any true & which satisfies the restrictions, F(é) — F(§)

is asymptoticaly chi-squared distributed with r degrees of freedom - afad used for the construction
of the so-cdled asymptotic likelihoodratio test (A-test).

It follows immediately that, for any true € with the given values of the first two comporents,
IE(Hl,HZ) — F(67) is asymptoticdly chi-squared dstributed with two degrees of freedom (we impose
two constraints by fixing the values of &, and 6,) and, for any true & with the given value of the
first comporent, If(Hl) — F(§) is asymptoticaly chi-squared dstributed with ore degreeof freedom
(wefix thevalue of 6, only).

A standard Neyman asymptotic (1-c)-confidence region for (6,,6,) can then be cnstructed

{(6’1’6’2) . F(‘911‘92) - F(@) < Ca}
with c, being the (1-a)-quantile of the dhi-squared dstribution with two degrees of freedom. Thisis
exadly the projedion d US, with UP = C, , orto the plane spanned by the first two comporents.
Similarly, an asymptotic Neyman (1-o)-confidenceregionfor 6, is
{91 : F(el) - F(@) < Ca}
with ¢, being the (1-o)-quantile of the dhi-squared distribution with ore degree of freedom. Again,
thisisthe projedion d USwith UP = ¢, onto the first axis.

With obvious modifications, similar argument applies, of course, to any subset of the
comporents of @, which leads to the foll owing conclusion:

If F equals -2*1og-likelihood, then Minos confidence regions for r comporents of € have
the asymptotic coverage probability 1-a, if UP is the (1-o)-quantile of the ci-squared



distribution with r degrees of freedom. With r = 1 and UP = 1, the cmverage probability
corresponds to that of a'+ one-sigma aror bar' for asingle parameter.

The scde fador of F is esential. Additive terms, which donat depend on @ can be dropped,
however.

In Gaussan models, -2*log-likelihood equals, upto a @nstant, additive term, the ci-squared
fit criterion and the whole analysis applies. In many aher cases, the equality hdds asymptoticdly,
thus vali dating the Minaos analysis with F being the di-squared fit criterion. In particular, thisis true
for the Poison histogram cdls courts model (see eg.[1]).

3.3 Hessian-based error analysis
In the Hessan-based error analysis, F(8)— F(§) is approximated with 0.5- (0 —5)T H(o —5) ,

with H being the Hessan of F a & . The gproximate version US of the uncertainty set US,
correspondngto a given value of the UP parameter takes then the form

US'={6:05-(0-0)"H(@-0) < UP}. @)
The orthogoral projedion US'r of US onto the plane spanned by, say, the first r comporents

of @ consists of al points (6,,...,6,) such that the minimum of (0—5)T H(9—§) with resped to

0, ,15---10, isnot greder than 2*UP. Let us 9lit 6—0 into two sub-vedors; 0, consisting d the

first r comporents and 6, consisting d the remaining p-r comporents. Correspondngly, we can

write
H — Hl H12
HJ-.rZ H2
with H, of size(r, r) and H, of size(p-r, p-r). Looking for a minimum with resped to 6,, andwith
6, fixed, we havethen
(0-0) H(@-0)=0TH.0, + 20 H,,0, + 0, H,0, =G(69,)
and
gradG(@, ) =2H.6, +2H.,6, .
The equation gradG(d, ) =0 gives the minimum point 6, =—H;*H,%6, . The minimum
valueis
G(eu ) = 9|T (Hl - H12H 2_1H1Tz)‘9|
which gves
US ={0, :05-0] (H, -H,,H,'"H)8, <UP}.
On the other hand, wsing the symmetric, block matrix inversion formula, we have

-1 _ _
|:H1 le} :|:(H1_H12H21H1T2)l X

3
Hsz H2 XT Hgl(l _HszX) ( )

with X = —H;*HL(H, - H_,H;"H)™. Thismeasthat, with S= (0.5-H)™, we ca write



US={0:(0-0)"S*6-6) < UP}
and, cenating by S, the upper left (r, r) partion d S, the projedtion US, takes the form
Us ={6, :6/S'9, < UP}. 4

In order to set thisin relation with statistics, recdl that if F equals -2*log-likelihood, then the
maximum likelihoodestimator @ is, inregular cases, asymptoticdly narmally distributed

6 ~ AN(6,11)

where 1,5 =0.5-E,H is the Fisher information matrix for the whole data set. Again, in regular
cases, ore can reasonably asuume that E,H = H(¢9~) and e the inverse of 0.5- H(67) as an

estimate of the asymptotic covariance matrix of 0.

Thisis clealy related to (2) and means that, since (0 —8)T S (6 - 0) is asymptoticaly chi-
squared dstributed with p degrees of freedom, in order to have the asymptotic 1-o coverage

probability for US, ore shoud set UP to the (1-o))-quantile of the di-squared distribution with p
degrees of freedom.

Further, S, in (4) can be interpreted as the mvariance matrix of the margina distribution o
@,,...,0.) and,in view of its asymptotic normality, setting UPin (4) to the (1-a)-quantil e of the dhi-
squared distribution with r degrees of freedom, we get the asymptotic coverage probability 1-a for
Us..

For the dhi-squared fit criterion, the goproximation argument from the previous sdion applies.
More generdly, the &owve agument can be extended to any M-estimator, in which case the
asymptotic covariance matrix needs not to be the inverse of the Fisher information matrix, bu
continues to be the (properly normali zed) inversed Hessan.

For pradicd recommendations on howv to set the value of the aror parameter UP, see[1].
Note, however, that if the HEPHRtting padkage is used, then the value of UP is automaticaly set,
acording to the fitted model and the fitting method.

4. THE CONCEPT AND USAGE OF HEPFITTING
4.1 Basicfeatures

HEPHFtting is asmall C++ padcage (currently about 1200lines of code) built ontop d Gemini with
the @m to ease the most common fitting applications of the minimizers. HEPHtting can internaly
use bath Minut and NAG C minimizers. No change in the gplicaion code is nealed, the switch
being dore when the gplicdion code is being compiled. If _MINUIT_ is defined at compil ation
time, then Minuit is used. Otherwise, NAG C minimizers are used.

The main fitting ohea of the type HEPHistofit contains a cmplete definition d the fitting
problem and provides methods for defining the problem, loading dita, performing the fit and
obtaining results. The fitting region can be restricted by impaosing interval limits on spacevariables,
aswell as by including/excluding any single histogram bin or data paint.

Currently implemented fitting criterions are di-squared and Poisson maximum likelihood.
Various options are provided for handling empty bins and zero-errors data points. The user only
defines the model itself. A suitable objedive function to be minimized is automaticdly defined by
HEPHFtting, acording to the seleded fitting criterion, and the eror parameter is properly set so that



the cmputed errors are the standard ore-sigma-errors. All available comporents of the objedive
function gadient are constructed from the model function gadient, as provided by the user in the
model function. The padkage cheds, whether the data set and the model assgned to the fitting ohjed
are compatible with resped to the spacedimensiondlity.

Speda methods are provided for obtaining both ellipticd (or Hesdan-based) and Minos
confidence regions for a seleded pair of parameters, which orly require that the user spedfies the
requested confidencelevel.

4.2 Defining the model

The fitted model is encapsulated in an oljed of the type MODELfun, which can be used to capture an
arbitrary user's model, defined as a C/C++ function, as well asto compose amodel out of predefined
elementary models, like Gausdan, pdynomia and exporentia ones. Any additional functionality
needed in the user's applicaion can be alded throughthe inheritance medanism, in which case the
user derives his’/her own classfrom MODELfun and owerrides the virtual member function modelfun
with the acual model function.

When a model is fitted to a histogram, the model function values in bin reference points are
multiplied by bn vdumes, before being compared to hbin contents. The model function thus
represents the intensity function d the underlying Poisson process or a density function and is
independent of the particular histogram binning. The user can ignare bin vadumes by seleding spedal
options, as described in [4].

Various ways of defining amodel are described in detail in [4]. Here, we only discussthe way
amodel can be mnstructed ou of predefined comporents.

A single-comporent model may easily be defined with a spedali zed constructor of MODELfun
which takes the comporent name & an argument (G for Gausdan, E for exporential, Pn for
paynomial of degreen). The model objed creded this way may immediately be asdgned to afitting
objed. For example, in order to fit a Gaussan and then a seoond-degreepaynomial, ore can proceed
asfollows

I\I/Ib'DEqun modell("G");
MODELfun model2("P2");
HEPHistoFit  myFittingObject;

myFittingObject.setModel( &modell );
1 perform the fit

.'.myFittingObject.setModeI( &model2);
1 perform the fit

In order to compose amulti-comporent model from the built-in standard models, the user has
to derive his’/her own classfrom MODELfun and owerride the virtual member function modelfun. The
overriden function dsfines the expresson. The comporents used in the expresson may be alded en
bloc using the MODELfun puldic method setComponents( char *string ), where string is compaosed
of blank- or comma-separated comporents symbals. For other techniques which may be used, see[4].

The order, in which the comporents are alded o, equivaently, the order in which they are
placel in string is sgnificant. The global vedor of parameters consists of the cmmporents parameters
stored in the order, in which the mmporents have been added. Similarly, the indices, by which the
comporents are referenced in the expresson, correspondto the order, in which the comporents have
been added.



The comporent functions are referenced in the expresgon as (i, x,p), where i stands for the
comporent'sindex and takesvalues 0, 1, 2, ...the vedor of space oordinatesis denoted byx andpis
the global vedor of parameters, as passed throughthe aguments of the modelfun(...) function.

If only the four basic operations (+ - * /) are used to build the expresgon, then thereisasimple
way to also provide the gradient with resped to parameters, which can significantly improve the
performance of the minimizer. The rule can be formulated as follows: "Look at the components
f(i,x,p) asif they were all functions of the same single variable p, use df(i,x,p) to denote derivatives,
apply well-known differentiation rules and assign to g the resulting expression”. A suitable gradient
vedor will then automaticdly be aeded and used.

4.3 Example

In the following example, the model is defined as the product of a seanddegree paynomia and a
Gausdan. Since the parametrization d such a model is redundant, the Gaussan's 'mass parameter
has to be fixed, before performing afit. Otherwise, the model would na beidentifiable.

class myModelObject : public MODELfun{
public:
I define the epression by overriding modelfun()
double modelfun( const double x]], const double p[], array_n<double>& g,
int code){
I compute gradient, if requested
if(code==2)
g = df(0,x,p)*(1.x,p)+f(0,x,p)* df(1,x.p);
I return model function value

return f(0,x,p)*f(1,x,p);

}
k

int main(){
1 create empty fitting object
HEPHistoFit ~ myFittingObject;

1 create model object and define model's components, then assign
myModelObject P2Gmodel;
P2Gmodel.setComponents("P2,G");
myFittingObject.setModel( &P2Gmodel );

1 load data, set initial parameters' values e.t.c.
1 fix the first parameter of the Gaussian at 1 (It's

1 the 4th parameter preceded by 3 parameters of P2
myFittingObject.parmDef(4,"Gmass",1,1,1,1);

1 perform a fit
myFittingObject.perform( PoissonMLfit);
myFittingObject.printResults();

/1 90% confidence regions for the free parameters of the Gaussian
GeminiContour c1, c2;
MyFittingObject.ellipticalConfidenceRegion (5,6,¢1,0.90);
MyFittingObject.minosConfidenceRegion (5,6,c2,0.90);

( cl+c2).plot(); // overlay and plot
}




5. CONCLUSIONS

With Gemini, we believe to have a flexible and open framework for function minimization.
Numerous tests have proved that the family of NAG C minimizers can satisfy the requirements of the
HEP community. However, with its own Minos analysis modue, Gemini beames independent of the
minimizer adualy used, so that NAG C may easily be replaced with another minimizer, withou
affeding the users' code.

Using HEPHFitting helps the users to kegp to a minimum the anourt of code written in order to
perform standard fits. The implementation d the build-in elementary models and the internal
medhanism of computing all available derivatives of the objedive function result in considerable
improvements in the minimizer's performance, by kegping the number of the model function cdls at
the minimum.
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Abstract

This paper presents LHC data requirements as well as some features of
HEP data models and explains how an ODBMS can be used to address
them. Essential features of object databases will be discussed, followed by
those specific to Objectivity/DB, which is the database currently used in
LHC++. The differences between transient and persistent data models will
be given with some rules for how to convert the former into the latter.
Next, the paper will focus on HepODBMS layer, which is a set of HEP
specific classes extending the functionality of a database and forming an
interface used by other LHC++ software components. The concept of event
collections and object naming will be discussed.

1 INTRODUCTION

Experiments at the Large Hadron Collider (LHC) at CERN will generate huge quantities of data:
roughly 5 petabytes (10" bytes) per year and about 100 PB over the whole data-taking period (15+
years). Datawill be collected at rates exceeding 1GB/s and later analyzed, perhaps many times. The
analysis frameworks of the new experiments will be developed using object-oriented (OO)
technologies and consequently their data will be represented in object-oriented data models, often of
significant complexity.

These factors form a challenging data storage and management problem and it seems clear that
the traditional solutions based on sequential Fortran files would not be adequate. In 1995 the RD45
project was initiated at CERN to investigate new solutions and technologies. The emphasis was put
on commercial products, with the hope of minimizing development costs and maintenance effort over
the very long period of use. The evaluation of different technologies such as language extensions for
persistency, light-weight object managers, object request brokers and object databases led to the
recommendation of an Object Database Management System as the main data management product,
together with a Mass Storage System to provide physical storage.

Studies of the various ODBM S products on the market, particularly with respect to their ability
to satisfy LHC data management requirements, resulted in the selection of a particular database:
currently Objectivity/DB.

Experiment | Data Rate Data Volume

ALICE 1.5 GB/sec 1 PB/year (during one month)
CMS 100 MB/sec | 1 PBlyear

ATLAS 100 MB/sec | 1 PBlyear

LHC-B 20 MB/sec | 200 TB/year

Table 1 Expected Data Rates and Volumes at LHC



2. OBJECT DATABASES
2.1 DataModel

In OO programming style the data is represented as a set of objects interconnected with each other in
various ways, depending on the object model. Figure 1 shows a simple example of the data model for
aHEP Event.

Event

//\.

Tracker Calor.

o

TrackList HitList

- Tra~"
Tra!!‘ T ra L,

Track Track IHlt

Figure 1: Simple Logical Model of Event Data Objects

An application working with a given data model would traverse the connections between
objectsto find the data it needs or to modify their contents. It may also modify the network of objects
by adding or removing some of them. In the Event model example, the application could navigate
from the main Event object to its tracking detector, retrieve a particular track from the track list, then
navigate to all associated hit objects to perform atrack refit.

2.2 Transient Objects

In the traditional run-cycle, an application would first create in memory the objects it needs and then

fill them with some data. Next, it would perform the actua task it was designed for: working with its

data representation. Finally, the program would store the results and delete objects from memory. In

this scenario, the lifetime of an object is rather short and always bound to the application execution

time — the objects exist only within the context of a single program. In the database terminology such
objects are callettansient (i.e. temporary).

OO languages support transient objects and navigation between them (the latter via pointers
and references in C++). Creating and traversing in-memory networks of objects is very efficient and
type-safe even for polymorphic classes. This, however, assumes that the entire network of objects is
maintained in the memory. There is little support from today’s languages regarding 1/0O operations on
such networks of objects.

2.2.1 Object Input / Output

Providing 1/0O for complex data models is a difficult task for the programmer. In the first place, 2
different data formats have to be maintained for every class that is to be stored, namely:

» Class definition used by the application, including pointers to other objects
» Data encoding format used when storing in a file

The formats must be assumed to be different, as the run-time format is tightly coupled to the
operating system and even compiler version. Thus, even if we start with an exact memory copy in a
file, the possibility of handling different run-time formats must be provided: the application code has



to perform conversions between the two representations. The problem increases further since any
individual class definition is likely to change over the long run period of LHC, leaving some objects
in the old format stored on tape.

The programmer has also to decide:

* How to perform the conversion.
The conversion of object attributes may require byte-swapping or alignment adjustment, which is
atime-consuming, but rather straightforward operation. What is more difficult is storing the
connections between objects, which constitute the shape of the object network. Thisrequires
trang ating pointers and references into a storable format and a special code that will be able to
rebuild the network |ater.

*  When to perform the 1/0O.
All datatransfers have to be initiated explicitly. Typically, some amount of data has to be read
from disk when the application starts and all useful results have to be stored at the end. During
the execution time, additional 1/O operations may be required when the program follows alink
referencing an object that is not yet in memory. In amulti-user environment, part of the datain
memory may become stale as a result of an update performed — by another user or process — upon
the corresponding object on disk. Such situations must be detected to avoid data corruption.

* How much data to transfer.
In a complex HEP application it is difficult to predict which data items will be used. In many
cases all of the event data is read, just in case it is needed. This approach may result in degraded
performance.

Code that deals with object I/O often constitutes a large part of the application. Maintaining
this code is both tedious and error-prone. Consistency between the disk and memory representation is
not performed automatically and errors in this layer may lead to obscure software problems. In
addition, large amounts of I/O related code in a class makes programs less understandable and may
obscure the actual services provided by the class.

2.3 Object Persistency

Persistent objects are the opposite of transient objects. They do not disappear when the application
finishes (theypersist). This is possible because they do not belong to the application context, but
rather to the context of a persistent store. In the case of an ODBMS, they belong to a database
context. A persistent object will disappear only when explicitly deleted from the store.

Programs working with persistent objects do not “own” them — they receive only a copy from
the store. It is possible for more then one program to access the same object at the same time in a
“read” mode.

Object databases maintain the consistency between objects on disk and in memory. The
programmer never deals with the disk representation — but sees only the run-time definition of the
class. This feature is called “tight language binding”. The ODBMS also takes care of all I/O that has
to be performed to retrieve an object. All the problems discussed in section 2.2.1 are handled by the
system and not by the application programmer.

Persistent objects are real objects. They support run-time type identification, (multiple)
inheritance, polymorphism (virtual functions) and abstract data types. In C++ they can also be
instances of templated classes.

2.4 Transactions

Object databases provide transactions in a similar way that relational databases do. The transactions
are atomic, consistent, isolated and durable (so-called A.C.1.D. [2] properties) and are usually not
nested. All data access is done inside a transaction — otherwise the store is not accessible. The



standard transaction types are “read” and “update”. Some systems provide additional types of
transactions that e.g. allow simultaneous read and write to the same objects An example of such a
transaction type is the multiple reader, one writer (MROW) transaction supported by Objectivity/DB.

As all data access occurs inside a transaction, all I/O operations are transaction bound. At the
start of a transaction, only the connection to the database is established. As the application proceeds
to navigate in the data network and access objects, the relevant pieces of data are retrieved. The
ODBMS tries to ensure that there are no unneeded data transfers, in order to optimise performance.
If the application modifies objects or creates new ones, the changes may be kept in memory or
written to disk, but they are not immediately visible to other clients. Only when the transaction is
committed, all modifications are flushed to disk and registered in the database.

Transactions in database systems are the main tool to ensure data consistency. If a transaction
is interrupted (aborted) in the middle, the database status is not changed.

2.5 Navigational Access

As described above, the main method of finding an object in the network is by navigation. Transient
objects use pointers and references as links. A pointer is a memory address and uniquely identifies an
object in the application context (or virtual memory address space). Persistent objects, which exist in
the database context, need a different kind of identification.

When a new persistent object is created, the ODBMS assigns to it a unique Object Identifier
(OID). The actual implementation of the OID varies between different systems, but they have
common functionality — they allow the object to be found in the disk store. OIDs that point directly to
the object are called physical and OIDs that use indirection are called logical. Logical OIDs give
more flexibility at the cost of performance and scalability.

Object Identifiers replace pointers and references in persistent objects. They are used to create
uni-directional (pointing in one direction, like a C++ pointer) associations between them. In most
products they also enhance the idea of pointers by allowing:

» bi-directional associations
bi-directional association is a relation between 2 objects. From an implementation point of view
it may look just like 2 objects pointing to each other, but the ODBMS makes sure that pointers on
both sides are set correctly (or reset) at the same time. It is not possible to modify only one of
them, thus ensuring consistency.

e 1-to-n associations
1-to-n association is a relation between one object and an arbitrary number of objects on the other
side. It may be uni- or bi-directional.

The OID is typically hidden from the programmer by wrapping it irsnaart pointer
implementation. Smart pointers are small objects that behave semantically in the same way as normal
pointers, but they also provide additional functionality. If the smart pointer provided by ODBMS is
dereferenced (in C++ by using “*" or “->" operator on it) the system is able to check if the object
pointed to is already in memory, and if not, read it from disk using the OID contained in the smart
pointer. After that, the smart pointer behaves just like a normal pointer. All this happens without any
additional code in the application.

The ODMG standard [1] defines ODBMS smart pointer as a templated class d_Ref<T>. Figure
2 shows an example program using d_Ref<> in the same way as normal C++ pointer.



Col | ecti on<Event > events; /1 an event collection
Col | ecti on<Event>::iterator evt; // a collection iterator

/1 1oop over all events in the input collection
for(evt = events.begin(); evt != events.end(); evt++)
{
/1 access the first track in the tracklist
d_Ref <Track> aTr ack;
aTrack = evt->tracker->tracks[O0];

/1l print the charge of all its hits

for (int i =0; i < aTrack->hits.size(); i+4+)
cout << aTrack->hits[i]->charge
<< endl;
}

Figure 2: Navigation using a C++ program

As a consequence of the tight binding of ODBMS to the programming language the application
programmer perceives the database store as a natural extension to application memory space. Using
the database one can create networks of objects much larger than would be possible in memory, with
indefinite lifetime and the possibility to efficiently navigate among them.

2.6 Database Schema

If the ODBMS is to be able to perform automatic conversion between object representation on disk
and in memory, it has to have detailed information about the object. It has to know the type, name
and position of every attribute in the object. This information needs to be registered in the database
before any object of agiven class can be stored. All class definitions known to the ODBMS are called
the database schema.

The schema registration process depends on the ODBMS and on the programming language. In
Objectivity/DB a C++ class is entered into the schema by a program that pre-processes the header
files. The headers may contain normal C++ classes, with the exception that object associations
should replace pointers.

2.7 Concurrent Accessto Data

ODBMS products provide support for multiple clients working on the same data store and
concurrently updating it. Usually ODBMSs introduce a central “lockserver” that co-ordinates the
updates by keeping a lock table for the whole system. To ensure data consistency in the system, all
data changes are part of a transaction. If a transaction accesses part of the database, this region is
locked with an appropriate lock mode (read, write or MROW). Subsequent clients trying to operate
on the same region must first contact the lockserver to determine what type of access is allowed at a
given time. All locks that a transaction has acquired last until the end of the transaction (either by
commit or abort).

Locking and transactions are the mechanisms that allow concurrent access to a data store.
Without them it would not be possible to guarantee data consistency.



3. CHOOSING ODBMSFOR LHC++

The next section describes specific features of Objectivity/DB - the ODBMS system that the RD45
project currently recommends as the data storage and management product for LHC experiments.
The following list mentions requirements that were considered the most important for the selection:

Standard compliance — ODMG [1]
The use of a standards compliant APl may make it easier to replace one ODBMS component
with another system, if such need arises

» Scalability to hundreds of PB

» Mass Storage System interface
LHC experiments will require a database able to store 100 PB of data, a large part of which will
have to be kept in MSS (on tapes)

» Distributed system

» A centralised system will not be able to efficiently deal with such large amounts of data and serve
many client applications accessing it concurrently

» Heterogeneous environment
Research institutes have very diverse computing environments — a system that will be used by all
of them should be interoperable between most of them

» Data replication
Replicating the most frequently used data to remote institutes may have a big impact on
performance

» Schema versioning
The system should allow changes in the class definitions that will inevitably happen in the long
run period of LHC

» Language heterogeneity
LHC++ is written in C++, but there are graphical presentation tools implemented in Java that
would profit from direct access to the database

* Object versioning
This feature is used by various applications, such as a detector calibration database package

4. OBJECTIVITY/DB SPECIFIC FEATURES
This chapter focuses on specific features of Objectivity/DB.
4.1 Federationsof Distributed Databases

The Objectivity/DB ODBMS supports a so-callderation of distributed databases. Each database
within a federation corresponds to a filesystem file and may be located on any host on the network.
There is one central federation (FDB) file containing the catalogue of all databases and the class
schema. Hosts on which database files are located run the Objectivity data server (ooams). In
addition, there is a central lockserver program located on a selected machine.

Client applications may use one Obijectivity federated database at a time. To access the data
within a federation, the database client software first reads the FDB catalogue to find where the data
is located and then connects directly to the data server on a machine hosting the right database.



Before any data is read or modified, the client contacts the lockserver to obtain a lock. These
operations are all performed transparently to the user, who only deals with (networks of) objects.
Figure 3 shows an example of a Federated Database with 2 client applications accessing it from
different hosts.

Application Host Application & Disk Server
Application Application ’
Objy Client Objy Client | | Objy Server |

1L 1C
1r 1r 1r i

=

Objy Server Lock Server Objy Server HPSS Server
HPSS Client
Disk Server Data Server - -
connected to HPSS

Figure 3 Distributed Applications Sharing a Federated

4.2 Physical Storelmplementation

All ODBMS products use a multilevel hierarchy to implement the possibly distributed physical store.
Objectivity/DB uses a hierarchy of five different levels. The topmost level - the Federated Database -

keeps the catalogue of physical location of all databases that constitute the federation. Each database

is structured internally into “containers” - contiguous areas of objects within a database file.
Containers consist themselves of database “pages” — regions of fixed size determined at the
federation creation time. Every page has “slots” for actual object data (but objects larger then a single
page are allowed). Figure 4 illustrates the physical storage hierarchy in Objectivity/DB.

Federation

Database

Container

Page

Object

Figure 4 Storage Hierarchy in Objectivity/DB

The structure of the physical store hierarchy is directly reflected by the internal structure of the OID
implementation. A 4-tuple of 16-bit numbers that represent database, container, page and slot number
is used to uniquely references any object within the store.



Database# || Cont.# | Page# | Slot#

Figure 5 Object Identifier Implementation used by Objectivity/DB

4.2.1 Separation of Logical and Physical Sorage Model

The concept of OIDs allows any object to be accessed directly in the potentially large distributed
store without requiring the application programmer to know the details of the store implementation,
such as file and host names. Since information about the physical layout of the store is kept in a
central place by the ODBMS, it is much easier to change the storage topography without
compromising existing applications. One may change the location of a particular file to anew host by
moving the data and changing the catalogue entry. Since the catalogue is shared by all database
applications, they will use the data from the new location without any modifications.
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Figure 6: Physical Storage Hierarchy and Logical User View

4.2.2 Data Clustering and Re-Clustering

An important feature offered by several ODBMS products is the support for object clustering. When
a persistent object is created, the programmer may supply information where the object should be
placed within the physical storage hierarchy. In C++ a clustering hint may be passed as an argument
to the new operator. For example, the statement

d_Ref <Track> aTrack = new(event) Track;

instructs the database to create a new persistent track object physicaly close to the event object. This
ability to cluster data on the physical storage medium is very important for optimising the
performance of applications which access data selectively.



The goa of this clustering optimisation is to transfer only useful data from disk to the
application memory (or one storage level below: from tape storage to a disk pool). Grouping data
close together that will later be read together can drastically reduce the number of 1/O operations
needed to acquire this data from disk or tape. It is important to note that this optimisation requires
some knowledge about the relative contributions of different access patterns to the data.

An simple clustering strategy is the “type based clustering” where all objects of some
particular class are placed together: e.g. Track and Hit objects within an event may be placed close to
each other since both classes will often be used together during the event reconstruction.

For physics analysis this simple approach is probably not very efficient since the selection of
data that will be read by a particular analysis application depends more on the physics process. In this
case one may group the analysis data for a particular physics process together.

4.3 Data Replication

Objectivity/DB supports the replication of all objects in a particular database to multiple physical
locations. The aim of this data replication is twofold:

* To enhance performance:
Client programs may access a local copy of the data instead of transferring data over a network.

» To enhance availability:
Clients on sites which are temporarily disconnected from the full data store may continue to work
on the subset of data for which local replicas are available.

Figure 7 shows a simple configuration where one database is replicated from site 1 to two other
remote sites over a wide area network.

Site
Site 2 Site 3

< Wide Area Network >

Figure 7 Database Replication

Any state changes of replicated objects on either site are transparently propagated to all other
replicas by the database system. In the case that some of the replicas are not reachable, a quorum-
based mechanism is used to determine which replica may be modified and a backlog of all changes is
kept until other replicas become online again.

The data replication feature is expected to be very useful, for example to distribute central
event selection data to multiple regional data centres.

4.4 Schema Generation

The schema generation for C++ classes in Objectivity/DB is performed using a pre-processor
program (see Figure 8). The program scans class definitions of persistent classes in Objectivity’s
Data Definition Language (DDL) and generates C++ header and implementation files for persistent
classes. The generated header files define the class interface for clients of a persistent class. The
generated implementation files contain C++ code which implements smart-pointer types and various
collection iterators for each persistent class. All generated files are then compiled together with any



other application code and linked against the Objectivity library to form a complete database
application. The database schema s stored centrally in the federation file.

ooOL Application | ————
Schema Source |
Code Code | ——
DODL Processor
b
[ e
Schema
Header
I h 4
-
C4~+ Compiler
[ T
Objectivty | ———
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—_— 3 .
I Linker

Object ity
Federated
Database

Figure 8 Schema Capture and Build Process

45 Creating Persistent Classes

The Data Definition Language used by Objectivity/DB is the C++ programming language extended
with object associations. This makes it easy to convert transient applications and eliminates the need
to learn a new programming language.

Classes become persistent by inheriting from d_Object class:
Class Event : public d Qhject { ... };

Persistent classes should not contain pointers — memory pointers are meaningless in the persistent
store address space. They should be replaced by references to persistent objects:

. o ; : :
d_Ref<Event > event reference; [/ Event is persistent
The “event_reference” follows the same semantic rules as the C++ pointer “event_pointer”.

The notion of pointers is further enhanced with 1-to-n and bi-directional associations. Below, the
“events” attribute is a set of object references:

d_Ref <Event> events[];

Bi-directional association is a two-directional link between objects. It has to be declared in both
classes, but modification to it is an atomic operation that changes the values on both ends at the same
time:

d_Ref<Event > event <-> tracker; /1 in Tracker



d_Ref<Tracker> tracker <-> event; /1 in Event
4.5.1 Persistent STL

There are some standard C++ classes that contain and use pointers internally, such as all STL
containers. These classes can not be used directly with a database. Objectivity provides a specia
version of STL that can be used in persistent objects. The names of classes are the standard ones
preceded by “d_", e.g. d_vector, d_map. Here is an example declaration of a vector of Events:

d_vector<Event> ny_events;
4.6 Object Naming

The normal way of working with a network of objects is navigation. However, the navigation has to
start somewhere! Objectivity/DB allows any given object to be named and later located using this
name. Objects can be named in different scopes:

» on the global level of the federation

* in scope of database or a container

» in scope of any other persistent object

Using different scopes enables the creation of personal namespaces.
4.7 Object Collections

It is very common to group objects into collections. Collections can be physical, logical or a mix of
the two:

» Physical grouping is achieved by placing objects into one of the physical containers or databases
of the federated database. The size of the collection is then limited by the size of the physical
container it is located in.

» Logical collection is a group of references to persistent objects. The references may be stored in
one of the container classes, such as a vector. The size of the collection is limited by the capacity
of the collection class.

» Mixed collection is a logical collection of physical containers. The size of such a collection is
practically infinite.

5. HEPODBMSLAYER

HepODBMS is a software layer that is located between the ODBMS and all other LHC++ modules.
Its two main functions are to provide insulation from the database APl and HEP specific storage
classes.

5.1 API Independence

During the lifetime of the LHC, new versions of commercial components will be released and maybe
even new products will be adopted. To make transitions between them easier, the dependence on the
API of a specific vendor should be minimized. This can be achieved by using standard compliant
products. However, many software products use a proprietary API that makes most efficient use of
their internal architecture or are simply not fully standard compliant.

In Objectivity/DB, the structure of the federated database does not exactly reflect the ODMG
database - for example, there is no notion of federation or containers in the ODMB standard. Hence,
the API that deals with them is non-standard. HepODBMS tries to minimize dependence on these
non-standard features by providing naming indirection and providing a higher-level database session
control class.



5.2 API Enhancements

5.2.1 Database Session Control

HepODBMS contains a session control class HepDbApplication that provides:
» Easy transaction handling

» Methods to create databases and containers and to find them later by name

» Job and transaction level diagnostics

e The ability to set options through environmental variables

Figure 9 shows an example of a simple application using the HepDbApplication class to initialize the
connection to afederated database, start atransaction and create a histogram.

Mai n() {
HepDbAppl i cati on dbApp; // create an appl. bject
dbApp.init(“MyFD");  // init FD connection dbApp.startUpdate();
// update mode transaction
dbApp.db(“analysis”); // switch to db “analysis”

/I create a new container
ContRef histCont = dbApp.container(“histos”);
/Il create a histogram in this container
HepRef(Histo1D) h = new(histCont) Histo1D(10,0,5);

dbApp.commit();  // Commit all changes
}

Figure 9 Setting up a DB session using the HepDbA pplication class

5.2.2 Object Clustering

The “new” operator generated by Objectivity for each persistent class accepts an additional parameter
— the so-called clustering hint described above. Any other persistent object, container or database
may serve as a clustering hint. The ODBMS will attempt to place the new object as close to the hint
object as possible. In case the hint is a container or a database, the new object will be created in the
container or database.

HepODBMS contains clustering classes that allow clustering objects according to different
algorithms. TheHepContainerHint class is used to store objects in a series of containers or even
databases, creating a logical container of unlimited size. Special iterators allow access to all of the
objects later as if they were in one container.

5.2.3 Event Collections

LHC++ users will require both “normal” size and very large’)(E¥ent collections. HepODBMS
provides thén_seq<T> class that presents the programmer with a single STL-like API for all types of
collections. The actual implementation of the collection depends on a strategy object that can be
supplied by a user. Currently implemented strategies include:

» Vector of object references
» Paged vector of references
* Single container

» Vector of container references



The EventCollection class is defined as below:
typedef h_seg<Event> Event Col | ecti on;

Figure 10 shows an example of how to iterate over a collection of events using an STL-like iterator.

Event Col | ecti on evtCol (); /1 Event collection
Event Col | ection::const _iterator it; /1 STL like iterator
For( it = evtCol.begin(); it != evtCol.end(); ++it )

Cout << "Event: " << (*it)->getEventNo() << endl;

Figure 10 Iterating over an event collection

6. CONCLUSION

HEP data stores based on Object Database Management Systems (ODBMS) provide a number of
important advantages in comparison with traditional systems. The database approach provides the
user with in a coherent logical view of complex HEP object models and allows a tight integration
with multiple of OO languages such as C++ and Java.

The clear separation of logical and physical data model introduced by object databases allows for
transparent support of physical clustering and re-clustering of data which is expected to be an
important tool to optimise the overall system performance.

The ODBMS implementation of Objectivity/DB shows scaling up to multi-PB distributed data stores
and provides integration with Mass Storage Systems. Already today a significant number of HEP
experimentsin or close to production have adopted an ODBM S based approach.
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GLOSSARY:

ACID Transactions — Atomic, Consistent, Isolated, Durable

MB — Megabyte, 1 000 000 bytes

GB - Gigabyte, 1000 MB

PB — Petabyte, 1 000 000 GB

HEP — High Energy Physics

MSS — Mass Storage System

ODBMS - Object Database Management System

ODMG - Object Database Management Group (standards committee)

LHC - Large Hadron Collider

LHC++ - project aiming to replace the current CERNLIB libraries with a suite of OO
software

DDL — Data Definition Language used by Objectivity/DB

OID — Object Identifier

MROW - multiple reader, one writer transaction where the old contents of a database region
that is being modified by a writer is still accessible to other database clients in read-only
mode



TRACK: INTERNET SOFTWARE TECHNOLOGIES

F.Fluckiger, track co-ordinator

1. INTRODUCTIONTO THE TRACK

This tradk explored the general field o the Software-based techndogies in use or planned
over Internets and Intranets. Indeed, ower the past 10 yeas, the field underwent considerable
changes. In the late 80's, the Internet software -we understand bythis the software that runs
on end-systems, where the final services are delivered, o on asociated server systems- was
composed, from an architecural point of view, of essentialy threelayers.

They were:
o thetransport software (also knawvn as the TCP/IP suite)

e what coud be cdled the middeware software, that is the intermediate software, na
diredly visible to the end-user, lying somewhere between the transport and the
appli cion software (example being the Domain Name Service-DNS- software)

¢ andfinaly the gplication software.

The latter was restricted to esentially three gplicdions. remote login (Telnet), file
transfer (FTP) and e-mail .

Then, came the web ... With the introduction d this new application, the landscgpe
changed drasticdly. First, a new applicaion: web browsing rapidly becane the main Internet
applicdion.

This was enriched by the deployment of a series of techniques -available from the
inception o the web- to alow not only pasdve mnsultation o information, bu aso
transadion between client and server systems. This included the handing o forms as
spedfied by the initial standard for describing web pages (HTML) and later on the
spedficaion d astandard way for a server to reauperate the data input on an eledronic form
(Common-Gateway Interface CGlI).

The next stage in the development of I nternet software techndogies was the release by
SUN of JAVA (andits <ript version, JavaScript) a new language to write in particular small
programs to be sssciated with web pages. These programs could be caried by web pages
travelling from the server to the dient system, to be interpreted and exeauted by the dient
system -that is, in pradicethe web browser. This opened a new classof applicationwere part
of the usual transadion process(for example, cheding the validity of certain data entered by
the user in the form field) could be diredly performed by the dient withou triggering
multiple exchanges between the two parties.

Then, a new wave of applicaion arrived, significantly distinct from the previous one,
as not targeted to the computer-literate users: audio and audio-applicaions. Though the
initial quality was extremely poa, the first implementations gave a tea indicaion o the
wide scope of thisfield: ranging from two-way communication bketween pairs (audio, video-
phony) to ore-way broadcast appli cations (the Internet audio and " TV channels").

More recenttly, the Internet applicaions tadkled ancther major field of computing
adivities, that of distributed computer. The technique cdled mobile agents all ows pieces of
programs to travel through an itinerary of computers, exeaute functions, pasdbly med at
certain pants or return to their origin after completion o their circuit. The aeas of paotential
use aevast, and many are still to be discovered.



1.1 Overview of the Track

The Internet Software Tedhndogies track was compased o threedistinct thoughconreded
topics: Distributed Computing using Software Topics Agents, Transadion Techndogies, and
Advanced Web.

The first course focused on a promising technique for suppating dstributed
computing: the use of agents written in Java. This method is applied to the spedfic field of
Distributed Physics Analysis. The dass comprised 3 ledures where the ayent techndogy
were introduced and the Java programming presented. Then, students moved to exercises
where they wrote physics anaysis algorithms in Java, and agent-based job submisson
systems, then finally merged their outcome into a global system.

The second course "Webh-based Transadion Techndogies' described the mecdhanisms
and tedhniques for suppating client-server interadions based onweb forms. It started with a
presentation o the HTML language, then carried onwith scripting languages (JavaScript)
and the CGI interface Two hous of exercises where students developed a simple transition
system based onforms and associated CGI programs complemented the 4 hou's of ledures.

The third course was devoted to a seledion d more alvanced web-based software
topics. Thisincluded a presentation d the XML language & well as the SMIL languege for
the suppat of synchronised multimedia documents.

1.2 Introduction to XML and SMIL
(Based on view material from M. Podgany at CSC99)

1.3 When the web was invented at CERN in the late eighties, the inventor, Tim Berners Lee
designed at the same time to technique by which a client system can dialogue with a remote
server (the HTTP protocol) and the way in which pages can be described. The language by
which web pages are described was called HTML. HTML is a mark up language. Thisis a
methodol ogy to encrypt data with infor mation about itself.

Like HTML, XML relies on rules to spedfy tags and the use of tag-processng applications
that knows how to ded with the tags. XML isin pradice asubset or a more general language
cdled SGML. The spedficaions are being developed by the World Wide Wéb Consortium
(W3C), supervised bythe XM working goup.

The most important difference between HTML and XML is that while HTMPO is a
well defined and closed set of tags, XML is a meta-language for defining aher mark-up
languages: it spedfies the standards with which youcan define your own mark-up language.
Therefore, XML may allow ead spedfic industry to develop its own tag set to med its
unique nedls. As a side result, XML may be used to describe documents intended to be
mainly displayed ona screen (such a "web dacuments' to be displayed by a web browser)
but also dacuments primarily intended to be printed.

XML is gaining momentum in the Internet software community and well as with major
appli cation software manufadurers.

Various other languages are XML-derived languages. An example is RDF, the
Resource Description Framework, a standard for exchange what is cdled "meta-data’ and
enable better searching onthe web.

Anacther example is SVG, the Scdable Vedor Graphics languege which allows the
description d two-dimensional graphicsin SGML. When avail able, browsers will no longer
have to load and dsplay byte-consuming images when simple schematics and figures are to
be represented.



The Synchronised Multimedia Integration Language, SMIL, enables sSmple aithoring
of TV-like multimedia presentations such a training courses on the web. When you e a
CD-ROM, it is frequent that you dsplay sequences of different media which are
synchronised together (such as a pieceof text, synchronised when dsplayed with a soundto
be played ou, followed a few sewnd later by an animation,..). To author such sequences,
CD-ROM authors use spedfic languages, which all ows to spedfy syntonisation between the
various media comporents of the document. SMIL is a similar type of language, bu
designed to author documents which are amed at being accessed over the Internet.



AGENTS - MOBILE AGENTS IN JAVA

M. Dénszelmann
CERN, Geneva, Switzerland

(Revised reprint of the CSC98 version)

Abstract

The CERN Schaool of Computing provided an excellent opportunity to try out
mobile agents on physics analysis. The course explained the general concepts
of mobile agents and their applicability to the field of High Energy Physics.
In particular the students took a look at the merits of using mobile agents for
physics analysis.

The course consisted mainly of lab works which provided both inexperienced
and experienced students in the fields of Object-Oriented programming and
Java an interesting introduction into working with Mobile Agent Systems. A
full Distributed Analysis System was put together.

1. MOBILE AGENTS

Mobile agents{1] are programs that can move around on the network, while performing their duty,
which may be a calculation, a database lookup or some other service. They keep their state as they
move along from one machine to the next, thereby taking with them the result they have obtained so far.
Machines not only provide a place for agents to work, but also a place for agents to meet and exchange
information. A mobile agent may change its itinerary depending on the information it recetves from
another agent. Mobile software agents very much resemble the way people act, work and meet in the
real world.

The fact that mobile agents can move themselves with their information across the network can
reduce network traffic. For example, to discover information on another node, we would normally
interrogate a server on that node via a mechanism such as remote procedure calls (RPC). We may have
a set of questions, where later questions depend on the result of earlier ones. Using RPC every question
(and its answer) would be separately transferred across the network. For mobile agents we use the term
remote programming (RP). We instruct an agent with a set of questions and send it (with its questions)
over to the remote node. The agent asks its questions locally and comes up with the final answer. It then
travels back, only taking the final answer with it. Using RP, the network bandwidth consumed is the
size of the agent and its final result, rather than all intermediate information of all the questions. We use
the locality of information, to reduce the network bandwidth.

TeleScript[1], an older mobile agent system, defines the concept of agent and place. An agent
stays in a place and can do some work there. It may travel to another place, either by instructing itself,
or being instructed by some other agent. Agents can meet other agents and communicate across the
network with other agents. A place provides an environment for a agents to stay, to meet and to
communicate. It provides security to protect the host system from hostile agents and to protect agents
from each other. A set of collaborating agents, which can safely travel from one place to another and
communicate with each other, may provide for a higher level service then the sum of the services
provided by each of the agents individually.

Mobile agents have been around for some time, and many systems have been built to deploy
them, such as TeleScript. The Java language[2] and its virtual machine seem fo be very appropriate to
implement an agent system. Java is platform independent, allows for serialization and persistency and
comes with security built into the virtual machine. These are just some of the features needed to create
an agent system. Several Java implementations exist today, one being the Aglet system([3] from IBM,
which follows largely the concepts of TeleScript.
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2. COURSE SUMMARY

The course consisted of four lectures: an introduction into agent systems, agent system
implementations, examples of agent systems, and an explanation of the exercises.

The introduction into agent systems mainly followed the book by W.T. Cockayne and M.
Zyda[1]. The concept of mobile agents was explained using 21 students, who played a small game on
stage. In this game 7 students were persons with some characteristics. 7 other students were tasks
which had to calculate some number based on the characteristics of the persons. The final 7 volunteers
were agents, which moved around on stage, gathering information from the persons, doing the
calculation and bringing the result back to their task.

The implementations of agent systems using the Java platform was discussed in depth, including
some smaller examples such as a distributed web-search, which uses mobile agents for its search
strategy and its results. In the area of High Energy Physics three examples were given: a smart e-mail
system, in which e-mail is in fact a mobile agent gathering updates on a physics paper, a slow controls
system in which alarms of different severity are sent around as mobile agents, who then meet and
decide if a real alarm should be triggered, and a distributed physics analysis system, which the students
were to build during the iab works.

The distributed physics analysis system uses mobile agents for physics jobs. This enables us (o
make the job travel from one data set to another, without moving the actual data. The data sets are
assumed to be in different places. The job travels with its set of histograms (results), and fills them with
information from each data set. Note that this is different from a job submission system, in which jobs
cannol pack up and move to the next data set, and results have to be merged afterwards. An
optimization could take place having agent jobs run in parallel on different data sets. Results would still
have to be merged, but that responsibility is now with the agent job.

3. LAB WORK SUMMARY

The exercises consisted of three parts. The student could choose between Part-A or Part-B, followed at
all times by Part-C. The documents which describe the exercises are available from the agents
web site [4].

3.1 Part-A

Part-A was meant for the non-java and non-object-oriented programmers. No programming knowledge
was required. Some explanation on Object Oriented Programming was provided. The description in the
document for part A was fairly explicit. A step by step description on what to do, using examples,
would tell the student how to reach his end goal.

As a first exercise one created a set of three simple classes, and made a small calculation. As a
second exercise these classes were extended to create some agents which travelied around and did the
same calculation, but in a distributed fashion.The third part of the exercise consisted of programming a
small Analysis Job, thereby making use of pre-fabricated classes from an Analysis library. It was this
Job which was handed to the group doing Part-B, who would run it in their Distributed Analysis
System.

32 Part-B

Part-B was meant for the java or c++ experienced. The goal of part B was to write a distributed analysis
system, which would take a job of part A and move it around on the network. An Agent System
(Aglets) was provided, but some Agent classes had to be written. The description in the document for

part B was in the form of requirements for classes and hints on how to implement these. There was no
step by step description provided, assuming the students would know how to go about.

33 Part-C
At the end of the course, the whole system was exercised on the machines in the lab.
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4. CONCLUSIONS

The exercises, the most important part of the course, were a big success. Most people started doing
part-A, some with little knowledge on object-oriented programming. They learned some basics of Java
and started understanding Agents. All groups finished it well within time.

Part-B was done by a smaller group, including all groups who finished with part-A. Part-B was
not finished by everybody, mainly due to time limitations.

Only a few groups managed to get as far as Part-C with their own code. The others were given
the default code. We ran the distributed data analysis system over several machines analyzing data by
moving agents across the network, rather than moving data. Results were made visible on the screens of
the students as well as on a central screen.

In a feedback/wrap-up session, held at the end of the course, two students presented their initial
ideas on using agent systems in their work. It was also thought it would be a nice idea to try the same
exercise as we had been running in the Tab on the machines of the students at their work-place, thereby
running the agents world-wide. A date in the near future will be picked to do such an exercise.
Information can be found on the agents web site {4}
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RICHARD FEYNMAN AND COMPUTATION!

Tony Hey
Department of Electronics and Computer Science
University of Southampton, England

1. INTRODUCTION

The Feynman Lectures on Computation were finally published in September 1996, some eight
years after his death. How did an English Professor of Computer Science come to be editing
Feynman’s lectures given at Caltech which he did not even attend? In November 1987, T received
a phone call in Southampton from Helen Tuck, Feynman’s sccretary for many years, saying that
Feynman wanted me to help write up his lecture notes on computation. Sixteen years carlier, as a
post-doc at Caltech, 1 had declined the opportunity to work with Finn Ravndal on editing
Feynman’s ‘Parton’ lectures on the grounds that it would be a distraction from my research. I
had often regretted my decision so 1 did not take much persuading this time around. At Caltech in
the early 1970°s, I had been a theoretical particle physicist, but ten years later, on a sabbatical visit
to Caltech in 1981, I became interested in computational physics — playing with Monte Carlo and
variational methods that T later found out were similar to techniques Feynman had used years
before at Los Alamos. While T was there in 1981, Carver Mead gave a memorable lecture about the
future of VLSI ~ Very Large Scale Integration — and the semiconductor industry. I returned to
Southampton inspired by Mead’s vision of the future and set about exploring the potential of
parallel computing for computational science. Four years later, I completed my move from
physics to computer science, when I moved to the Department of Electronics and Computer
Science at Southampton. Two years after that, I received the call from Helen Tuck.

The official record at Caltech lists Feynman as joining with John Hopfield and Carver Mead
in the fall of 1981 to give an interdisciplinary course entitled “I'he Physics of Computation’. The
course was given for two years although Feynman was ill with cancer during the first year and
Mead on sabbatical for much of the second. A handout from the course of 1982/83 reveals the
flavour of the course: A basic primer on computation, computability and information theory
followed by a section titled ‘Limits on computation arising in the physical world and
“fundamental” limits on computation.” The lectures that year were mainly given by Feynman
and Hopfield with guest lectures from experts such as Marvin Minsky, Charles Bennett and John
Cocke.

In the fall of 1983, Feynman first gave a course on computing by himself, listed in the
Caltech record as being called ‘Potentialities and Limitations of Computing Machines’. In the
following years 1984/85 and 1985/86, the lectures were taped and it was from those tapes and
Feynman’s notebooks that the lectures were reconstructed. In reply to Helen Tuck, T told her | was
visiting Caltech in January 1988 to talk at the ‘Hypercube Conference’. This was a parallel
computing conference that originated from the pioneering work at Caltech by Geoffrey Fox and
Chuck Seitz on the ‘Cosmic Cube’ parallel computer. 1 talked with Feynman in January and he
was very keen that his fectures on computation should see the light of day. I agreed to take on the
project and we agreed to keep in touch. Alas, Feynman died a month later and there was no
chance for a more detailed dialogue about the proposed content of the published lectures.

"Reprinted by permission from Contemporary Physics, 1999, Vol.40, no 4, pp 257-267, Taylor & Francis L,
Eds, higp:ffwww tandfl.co.ukijournals.
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As advertised, Feynman’s lecture course set out to explore the fimitations and polentialities
of computers. Although the lectures were given over ten years ago, much of the material is
refatively ‘timeless’ and represents a Feynmanesque overview of some fairly standard topics in
computer science. Taken as a whole, however, the course was unusual and definitely
interdisciplinary in content and analysis. Besides giving the ‘Feynman treatment’ to subjects such
as computability, Turing machines (or as Feynman said ‘Mr. Turing’s machines’), Shannon’s
theorem and information theory, Feynman also discussed reversible computation,
thermodynamics of computation and quantum computation. Such a wide-ranging discussion of
the fundamental basis of computers was undoubtedly unique for its time and a ‘sideways’
Feynman-type view of the whole of computing. Not all aspects of computing are discussed in the
Jectures and there are many omissions, programming languages and operating systems to name
but two. Nevertheless, the lectures did represent a survey of the fundamental limitations of digital
computers.

Feynman was not a professional computer scientist and he covered a large amount of
material very rapidly, emphasising essentials rather than exploring all the details. Having said this,
his approach to the subject was resolutely practical and this is underlined in his treatment of
computability theory with his decision to approach the subject via a detailed discussion of Turing
machines. Feynman takes obvious pleasure in explaining how something apparently as simple as a
Turing machine can arrive at such momentous conclusions. His philosophy of leaming and
discovery also comes through very strongly in the lectures. Feynman constantly emphasised the
importance of working things out for yourself, trying things out and playing around before
looking in the book to see how the ‘experts’ have done things. The lectures constitute a
fascinating insight into Feynman’s way of working.

In at least one respect the published lectures do not do justice to Feynman’s course.
Included along with the topics discussed above were lectures by invited speakers on a variety of
what Feynman called ‘advanced applications’ of computers. The choice of speaker not only
reflected topics that Feynman thought important but also the figures in the computational
community with whom he had interacted over the years. The purpose of this article is to put on
record these relationships and shed light on Feynman's contribution to the field of computation.

2. FEYNMAN’S COURSE ON COMPUTATION

We begin with a look at the evolution of the Feynman computation lectures from the viewpoint of
the three colleagues who participated in their construction. As we have seen, in 1981/82 and
1982/83, Feynman, John Hopfield and Carver Mead gave an interdisciplinary course at Caitech
entitled ‘The Physics of Computation’. The different memories that John Hopfield and Carver
Mead have of the course are an interesting contrast. Feynman was hospitalized with cancer during
the first year and Hopfield remembers this year of the course as ‘a disaster’, with him and Mead
wandering ‘over an immense continent of intellectual terrain without a map’. Mead is more
charitable in his remembrances but both agreed that the course feft many students mystified. After
a second year of the course, in which Feynman was able to play an active role, the three concluded
that there was enough material for three courses and that each would go his own way.

The next year, 1983/84, Gerry Sussman was visiting Caltech on sabbatical leave from MIT
intending to work on astrophysics. Back at MIT, Sussman supervised Feynman’s son, Carl
Feynman, as a student in Computer Science, and at Caltech, Feynman had enjoyed Abelson and
Sussman’s famous ‘Yellow Wizard Book’ on ‘The Structure and Interpretation of Computer
Programs.” Feynman therefore invited Sussman (o lunch at the Athenaeum, the Caltech Faculty
Club, and agreed a characteristic ‘deal’ with Sussman - Sussman would help Feynman develop his
course on the ‘Potentialities and Limitations of Computing Machines’ in return for Feynman
having lunch with him after the lectures. As Sussman says, ‘that was one of the best deals I ever

made in my life’.
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The topics on which Feynman interacted with these three are an indication of the breadth of
his interests. With Hopfield, Feynman discussed the problem of how to implement Hopfield's
neural networks in parallel, on the Connection Machine. Hopfield found it curious that Feynman
was not himself interested in building models of the brain - although there are many stories
testifying to Feynman's interest in the way the brain worked.

From Mead, Feynman learnt about the physics of VLSI and the reasons for the silicon
scaling behavior underlying Moore’s Law. In 1968, Gordon Moore had asked Mead ‘whether
[quantum] tunneling would be a major limitation on how small we could make transistors in an
integrated circuit.” This guestion and its answer took Mead ‘on a detour that lasted thirty years.’
Mead and Feynman also had many arguments about the right way to present electrodynamics and
in particular about the role of the vector potential. Mead always thought Feynman evaded the
issue in his famous red Feynman Lectures on Physics.

While Sussman was at Caltech, he initiated the building of a ‘Digital Orrery’, a special-
purpose computer designed to do high-precision numerical integrations of planetary motions.
Much to Sussman’s surprise, relatively little was known about the numerical analysis for this
classical problem. A serious problem with such very fong integrations — Sussman set a new record
of 845 million years with Jack Wisdom — is the build-up of numerical errors. Feynman spent a
considerable amount of time during that year helping Sussman understand this problem.

3. REDUCING THE SIZE

Feynman had a long-standing interest in the limitations due to size, beginning with his famous
1959 lecture “There’s Plenty of Room at the Bottom’, subtitled ‘an invitation to enter a new field
of physics’. In this astonishing lecture, given as an after-dinner speech at a meeting of the
American Physical Society, Feynman talked about ‘the problem of manipulating and controlling
things on a small scale’, by which he meant the ‘staggeringly small world that is below’. He went
on to speculate that ‘in the year 2000, when they look back at this age, they will wonder why it
was not until the year 1960 that anybody began seriously to move in this direction’. In his talk
Feynman also offered two prizes of $1000 - one ‘to the first guy who makes an operating electric
motor ... [which] is only 1/64 inch cube’, and a second ‘to the first guy who can take the
information on the page of a book and put it on an area 1/25,000 smaller in linear scale in such a
manner that it can be read by an electron microscope’. He paid out on both — the first, less than a
year later, to Bill Mclellan, a Caltech alumnus, for a miniature motor which satisfied the
specifications but which was a disappointment to Feynman in that it required no new technical
advances. Feynman gave an updated version of his talk in 1983 to the Jet Propulsion Laboratory.
He then predicted ‘that with today’s technology we can easily ... construct motors a forticth of
that size in each dimension, 64,000 times smaller than... McLellan’s motor, and we can make
thousands of them at a time.’

It was not for another 26 years that he had to pay out on the second prize, this time to a
Stanford graduate student named Tom Newman. The scale of Feynman’'s challenge was
equivalent to writing all twenty-four volumes of the Encyclopedia Brittanica on the head of a pin.
Newman calculated that each individual letter would be only about fifty atoms wide and, using
electron-beam lithography, he was eventually able to write the first page of Charles Dickens A Tale
of Two Cities at 1/25,000 reduction in scale. Feynman’s paper is often credited with starting the
field of nanotechnology and there are now regular ‘Feynman Nanotechnology Prize’
competitions.

Rolf Landauer, who himsel{ has made major contributions to our understanding of
computational and informational [imits, has contrasted the reception given to Feynman’s paper
with that given to a seminal paper by his late IBM colleague John Swanson, which addressed the
question of ‘how much memory could be obtained from a given quantity of storage material’.
Swanson’s paper appeared in 1960, around the same time as Feynman’s ‘Room at the Bottom’
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paper. In Landauer’s opinion, ‘Feynman’s paper, with its proposal of small machies making still
smaller machines, was that of a supremely gifted visionary and amateur; Swanson’s that of a
professional in the field’. Landauer also deplores the impact of fashions in science — while
acknowledging that Feynman ‘was very far from a follower of fashions’. Nevertheless, such was
Feynman’s influence that he could very often start fashions, and an unfortunate side-effect of his
somewhat cavalier attitude to referencing relevant prior work - that he himself had not needed to
read — was that scientists such as Rolf Landauer and Paul Benioff did not always get the credit they
deserved. This was an unfortunate and unintended side-effect of Feynman’s way of working and
in the published Lectures on Computation I used my editorial prerogative to set the record a bit
straighter with regard to references.

Marvin Minsky was a long term friend of Feynman who also participated in the lecture
course. He recalls Feynman's suspicions of continuous functions and how he liked the idea that
space-time might in fact be discrete. Feynman was fascinated by the question ‘How could there
possibly be an infinite amount of information in any finite volume?’

4. QUANTUM LIMITS

The study of the computational limitations due to gquantum mechanics really became respectable
as an academic field after Feynman attended a 1981 conference at MIT on the ‘Physics of
Computation’, organized by BEd Fredkin, Rolf Landauer and Tom Toffoli. As Landauer has
remarked ‘Feynman’s mere participation, together with his willingness to accept an occasional
lecture invitation in this area, have helped to emphasize that this is an interesting subject.’
Feynman's keynote speech — ‘Simulating Physics with Computers’ — contained the suggestion of
the possibility of constructing a ‘quantum computer’. At the conference, after claiming not to
‘know what a keynote speech is’, Feynman proceeded to give a masterful keynote speech. In the
talk he credited his entire interest in the subject to Ed Fredkin and thanked him for ‘wonderful,
intense amd interminable arguments’. Feynman begins by discussing the question of whether a
universal computer can simulate physics exacily and then goes on to consider whether a ‘classical’
computer can efficiently simulate quantum mechanics with its guantum probabilitics. Only
Fevnman could discuss ‘hidden variables’, the Einstein-Podolsky-Rosen paradox and produce a
proof of Bell's Theorem, without mentioning John Bell, In fact, the paper contains no references
at all — but it does contain the idea of simulating a quantum system using a new type of non-
Turing, quantum computer. Feynman had the insight that a quantum computer would be able to
simulate quantum systems more efficiently than a classical computer. It is also interesting to see
Feynman confessing that he’s ‘not sure there’s no real problem’ with quantum mechanics.

Feynman learnt much of his initial knowledge of reversible computation from Charles
Bennett. A colleague of Rolf Landauer at IBM Research in Yorktown Heights, Bennett is famous
for his resolution of the problem of Maxwell’s Demon and for his demonstration of the feasibility
of reversible computation. He has also made important contributions both to the theory of
quantum cryptography and quantum tefeportation. In a wonderful advertisement, shown to me
gleefully by Rollf Landauer, IBM Marketing Department went overboard on Bennett’s work on
teleportation. Invoking images of ‘Star Trek’, the ad proclaimed “An IBM scientist and his
colleagues have discovered a way to make an object disintegrate in one place and reappear intact
in another”. An clderly lady pictured in the ad talking on the telephone to a friend says “Stand
by. I'll teleport you some goulash.” Her promise may be ‘a little premature,” the ad says, but
‘IBM is working on it.” Charles Bennett was embarrassed by these claims and was later quoted as
saying “In any organisation there’s a certain tension between the research end and the advertising
end. I struggled hard with them over it, but perhaps 1 didn’t struggle hard enough.” Bennett has
recently been actively involved in exciting developments of quantum information theory,
including applications of ‘quantum entanglement’ — a term used by Schroedinger as long ago as
1935 — and possible ‘entanglement purification’ techniques.
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5. PARALLEL COMPUTATION

Feynman’s first involvement with parallel computing probably dates back to his time at Los
Alamos during the Manhattan Project. There was a problem with the ‘IBM group’, who were
performing calculations of the energy released for different designs of the implosion bomb. At
this date in 1944, the IBM machines used by the IBM group were not computers but multipliers,
adders, sorters and collators. The problem was that the group had only managed to complete three
calculations in nine months prior to Feynman taking charge. After he assumed control, there was a
complete transformation and the group were able to complete nine calculations in three months,
three times as many in a third of the time. How was this done? As Feynman explains in Surely
You’re Joking, Mr. Feynman, his team used parallel processing to allow them to work on two or
three problems at the same time. Unfortunately, this spectacular increase in productivity resulted
in management assuming that a single job took only two weeks or so — and that a month was
plenty of time to do the calculation for the final test configuration. Feynman and his team then
had to do the much more difficult task of figuring out how to parallelise a single problem.

During the 1980’s, Feynman became familiar with two pioneering parallel computing
systems — the Connection Machine, made by Thinking Machines Corporation in Boston, and the
Cosmic Cube, built by Geoffrey Fox and Chuck Seitz at Caltech. Parallel computing was one of
the ‘advanced topics’ discussed in the lecture course and both types of parallel architecture
exemplified by the Connection Machine and the Cosmic Cube were analysed in some detail.
Parallel computing was in its infancy and in 1985 Feynman talked optimistically of the future for
parallel computing. In a little-known talk he gave in Japan as the 1985 Nishina Memorial Lecture,
besides discussing the perceived problems of energy consumption and size limitations for future
compulers, Feynman also takes a position on the place of parallel computing in the future.
However, as Geoffrey Fox has said, the problem is not that paratlel computing cannot be made to
work effectively for many types of scientific problems. The outstanding problem is that the size of
the market for parallel computers has been insufficient to allow the development of high quality,
high-level parallel programming environments that are easy to use. In addition, there is no
straightforward migration path for users with large quantities of ‘legacy’ sequential software.
Feynman’s optimistic suggestion that ‘programmers will just have to learn how to do it’, while
true for the ‘Grand Challenge’ type of scientific problems, has not yet come true in a commercial
sense.

Over a decade on from the heady days of the Cosmic Cube, Fox has reflected on the failure
of parallel computing and computational science to become a major focus for growth over the last
ten years. Instead, he argues that parallel computing and computational science have evolved into
the new field of ‘Internetics’. This term, first coined by Fox’s colleague Xiaoming Li, embodies
both the technology and the expertise required to build large-scale distributed computing systems,
together the exploding number of applications engendered by the Internet and the World Wide
Web.

Feynman's first-hand involvement with parallel computing has been chronicled by Danny
Hillis. Feynman’s son Carl, then an undergraduate at MIT, was helping Hillis with his ambitious
thesis project to design a new type of parallel computer powerful enough to solve common sense
reasoning problems. Over lunch, one day in the spring of 1983, Hillis told Feynman he was
founding a company to build this machine. After saying that this was ‘positively the dopiest idea I
ever heard’, Feynman agreed to work as a consultant for the new company. As Hillis recounts,
when Feynman was told the name of the company ‘Thinking Machines Corporation’ he was
delighted. “That’s good. Now I don’t have to explain to people that I work with a bunch of
loonies. I can just tell them the name of the company.” What shines through the article by Hillis is
Feynman’s need to be involved with the details ~ with the implementation of Hopfield's neural
networks, with a clever algorithm for computing a logarithm, and with Quantum Chromo-
Dynamics using a parallel-processing version of BASIC he had devised. Feynman’s triumph came
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with the design of the message router that enabled the 64,000 processors of the machine to
communicate. Using an unconventional method of analysis based on differential equations, he
had come up with a more efficient design than that of the engineers who had used conventional
discrete methods in their analysis. Hillis describes how engineering constraints on chip size forced
them to set aside their initial distrust of Feynman’s solution and use it in anger.

One of the carliest applications on the Connection Machine was John Conway’s ‘Game of
Life’. This is an example of a simple celtular antomaton model. Feynman was always interested in
the idea that down at the bottom, space and time might actually be discrete. What we observe as
continuous physics might be merely the large-scale average of the behaviour of vast numbers of
tiny cells. In one of the original lecture schedules, Norman Margolus, one of leaders of current
research into cellular automata, gave a lecture on ‘billiard ball computers’.

6. FUNDAMENTALS

As Rolf Landauer has said of John Archibald Wheeler, ‘[his} impact on quantum computation has
been substantial — through his papers, his involvement in meetings, and particularly through his
students and associates.” Feynman was an early student of Wheeler, of course, and so was Wojciech
Zurek, now a major figure in the field. In Zurek’s view, Wheeler's 1989 paper, entitled
‘Information, Physics, Quantum — The Scarch for Links’, is “still a great, forward-looking call to
arms’. The credo of the paper is summarised by the slogan It from Bit — the hypothesis that every
item of the physical world, be it particle or field of force, ultimately derives its very existence from
apparatus-solicited answers to binary, yes/no questions.

Another influential figure in the computational community is Ed Fredkin, who first met
Feynman in 1962. Fredkin and Marvin Minsky were in Pasadena with nothing to do one evening
and they ‘sort of invited themselves’ to Feynman’s house. The three discussed many things until
the early hours of the morning and, in particular, the problem of whether a computer could
perform algebraic manipulations. Fredkin credits the origin of MIT's MACSYMA algebraic
computing project to that discussion in Pasadena.

Fredkin later visited Caltech as a Fairchild Scholar in 1974. The deal this time was that
Feynman would teach Fredkin quantum mechanics and Fredkin would teach Feynman computer
science. Fredkin believes he got the better of the deal: ‘It was very hard to teach Feynman
something because he didn’t want to let anyone teach him anything. What Feynman always
wanted was to be told a few hints as to what the problem was and then to figure it out for himself.
When you tried to save him time by just telling him what he needed to know, he got angry because
you would be depriving him of the satisfaction of discovering it for himself.” Besides learning
quantum mechanics, Fredkin’s other assignment to himself during this year was to understand the
problem of reversible computation. They had a wonderful year of creative arguments and Fredkin
invented Conservative Logic and the ‘Fredkin Gate’ — which led to Fredkin’s billiard ball
computer. During one of their arguments Feynman got so exasperated that he broke off the
argument and started to quiz Fredkin about quantum mechanics. After a while he stopped the quiz
and said “The trouble with you is not that you don’t understand quantum mechanics.”

7. FEYNMAN STORIES

Murray Gell-Mann, Feynman’s long-time colleague at Caltech, always deplored the way Feynman
‘surrounded himself with a cloud of myth’ and the fact that ‘he spent a great deal of time and
energy generating anecdotes about himself’. In fact, I think the stories generate themselves. For
example, in 1997 Ed Fredkin came to Southampton to help us celebrate the 50th anniversary of
our Department of Electronics and Computer Science — as far as we know the first, specifically
‘electronics’ department in the world. Ed gave a talk which included an amusing Feynman story.
With apologies to Ed, I would like to tell it here.
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The story concerns the so-called ‘twin paradox’ in relativity. In his book, Feynman had
written “You can’t make a spaceship clock, by any means whatsoever, that keeps time with the
clocks at home.” Now Fredkin happened to be teaching a course and this subject came up. In
thinking about the paradox, Fredkin came up with a trivial way to make a spaceship clock that did
keep time with the clock at home. Before making a fool of himself in front of his students,
Fredkin thought he’d check with Feynman first. There was, of course, an ulterior motive for doing
this and that was to ‘sandbag’ Feynman - a thing that Fredkin loved to do but rarely succeeded.
The telephone conversation went something like this. Fredkin said “It says in your book that it is
impossible for a clock on the spaceship to keep time with a clock at home. Is that correct?”
Feynman replied “What it says in the book is absolutely correct.” Having set him up, Fredkin
countered “OK, but what if [ made a clock this way ....” and then proceeded to describe how his
proposed clock had knowledge of the whole trajectory and could be programmed to put the
‘back home’ time on the face of the clock. “Wouldn’t that keep time with the clocks back
home?” Feynman said “That is absolutely correct.” Fredkin replied “Then what does that mean
about what’s in your book?” Feynman’s instant response was “What it says in the book is
absolutely wrong!”

Anyone who has had any long-term contact with Feynman will have a fund of stories such
as this one. In all the things he did, Feynman was never afraid to admit he was mistaken and he
constantly surprised his audience with his direct and unconventional responses. In this way, the
Feynman stories generated themselves without any overt act of creation by Feynman himself.

8. RESEARCH AND TEACHING

What these anecdotes, and what the lectures illustrate, is how intimaiely research and teaching were
blended in Feynman’s approach to any subject. Danny Hillis remembers how Feynman worked
on problems at Thinking Machines. While he was engaged in solving a problem he hated to be
interrupted, but once he had found a solution ‘he spent the next day or two explaining it to
anyone who would listen.” Explanation and communication of his understanding were an essential
part of Feynman’s methodology. He also had no problem about the fact that he was sometimes
re-crealing things that other people already knew — in fact I don’t think he could learn a subject
anty other way than by finding out for himself.

Carver Mead remembers another, more combative side to Feynman. Besides improving his
skills on integrals in duels with Hans Bethe, the hot-house atmosphere of Los Alamos during the
war had honed Feynman’s skills in argument: “The one who blinked first lost the argument.” As
Mead says, ‘Feynman learned the game well — he never blinked.” For this reason, Feynman would
never say what he was working on: He preferred ‘to spring it, preferably in front of an audience,
after he had it all worked out.’ Mead learnt to tell what problems Feynman cared about by
noticing which topics made him mad when they were brought up. Furthermore, Mead goes on to
say, if Feynman was stuck about something, ‘he had a wonderful way of throwing up a smoke
screen’ which Mead calls Feynman’s “proof by intimidation.”

Feynman’s grasp of the big picture, coupled with his love for knowing first-hand of
practical details — from low-level programming to lock-picking — gave him an almost unique
perspective on any subject he chose to study. It was this mastery, both of the minutiae of a subject
and of its overall intellectual framework, that gave him the seemingly effortless ability to move
back and forth between the two levels at will, without getting lost in the detail or losing the overall
plot.
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9. HOW TO BE AN EDITOR

Feynman also declined the ‘easy’ option of giving the same course every year: He chose to spend
a large part of the last decade of his life thinking about the fundamentals of computation. Stan
Williams, who works at Hewlett-Packard on nanostructures, quotes me as saying that the Feynman
Lectures on Computation were the most important thing I have done in my career. Now [ am not
sure that I quite said that, but it is true that I am glad his lectures have seen the light of day.
Furthermore, with the publication of a companion volume, the links and connections with the
people in the computational community that he was inspired by, or who were inspired by him, are
recorded.

When 1 took on the job of putting together a companion veolume, I fondly imagined it
would be easier than constructing the first. 1 little knew what skills an ‘editor’ requires. Getting
agreement in principle for a contribution is easy: Getting the contribution in reality is much more
difficult. Some examples will make the point. Marvin Minsky was wonderfully encouraging about
the project initially — but I felt bad about telephoning Marvin at his home at regular intervals,
badgering him for his paper. Gerry Sussman daily demonstrates an incredible breadth and depth
of knowledge, on subjects ranging from programming in SCHEME to the foundations of classical
mechanics. On talking with him and Tom Knight at MIT, he described their current research
project by holding up his hand and saying “I want to know how to program this.” It is therefore
not surprising that I found it difficult to intrude on his manifold activities and persuade him to set
them aside for the time required to complete his brief contribution to this volume. I'm glad he
did, since his contribution to Feynman's course was worthy of acknowledgement.

A special note of thanks is owing to Rolf Landauer: He not only was first to deliver his text
but he was also wise enough to apply subtle pressure on me to complete the task. This he did by
telling me he had no doubts about my skills to put together an exciting volume. There certainly
were times when I doubted whether 1 would be able to persuade Charles Bennett to devote enough
time to writing up his talk, that he had given at our Southampton Electronics celebrations, for his
contribution. Since Charles was one of those who had been responsible for educating Feynman
about the field, and had participated in the original lecture course, I felt it was important to
persevere. Finally, I hit on the idea of telling him that his colleague, Rolf Landauer, did not think
he would make my final, final deadline .....
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