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Abstract  

The future is shaped and influenced by decisions made today. These decisions need to be 

made on a solid ground and diverse information sources should be considered in the 

decision process. For exploring different futures, foresight offers a wide range of methods 

for gaining insights. The starting point of this thesis is the observation that recent foresight 

methods particularly use patent and publication data or rely on expert opinion, but few other 

data sources are used. In times of big data, many other options exist and, for example, 

social media or websites are currently not a major part of these deliberations. While the 

volume of data from heterogeneous sources grows considerably, foresight and its methods 

rarely benefit from such available data. One attempt to access and systematically examine 

this data is text mining that processes textual data in a largely automated manner. 

Therefore, this thesis addresses the contribution of text mining and further textual data 

sources for foresight and its methods. After clarifying the potential of combining text mining 

and foresight, four concrete examples are outlined. As the results show, the existing 

foresight methods are improved as exemplified by roadmapping and scenario development. 

By exploiting new data sources (e.g., Twitter and web mining), new options evolve for 

analyzing data. Thus, more actors and views are integrated, and more emphasis is laid on 

analyzing social changes. Summarized, using text mining enhances the detection and 

examination of emerging topics and technologies by extending the knowledge base of 

foresight. Hence, new foresight applications can be designed. And, in particular, text mining 

is promising for explorative approaches that require a solid base for reflecting on possible 

futures.  





 

 

 

 

Zusammenfassung 

Die Zukunft wird von heutigen Entscheidungen geformt und beeinflusst. Diese 

Entscheidungen sollten auf einer soliden Basis getroffen werden sowie diverse 

Informationsquellen im Entscheidungsprozess in Betracht gezogen werden. Um 

verschiedene Zukünfte zu erkunden, bietet Foresight eine große Spannbreite an Methoden 

um neue Erkenntnisse zu gewinnen. Der Ausgangspunkt für diese Dissertation ist die 

Beobachtung, dass derzeitige Foresight-Methoden vor allem Patent- und Publikationsdaten 

nutzen oder sich auf Experteneinschätzungen stützen, aber wenig andere Datenquellen 

verwendet werden. Im Zeitalter von Big Data existieren viele andere Optionen und viele 

Textquellen, wie zum Beispiel soziale Medien oder Webseiten, sind derzeit kein 

Kernbestandteil dieser Überlegungen. Während das Datenvolumen aus heterogenen 

Quellen erheblich steigt, machen sich Foresight und seine Methoden das nicht zu nutzen. 

Ein Ansatz diese Daten systematisch zu erschließen und zu erforschen ist Text Mining, 

womit Textdaten weitestgehend automatisch verarbeitet werden. Deshalb adressiert diese 

Dissertation den Beitrag von Text Mining und weiterer Datenquellen zu Foresight und 

seinen Methoden. Nach einer grundsätzlichen Klärung des Potentials einer Kombination 

von Text Mining und Foresight, werden vier konkrete Beispiele vorgestellt. Wie die 

Ergebnisse zeigen, werden die bestehenden Foresight-Methoden verbessert wie für 

Roadmapping und Szenarioentwicklung veranschaulicht wird. Durch die Nutzung neuer 

Datenquellen (z. B.: Twitter und Web Mining) entstehen neue Möglichkeiten in der 

Datenanalyse. Dadurch können mehr Akteure und Sichtweisen integriert und die Analyse 

gesellschaftlicher Veränderungen stärker betont werden. Zusammengefasst verbessert 

Text Mining die Erkennung und Untersuchung von aufkommenden Themen und 

Technologien, indem die Wissensbasis von Foresight erweitert wird. Neue Foresight-

Anwendungen können daraus entwickelt werden. Und besonders vielversprechend ist Text 

Mining für explorative Ansätze, die eine solide Basis erfordern, um Überlegungen über 

mögliche Zukünfte anzustellen.  
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I. Introduction 

The future is unknown and unpredictable but foresight offers ways for its exploration and 

estimation (e.g., Martin, 1995; Slaughter, 1995). In this context, a wide range of methods 

have evolved how to systematically look into the future and gain insights on future 

developments (e.g., Cuhls, 2008; Popper and Butter, 2008). In parallel, the volume of data 

from heterogeneous sources, especially on the web, considerably grows (e.g., Ortner et al., 

2014) and the scientific output is constantly increasing (see e.g., Bornmann and Mutz, 

2014). Currently, foresight and its methodology rarely benefit from this available data and 

its contribution is not explored. Thereby, relevant information sources are left out whereas 

this data could be used to perceive ongoing changes and make more precise statements 

about possible future developments and emerging technologies.  

One attempt to access and systematically examine this data is text mining (Berry, 2004; 

Feldman and Sanger, 2008). Text mining processes textual data such as reports, blog 

entries, or Twitter data. From this, terms are extracted and analyzed for patterns and 

dependencies (e.g., Manning et al., 2009).  

Concerning foresight methods, applications using text mining exist for patent- and 

publications analysis and some for roadmapping. But for most other foresight methods no 

effort has been spent on using text mining so far. For the analysis of technical 

developments, patents and scientific publications are analyzed in foresight for long (e.g., 

Tseng et al., 2007; Delen and Crossland, 2008). In contrast, social media data is rarely 

analyzed (Glassey, 2012; Yoon, 2012) and web data is only considered for desk research. 

Generally, the user-generated content on the web may be interesting for foresight to 

examine social perspectives and the user’s perception of current developments. In addition, 

applications that compare or match textual datasets are rare. However, many options exist 

such as automatic data gathering and aggregation. 

Arising opportunities for foresight from text mining are, for example, the exploitation of data 

sources not used so far to improve foresight results and existing foresight methods. This 

relates to examining currently neglected data sources as Twitter, newspapers, or websites. 

On the other hand, new approaches for data analysis and retrieval can be applied such as 

web mining. So the questions addressed in this thesis are how and what foresight benefits 

from text mining. In particular, this thesis explores how to enrich explorative foresight 

approaches by extending the knowledge base of foresight by additional data and 

stakeholder views. Therefore, concrete realizations are implemented where text mining is 

built in foresight methods such as roadmapping (Möhrle et al., 2013) or scenario 

development (Reibnitz, 1991). Thereby, it is expected to enhance the detection and 

examination of emerging themes and technologies for a solid base for decision making.  

The main part of this thesis consists of five articles which combine different foresight 

methods, textual data sources, text mining approaches and scopes of foresight. The first 

article lays the conceptual framework and introduces foresight and text mining (see Section 

1). This article describes different data sources and summarizes the state-of-the-art of 

recent combinations of foresight and text mining. The principal relevancy and added value 

of text mining for foresight is elaborated along the process of text mining respectively 

foresight. This article concludes with acknowledging the potential of text mining for foresight. 

In the following work, concrete applications are outlined.  

https://d.docs.live.net/c182caac7502160c/Documents/00_Kapitel_Einleitung/Seeding#_CTVL001a628f34c3edb4c3ba595806f20ffd0b5
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The second article is a first methodological draft of how to combine foresight and text mining 

(see Section 2). The contribution lays in the systematic integration of text mining in 

technology roadmapping illustrated on the example of cloud computing. This article builds 

on scientific publication data and implements a first text mining approach. Concerning the 

data analysis, the focus lays on processing abstracts as an important preparatory step for 

analyzing longer texts such as reports in the following work.  

The third article is located in the innovation system framework and addresses the role of 

media therein (see Section 3). When analyzing the state-of-the-art and related studies, 

obviously not much work compares different textual datasets. Therefore, this article 

develops an approach to automatically compare science and media reporting based on 

scientific abstracts and news reporting. Furthermore, the difference between content 

analysis and text mining is addressed. 

The fourth article addresses the use of Twitter data in foresight and shows how new 

information channels contribute to foresight (see Section 4). For the common data sources 

in foresight (e.g., patents, publications), strength and weaknesses are explored and defined 

(e.g., Bonino et al., 2010; Cunningham et al., 2006). These limitations are less clear for 

other data sources, but require some basic considerations before they are used in foresight. 

This article considers different applications and use cases to reveal how to use Twitter in 

foresight exercises for both, the monitoring of topics and technologies, but also the active 

user engagement.  

Building on the results of the fourth article, the fifth article proposes a new scenario process 

that uses web mining to capture the state-of-the-art (see Section 5). Links are extracted 

from Twitter data for systematic data retrieval. Concerning social media and web mining, 

the automatic analysis of large text volumes enables new opportunities for foresight and its 

methods.  

In the final part, the results are summarized. Here, text mining for foresight is assessed and 

the implications for foresight are described. Then, a conclusion is drawn that outlines 

directions for future research.  
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1 The Potential of Text Mining for Foresight 

Abstract: At present time, we are faced with a growing volume of (textual) data. Currently, this increase in data 

is not met in foresight and its methodology. Principally, text mining offers ways to systematically access and 

analyze this data. In a largely automated manner, it may aggregate and structure thematic information and 

support foresight processes. At the intersection of foresight and text mining, currently not much work exists and 

opportunities are missed. Therefore, the objective of this article is to explore the potential of text mining for 

foresight considering different data sources, text mining approaches and foresight methods. Examples are 

outlined on roadmapping and scenario development. As the results show text mining is most promising to 

improve foresight methods and exploit further data sources.  

Keywords: Foresight, Text Mining, Innovation, Social Media, Data Analysis, Roadmapping, Scenario 

Development 

1.1 Introduction  

Foresight offers ways for exploring and estimating the future. In this context, a wide range 

of methods have evolved for looking into the future and gain insights on possible future 

developments (e.g., Popper and Butter, 2008; Martin, 1995). Nowadays, the volume of data 

from heterogeneous sources considerably grows (Ortner et al., 2014) and the scientific 

output is constantly increasing (see, e.g., Bornmann and Mutz, 2014). In foresight, this 

causes a challenge in identifying the relevant data from the huge quantity of available 

information (see e.g., Montoyo et al., 2012). This increase in data is currently not met in 

foresight and its methods does not benefit from the available data. Nevertheless, this data 

may be used to perceive ongoing changes and make statements about future developments 

and emerging technologies.  

Text mining is an approach to analyze textual data (Feldman, Sanger 2006; Manning et al. 

2009). It extracts the most relevant terms from texts and analyzes them with predefined 

methods. Thereby, further data sources are accessible by integrating text mining in 

foresight, especially unstructured and large datasets, to be considered in a comprehensive 

way. 

In an explorative case, foresight practices build upon the available data about the subject 

matter, e.g. literature, patents or bibliometric data. However, at the intersection of foresight 

and text mining, currently not much work exists, except for patent and publication analysis. 

For the analysis of technical developments, patents and scientific publications are analyzed 

in foresight for long (Kostoff, 2012; Abbas et al., 2014). However, the scope of foresight not 

only rests on identifying new technologies and current trends in different manner but 

comprises societal challenges (Salo and Cuhls, 2003). Generally, the user-generated 

content on the web may be interesting for foresight to examine social perspectives. 

However, the web data is, so far, rarely considered for a systematic examination (Yoon, 

2012; Cachia et al., 2007; Glassey, 2012).  

Apart from a fundamental consideration of the two building blocks text mining and foresight, 

the objective of this paper is to argue the potential of text mining for foresight and its 

methods. The angles of this article are the abstraction level of foresight (micro to meso), the 

diversity of foresight methods, different text mining approaches and the variety of textual 

data sources. Thereby, one aspect is to consider potential data sources that may be 

analyzed in the future to improve foresight results. Furthermore, it is examined to which 
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extent foresight and its methods can be improved by the results of text mining. Therefore, 

this article addresses how and what foresight benefits from text mining.  

This article begins with the fundamentals of foresight and the basic principles of text mining 

in Section 1.2. Then, Section 1.3 addresses the use of text mining for foresight. Different 

data sources are described, the state-of-the-art concerning existing implementations is 

summarized, and possible future applications are outlined. Finally, the results are discussed 

in the framework of foresight and a conclusion is drawn in Section 1.4.  

1.2 The two Components: Foresight and Text Mining  

The following section introduces the two main components of this thesis, foresight and text 

mining and gives an overview on the recent debate.  

1.2.1 Foresight  

In general, foresight is a systematic process to look into the long term future of science, 

technology and innovation (e.g., Martin, 1995; Cuhls, 2003). One definition of foresight is 

“opening to the future with every means at our disposal, developing views of future options, 

and then choosing between them (Slaughter, 1995)”. Foresight thereby considers possible 

and plausible futures – so there is not the one future. Principally, the future cannot be 

predicted but is shaped by decisions and actions made today. Foresight serves for 

assessing the consequences and implications of present actions, early warning, and 

thinking about desirable futures and implications of possible future events. So, it is an 

action-oriented decision support by bringing together the relevant stakeholders for an open 

discourse about possible futures.  

In general, foresight builds on of a set of different methods (e.g., Popper and Butter, 2008) 

such as roadmapping (Barker and Smith, 1995; Möhrle et al., 2013) or scenario 

development (Reibnitz, 1991; van der Heijden, 2005). Which set of methods to apply 

depends on the scope and focus of the foresight exercise and has to be decided from case 

to case. Foresight, futures studies and future technology analysis are not further 

distinguished in the course of this thesis due to their commonalities.  

Foresight is not fully structured (Bañuls and Salmeron, 2011) but often follows a certain 

order and is a sequence of steps (see, e.g., Martin, 1995; Horton, 1999; Voros, 2003; Da 

Costa et al., 2008; de Miranda Santo et al., 2006). This underlines the modular character of 

foresight: Depending on the objectives and application level, different methods and tasks 

are combined. Building on these previous studies, foresight exercises might be aggregated 

to three phases as illustrated in Figure 1-1: input, process and output.  

Input: Besides some overall objectives, a process scope is defined, a time horizon is set 

and information about recent trends and developments within the considered field is 

gathered. At the beginning of almost every process, the state-of-the-art has to be captured. 

Therefore, the first step relates to collecting and summarizing the available information to 

get an overview on the present (Horton, 1999).  

Process: Future technology analysis might be seen as a process of knowledge creation 

(Eerola and Miles, 2011). According to the scope and process objectives, foresight methods 

are applied. By this, important information about the future respectively possible future 
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developments is gathered and knowledge is generated that later serves as decision 

support. 

Output: The results are assessed, priorities are set and strategies are formulated (de 

Miranda Santo et al., 2006). This phase is about taking actions (Horton, 1999). Diverse 

interests or expectations related to foresight outcomes exist. One intention of foresight is to 

support the design of future-oriented strategies. Furthermore, politics or governmental 

actors expect recommendations for planning or setting priorities for research programs 

(e.g., Salo and Cuhls, 2003; Havas et al., 2010).  

 

 

Figure 1-1 The process of foresight  

Considering the larger framework, foresight is conducted with different scopes, for different 

areas (international, national, or regional), and on different abstraction levels (micro to 

meso). In general, foresight is very interdisciplinary (see, e.g., Hines and Gold, 2013), 

misses a clear theoretical basis (Fuller and Loogma, 2009; Öner, 2010) and is more a well-

established field of practice (e.g., Andersen and Andersen, 2014). However, the present 

understanding of foresight has some (theoretical) influences, particularly from technology 

forecasting (see, e.g., Martino, 1993) and futures studies (Bell, 2003). 

In the literature, innovation is often related to foresight (e.g., Linstone, 2011; Watts and 

Porter, 1997), but innovation (studies) is rarely considered as a theoretical fundament for 

foresight (Andersen and Andersen, 2014). Principally, the range of innovation from micro to 

meso level fits very well. Like foresight, innovation is considered on different angles 

reaching from the process view of innovation management to the systemic view.  

Foresight and innovation management have some commonalities, particularly in the early 

phase of innovation (Cuhls, 2011). While foresight delivers input for the strategic orientation 

and guidance, innovation management deals with the process from idea generation and 

invention to market entry and its aims are more concrete (see, e.g., Tidd and Bessant, 

2009). Foresight can contribute to the innovation capacity of a firm by strategically exploring 

new business fields, initiating and contributing new ideas, and challenge the current 

processes (e.g., Rohrbeck and Gemünden, 2011). Principally, the unknown future is linked 

to business risks and a central element of a successful future strategy is the early 

recognition of trends and developments in the firm’s environment to adapt to these 

recognized changes (e.g., Eisenhardt and Martin, 2000). Here, foresight supports 
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monitoring and scanning the environment to capture the big picture. Like innovation, 

foresight has to take framework conditions into account such as policy, regulation, or human 

capital and skills. So future developments are considered in a systemic framework (Martin 

and Johnston, 1999; Andersen and Andersen, 2014). For mapping the systemic framework, 

anticipating current developments and integrating an objective external view, approaches 

as text mining might be used as will be introduced in the following.  

1.2.2 Text Mining  

Due to the increasing volume of data from heterogeneous sources, the effort increases to 

overlook thematic fields and developments and to read the amounts of published studies 

and literature (Ortner et al., 2014). Techniques are necessary to identify the relevant data 

from the huge quantity of available information and then process it into knowledge to be 

used in decision making (Montoyo et al., 2012). For this purpose, text mining offers methods 

to accesses and analyze these textual data sources (Weiss, 2010; Feldman and Sanger, 

2008). Text mining processes unstructured textual data to a structured format for further 

analysis. Typical tasks in text mining are, for example, the identification of clusters, 

frequencies or associations. An overview on different text mining applications is, for 

example, given in Miner (2012). Principally, text mining can be summarized in three steps 

as indicated in Figure 1-2. First, a data source is selected. Then, this data is preprocessed 

(step 2) and analyzed (step 3). Finally, the results require interpretation.  

 

 

Figure 1-2 Text mining process  

Text selection  

A data source should be selected, which can answer the raised research question. The 

many possibilities range from social media to patents, standards and scientific publications 

(see following section for an overview). For formulating a precise search strategy, at least 

some principal knowledge of the subject or technology under consideration is necessary. 

The effort of this first step varies among data sources. While some data is retrieved from 

databases (e.g., patent, standards, scientific publications), other data requires manual 

gathering (e.g., reports).  

Principally, each data source has its own strength and weaknesses. For example, 

measuring R&D activities requires that they are patented or published (e.g., Cunningham 

et al., 2006) or patents are submitted in different languages (Bonino et al., 2010). 
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Text preprocessing 

Before text can be processed, it requires to be structured and transformed into a machine 

readable format. Therefore, the text is divided into its single elements as words 

(tokenization) and represented as a vector. To extract the relevant terms, mainly two 

different approaches are distinguished: working with stop words or the grammatical 

instances. Using with the grammatical instances, part of speech-tags are assigned to each 

word such as verb, article or noun. From this, relevant phrases or chains of words are 

extracted. Alternatively, stop words are used to remove irrelevant terms and function words 

(articles, conjunctions, pronouns, etc.). Then, further techniques as stemming (cuts each 

word to its basic form) or lemmatization (reduces word to root form based on dictionary) are 

applicable. Finally, independent of which strategy is used up to this point, the frequency of 

the terms is stored for further analysis (Manning et al., 2009).  

Data analysis 

For data analysis, in particular methods from statistics and data mining are applied such as 

classification and clustering (Han et al., 2012; Manning et al., 2009) and a wide range of 

software solutions exist (e.g., R, RapidMiner, Weka, SPSS, Leximancer). However, for a 

clear documentation of the research process, an own analysis software is more efficient. 

Then, the single process steps are traceable (see Kayser and Shala, 2014 for a further 

discussion). Therefore, a flexible framework that can be adapted to specific requirements, 

data sources and research questions is best.  

Interpretation  

Finally, interpreting the results is central, also because each dataset is subject to biases 

and limitations (e.g., completeness, representability). But data is not self-explanatory and 

cannot speak for themselves. Here, methodological and domain knowledge is required and 

further skills and expertise are necessary (see, e.g., Kitchin, 2014). In addition, the results 

have to be embedded in the context of the foresight process they are intended for. Of 

course, text mining is an iterative process where the results raise further questions that 

require additional searches, additional data or follow-up research (e.g., interviews, 

workshops) to validate the results.  

1.3 Using Text Mining for Foresight  

This section will examine the contribution of text mining to foresight and describes different 

textual data sources. Then, it is argued how text mining might contribute to foresight and 

different applications are outlined.  

1.3.1 Text as Data 

Answering different research questions requires different data. This section introduces text 

sources that are or could be used in foresight.  

Patents, scientific publications and standards 

Patents, scientific publications and standards are used as indicator for technical change. 

Patent documents describe scientific and technical developments (e.g., Bonino et al., 2010). 

By definition, patents are state-of-the-art (in the moment they are published) and meanwhile 

protect technical solutions. Otherwise, scientific publications not only focus on technology 
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but also include descriptions of basic and applied research considering a broader context. 

They also might describe ongoing work. As for standard documents (e.g., Goluchowicz and 

Blind, 2011), data is extracted from specialized databases that are quality assured and 

updated on a regular basis (e.g., Web of Science). With text mining, the abstracts and the 

full texts are accessible. These sources are frequently used in foresight to examine science 

and technology developments.  

News articles  

News articles inform society and contribute to public opinion making (e.g., Burkart, 2002). 

Their analysis may emphasize public concerns, beliefs and reservations. As for patents and 

scientific publications, the texts are edited and clearly written and therefore the same 

techniques for processing them are applicable. For example, Yoon (2012) examines web 

news for weak signals in the field of solar cells and appraises that, for his case, web news 

are a more refined and reliable source than blogs or web pages.  

Social media 

Social media is relevant for data gathering and participatory aspects. Principally, user-

generated content such as blogs or Twitter may contribute insights from societal discourses. 

For example, Cachia et al. (2007) examine the potential of online social networks for 

foresight and trend recognition. They conclude that social networks indicate changes and 

trends in sentiment and social behavior and besides foster creativity and collective 

intelligence. Pang (2010) develops an approach to scan Web 2.0 contents produced by 

futurists on different web channels. Social scanning may deliver a very precise summary of 

what is discussed and what attracts futurists attention. Amanatidou et al. (2012) describe 

how they analyzed Twitter and other publicly available web sources with text mining in the 

context of weak signal identification and horizon scanning. Albert et al. (2015) analyze blogs 

with reference to technology maturity models and Glassey (2012) examines folksonomies, 

the tagging of web content with meta information, for their potential in early trend detection. 

Summarized, first applications exist based on different social media platforms for collecting 

information and user interaction. For text mining tasks, a wide range of applications to 

access and analyze this timely data evolve.  

Websites in general  

A lot of information is publicly available on websites. This data is semi-structured but might 

be analyzed by text mining. At the moment, a number of applications use web data related 

to innovation indicators. For example, company websites are retrieved to be examined 

about reports on innovations (Gök et al., 2015). Youtie et al. (2012) examine websites of 

small and medium enterprises in the field of nanotechnology regarding technology transition 

from discovery to commercialization. As will be introduced in Section 5, web mining can be 

applied in the context of scenario development. By aggregating the content of the websites, 

this form of data retrieval summarizes and describes the scenario field and serves as a 

starting point for discussing possible futures.  

(Scientific) Reports and foresight studies  

Foresight studies are a frequent information source in foresight exercises. Thus, they are 

manually screened for future statements. To automate this time-consuming task even 

partially, text mining would be of great value as for example Amanatidou et al. (2012) tried. 
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However, as they noticed, due to the length of the reports, the most frequent terms are not 

the most interesting, so cleaning and filtering tasks are necessary for weak signal detection. 

Kayser and Shala (2014) analyze reports with text mining to summarize the topic and deliver 

a starting point for the following scenario development.  

1.3.2 Text Mining for Foresight Methods  

Text mining as a quantitative approach might be a building block in foresight methods. The 

following describes existing (e.g., patent analysis) and possible future applications such as 

web-based scenario development.  

Patent analysis 

In recent years, there has been an growing interest in applying text mining methods for 

patent analysis to access the unstructured text fields as abstracts, claims or the descriptions 

(Masiakowski and Wang, 2013; Tseng et al., 2007; Abbas et al., 2014). As a main 

advantage compared to manual approaches, text mining aggregates large quantities of 

patents, generates further information as statistics or maps, and supports decision making 

(see, e.g., Wang et al., 2010). The current applications concentrate on various areas. For 

example, a number of work focuses on detecting patent infringements (Lee et al., 2013; 

Park et al., 2012). In addition, monitoring the R&D landscape is a common application. For 

example, Yoon et al. (2013) use patents to study the technology landscape and perform a 

competition analysis. Other applications are located in the context of technology transfer 

(Park et al., 2013b) or technology planning in general (Park et al., 2013a; Choi et al., 2012). 

Wang et al. (2010) design a framework to identify technology trends to guide R&D planning. 

TRIZ (Altshuller, 1984) supports the search for evolutionary patterns and a multi-step 

approach is applied. Automatic patent classification (as usually been performed manually) 

or its support is seen as a research trend (Bonino et al., 2010). For example, Cong and Loh 

(2010) propose a framework for rule-based patent classification. In response to the growing 

number of patent applications, Hido et al. (2012) try to automatically assess the quality of 

patent applications. Summarized, many research activities are conducted and patents are 

analyzed with text mining in different applications.  

Publication analysis 

Publication analysis examines scientific publications as the output of scientific work and 

measures developments and trends within science and technology. For decades, text 

mining is used in publication analysis (Cunningham et al., 2006; Kostoff, 2012). Text mining 

methods are applied on data fields as title, abstract, full text, keywords or for cleaning tasks 

but also on full texts. Different approaches for term extraction are applied as stop word 

removal-based approaches (Glenisson et al., 2005; Delen and Crossland, 2008) or 

approaches based on the grammatical instance such as PoS-extraction (van Eck et al., 

2010). Methodologically, classification or cluster analysis (Glenisson et al., 2005; Delen and 

Crossland, 2008), topic modeling (e.g., Yau et al., 2014), or network and mapping 

approaches (e.g., van Eck and Waltman, 2011) are frequently applied. However, few 

studies compare datasets.  

Technology roadmapping 

Roadmaps are an instrument for strategic future planning (Barker and Smith, 1995; Möhrle 

et al., 2013). Related to roadmapping and text mining, some preliminary work exists (e.g., 
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Choi et al., 2013; Yoon et al., 2008; Lee et al., 2008; Huang et al., 2014). So far, different 

text mining techniques have been applied (e.g., SAO-based text analysis, text 

summarization, clustering) on different textual data sources (e.g., patents, product 

manuals). Together, these studies indicate that text mining and roadmapping are not 

conducted in parallel and text mining is merely done initially to get a thematic overview, but 

the core roadmapping is exclusively done by experts.  

Fully integrated in roadmapping (see Figure 1-3), text mining and its results support each 

of the four process steps (Kayser et al., 2014). Continuous feedback loops between the two 

layers enrich the strategy process and serve as an objective base for balancing the internal 

views. In this framework, roadmapping is used for the internal strategy development and 

text mining for the analysis of external data and changes. Text mining supports the initial 

exploration and identification of relevant terms (step 1), detects trends on market and 

technology level (step 2) and indicates links between the objects of the roadmap (step 3).  

 

 

Figure 1-3 Process model: roadmapping and text mining (Kayser et al., 2014) 

Figure 1-3 illustrates one way how to combine roadmapping and text mining. To provide a 

starting point and to illustrate the process, publication data was used. But in future work 

other data can be used - such as social media, reports, or news articles - to reinforce the 

customer perspective. By this process model, users can be integrated at different stages of 

the innovation process. For example, it is applicable for idea generation at the beginning of 

the innovation process or for a final alignment before the market entry.  

Scenario development  

Scenarios illustrate different futures each formulated as one scenario story. These stories 

serve as a framework to think about future challenges and developments influencing today’s 

decisions (Reibnitz, 1991; van der Heijden, 2005). Among the many scenario approaches 

available at present, none uses text mining or seaks for more efficient ways to explore the 

scenario field, e.g., by automatic desk research. Principally, scenario development starts 

with desk research and literature analysis for a comprehensive understanding of the topic. 

Next, influence areas and future projections are formulated to describe the scenario field. 

These are combined to different scenario stories (second step) that are used for foresight 

in the third step.  
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Integrating text mining into the scenario preparation delivers a comprehensive overview on 

the topic and summarizes the scenario field very well (Kayser and Shala, 2014). This is 

illustrated in Figure 1-4. Applying text mining on the gathered literature facilitates structuring 

and organizing the scenario field. Practically, this reduces the reading effort and thereby the 

time effort for desk research and literature analysis at the beginning of the scenario process. 

Straight away discussions or workshops can start based on the results from text mining, 

e.g., to agree on influence factors and future projections.  

 

 

Figure 1-4 Scenario preparation including text mining (Kayser and Shala, 2014) 

One of the advantages of this extended method are that more content and data can be 

analyzed than by classic literature analysis. Depending on the thematic scope, different 

data sources can be analyzed (e.g., reports, web mining, scientific publications). Finally, 

this enlarges the spectrum of foresight. In a more advanced case, desk research can be 

automated by retrieving content from platforms such as Twitter. For example, with web-

based scenario development, more than 1.000 websites are processed - a number that is 

not to tackle manually (see Section 5).  

1.4 Summed up: Relevancy of Text Mining for Foresight  

This article describes the use of text mining for foresight and the contribution of different 

textual data sources. Up to now, text mining is, in particular, used for patent and publication 

analysis and less together with other foresight methods such as roadmapping or scenario 

development. Furthermore, opportunities evolve such as the usage of new data sources 

and other data analysis methods. The following section elaborates text mining for foresight 

and discusses the implications for foresight.  

1.4.1 Assessing Text Mining for Foresight  

Results of text mining might enable to reflect, check or validate intermediate results from 

the ongoing foresight activity. Potentially, text mining aids in better understanding ongoing 

changes and developments and their systemic implications. Reasons are the advanced 

data analysis and the larger number of accessible data sources. The following argues the 

contribution of text mining for foresight with reference to the process of text mining (see 

Section 1.2.2).  
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Access and text selection  

As the previous literature overview showed, many applications combine text mining and 

patent- or publication analysis. Compared to that, few studies examine the potential of other 

data such as social media or the automatic analysis of scientific reports. So much textual 

data, such as news, social media, or classic websites, is not considered. By text mining, 

data sources are accessible such as Twitter (see Section 4) or web mining (see Section 5). 

Thereby, larger numbers of opinions might be integrated into foresight. This reduces the 

focus on science and technology und enables to address user aspects such as technology 

acceptance or concerns.  

However, if new data is used in foresight, the strength and limitations should be clarified. 

So, for example, first the quality of Twitter as a data source needs to be examined and then 

can be used in the context of scenario development. For example, Twitter showed to be 

useful for retrieving data in real-time and for user engagement. It displays if there is a public 

debate, what is discussed and how. Principally, it enables the involvement of stakeholders 

not considered by foresight otherwise as well as rapid feedback on ideas. The automatic 

gathering of content with that variety and breadth is not possible with classic methods (e.g., 

interviews, workshops). Of course, Twitter data has limitations (e.g., representativity), but 

foresight requires diverse input and the results of Twitter analysis should be combined with 

other data and integrated in a larger foresight framework anyway.  

Processing and structuring textual data  

With text mining, data can be processed and structured that cannot be processed otherwise, 

particularly not in this volume and scale. This argument, for example, holds for news articles. 

Of course, news can be processed by content analysis (see for an overview on content 

analysis Krippendorff, 2013) and Twitter data can be manually gathered. However, this 

takes more time and smaller quantities can be processed. So manual and qualitative 

analysis encounter their limits and techniques as text mining are most relevant in our 

present time of increasing data volumes. 

However, text mining cannot replace reading. Algorithms handle data different from reading 

and deliver a surface analysis. For example, it is not worth the effort to analyze Delphi 

statements with text mining because single statements about possible future developments 

cannot be analyzed in an automated manner. Therefore, some research questions still 

require qualitative and manual analysis.  

Analyzing textual data  

Text mining is applicable for comparing textual data as illustrated in Section 3 for news 

articles and scientific publications. Thereby, technology lifecycles and diffusion can be 

analyzed. Hypothesis about the evolution of a field are generated that should be proven by 

other methods.  

1.4.2 Potential for Foresight  

This article shows that different combinations of data sources and text mining approaches 

may contribute to foresight. For example, text mining helps to examine systemic links and 

the function of innovation systems or enhances the dynamic capabilities of firms (Kayser et 

al., 2014). The core advances are processing more content than without text mining and 

accessing data sources not used so far.  
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Moreover, the contributions of text mining can be argued on the example of the foresight 

process as described in Section 1.2.1. Principally, text mining is relevant for all three phases 

of foresight. As shown by the two methodological examples on roadmapping and future 

scenarios (that will be explained in more detail in the following sections), text mining can be 

a part of or used throughout the process. The three phases of foresight are also noticeable 

in the methods as summarized in Figure 1-5 and described in the following.  

Input: Collecting and summarizing the available information is improved by text mining and 

more data can be processed. Thereby, more views and opinions are considered. Exploring 

and identifying relevant aspects in an objective manner is eased. Moreover, automated 

desk research reduces the time effort for summarizing the considered field and a greater 

scope can be captured (see Section 5 for details). 

Process: One of the main contributions of text mining for foresight is that foresight exercises 

can be built more precisely on the state-of-the-art, e.g., due to techniques such as web 

mining. Particularly, for explorative foresight activities, this is valuable, because the process 

is built on a solid ground. In addition, results of text mining reflect, check or validate 

intermediate results from the ongoing foresight activity and thereby contribute to generating 

future knowledge. To get insights about possible future developments, text mining 

contributes by highlighting recent trends. Text mining may contribute an external 

perspective and serve for reflections. The results of text mining serve as a starting point for 

discussing possible futures promoting a creative discourse, in particular by hinting towards 

former disregarded aspects.  

Output: For the final phase of foresight or even throughout the foresight process, the results 

of text mining are valuable to quantify and underline statements made. This aids in decision 

making and strategy planning.  

 

 

Figure 1-5 Foresight process model  

This article describes the potential of combining foresight and text mining and outlines a 

framework for the following four articles where detailed examples are illustrated. These 

examples show how foresight can be extended and improved by foresight. Critical 

reflections will be part of the conclusion (Part 3). In this final part, limitations of text mining 

(and this thesis) are discussed and direction for future research are outlined.  
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2 Text Mining for Technology Roadmapping: The 
strategic Value of Information  

Abstract: Technology roadmapping is a well-established method used in strategy development and foresight. 

Furthermore, text mining offers untapped potentials concerning early detection and environmental scanning. 

Text mining can be used for structuring and analyzing thematic fields and facilitates an objective, quantitative 

summary of recent developments. In this article, the roadmapping process is split into different steps in order to 

analyze which text mining approaches might add further value. This leads to a two-layered process model and 

text mining is applied to systematically integrate external information in ongoing roadmapping processes. To 

demonstrate some of the benefits, the field of cloud computing is used to illustrate the procedure. As this article 

will show, the results extend the existing methodology, integrate an external view and complement expert 

opinion.  

Keywords: Foresight, Roadmapping, Strategy Development, Text Mining, Publication Analysis, Association 

Analysis, Network Analysis 

2.1 Introduction 

The early detection of change and discontinuity in markets, society, and technology is 

essential for firms to remain globally competitive and is a core element of strategic foresight 

(Slaughter, 1997; Vecchiato and Roveda, 2010). One of the fundamental assumption of 

foresight is that the future is principally unknown, but today’s decisions and anticipations 

can help to prepare and guide progress towards it (see e.g., Cuhls, 2003). Besides the 

detection of change and weak signals in the environment (Ansoff, 1975), adapting the 

strategic orientation to these changes is essential (e.g., Teece and Pisano, 1994; 

Eisenhardt and Martin, 2000). In this context, roadmapping is an established and frequently 

used method to adjust the strategy of a company by considering different future paths (see, 

e.g., Phaal et al., 2004). 

However, one methodological challenge of roadmapping is the time-consuming initial 

exploration of the considered thematic field during the preparation phase. Further 

challenges are to relate strategic planning towards external developments, to guarantee 

that these developments are adequately considered in the strategy process and that the 

whole roadmapping process does not solely depend on input of (internal) experts and 

stakeholders. In addition, the volume of relevant internal and external information is 

constantly rising. To encounter these challenges, text mining offers unexploited potentials. 

Text mining is a structured method for the analysis of textual data (Feldman and Sanger, 

2008; Manning et al., 2009). It might be used to explore and define the thematic scope, to 

locate and link roadmap objects, or to comprise additional sources of data. Consequently, 

text mining is expected to provide a base for comparison mirroring the ongoing 

roadmapping process with the results from a parallel data analysis. This might improve early 

trend detection and environmental scanning by recognizing ongoing changes and recent 

trends.  

Therefore, the research question addressed in this article is how to combine technology 

roadmapping and text mining and to which extent roadmapping and its process steps are 

thereby assisted or even improved. In addition, the question of which text mining 

approaches should be applied to support the process steps best is examined. This finally 

leads to a two-layered process model with continuous feedback loops. The adapted process 

https://d.docs.live.net/c182caac7502160c/Documents/02_Kapitel_Roadmap/Dynamic#_CTVL0018e4afea453194091991cbd41d80bf9bf
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is explained on the example of cloud computing. For this case, scientific publication data is 

used in order to evaluate its contribution to technology roadmapping. 

This article begins with an introduction of technology roadmapping and a summary of recent 

studies combining roadmapping and text mining (Section 2.2). Then, Section 2.3 describes 

the methodology. Finally, the results are discussed and conclusions are drawn in Section 

2.4. 

2.2 Thematic Background 

The following describes the principles of technology roadmapping and introduces recent 

research combining text mining and roadmapping. 

2.2.1 Technology Roadmapping  

Foresight in general is an instrument that supports the induction of strategic decisions based 

on systematically looking into the longer-term future of a technology and its relations to 

science, economy and the environment and society (Martin, 1995). One of its main 

objectives is the identification of emerging technologies and related areas of strategic 

research plus taking a closer look at the benefits for the economy and society. Foresight 

with a focus on strategic planning contains activities evaluating future risks and challenges 

in order to improve the process of strategic decision-making. Dynamics in the 

entrepreneurial environment have to be recognized and suitably integrated in the strategy 

development of a firm (Slaughter, 1997). It is not only essential for firms to make decisions 

on the basis of internal sources and experts’ opinions, but also to anticipate external 

information at an early stage. This enhances the dynamic capabilities of organizations 

defined as “[...] ability to integrate, build, and reconfigure internal and external competences 

to address rapidly changing environments (Teece et al., 1997)”. This leads to a competitive 

advantage of the organization (Teece and Pisano, 1994; Eisenhardt and Martin, 2000). So 

strategic foresight further contributes by supporting this responsiveness and capability of 

firms. Looking ahead and analyzing current information can be used for decision-making or 

strategy development to prepare for future needs and opportunities (Coates et al., 2010; 

Vecchiato and Roveda, 2010).  

Technology roadmapping has proven its use on different occasions but especially for 

strategy development to show alternative paths of technological futures (e.g., Barker and 

Smith, 1995; Phaal et al., 2004). For example, Möhrle and Isenmann (2013) define 

roadmapping as “[...] graphical representation of technologies, often relating objects like 

products or competencies and the connections that have evolved between them in the 

course of time.” So, roadmaps are a planning tool used to target future objectives after 

reflecting and evaluating the alternative paths. Thereby, future technical developments and 

their interdependence with other aspects are examined. Given that, technology cannot be 

viewed isolated from external factors such as the market situation, internal capabilities, or 

the legal framework. Various formats exist to present and visualize roadmaps like tables, 

text or, most commonly, graphs with different layers, e.g., technology, market, and product 

(Phaal et al., 2004, 2010). In these graphs, timelines are generated and knowledge from 

different backgrounds is organized. Roadmaps weight up possible, likely and advantageous 

futures (Kappel, 2001) and create a consensus view of the future science and technology 

landscape by formulating strategies for decision makers (Kostoff and Schaller, 2001). In 

https://d.docs.live.net/c182caac7502160c/Documents/02_Kapitel_Roadmap/Strategic#_CTVL0016a9f9946949a43b2a9eb16ecd8bcca5c
file:///D:/Technology%23_CTVL0013184446d597d4ca3977c78f0581b0016
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practice, roadmapping is applied on different topics, objectives, and focus (firm-specific, 

national, or international). 

2.2.2 Text Mining for Technology Roadmapping  

Text mining is a method to process and analyze textual data. It covers different algorithms 

merely based on linguistic and statistical methods to structure and analyze textual data 

(Weiss, 2010; Feldman and Sanger, 2008). The process can be summarized as follows. 

Initially, relevant textual data has to be identified such as abstracts of scientific articles, 

reports, or blog posts. This text is processed and transformed into a structured format. 

Following data analysis methods such as cluster analysis (Han et al., 2012) or association 

analysis (Agrawal et al., 1993) are applied to detect patterns and trends. The results are 

represented and visualized in an appropriate form, e.g., as term networks. Therefore, text 

mining is applicable to explore and define the thematic scope, to locate and link roadmap 

objects and thereby broadens the perspective by including additional sources of knowledge.  

Summarized, text mining is an explorative approach for analyzing the state-of-the-art to 

derive statements about possible future developments. This is complemented by the 

character of roadmapping where strategic paths into the future are derived according to 

future visions and objectives. This might have a normative component. Thereby, the 

combination of text mining and roadmapping integrates explorative and normative thinking.  

Roadmapping on the one hand and text mining techniques on the other hand are well-

established and separately well-explored, but research of their inter-relation is still rare. 

However, several contributions exist that use text mining to support roadmapping which are 

introduced in the following. Evaluating the related literature showed that for exploring the 

thematic field, various text mining techniques are applied ranging from analyzing subject-

action object (SAO) structures (Choi et al., 2013) to morphology analysis (Yoon et al., 

2008a) or keyword-extraction techniques (Yoon et al., 2008b; Lin et al., 2008; Lee et al., 

2008). For example, SAO structures originate from TRIZ (Altshuller, 1984), the Russian 

acronym for “Theory of inventive problem solving”. SAO is focused on key concepts instead 

of keywords, where AO describes the problem description and S stands for the solution. As 

data source, patent data is used in most cases (e.g. Choi et al., 2013; Lee et al., 2008) but 

also other sources such as product manuals (Yoon et al., 2008a). For example, the patent 

data is used to analyze trends and identify relations between product and technology (Lee 

et al., 2008). Text mining is used preparatory to the roadmapping process to explore and 

structure the thematic field (Yoon et al., 2008b; Kostoff et al., 2004) or, for example, to 

develop a specific tech monitoring framework (Lin et al., 2008). In comparison, other results 

are technically far-reaching and the roadmap is constructed semi-automatically (Choi et al., 

2013; Suh and Park, 2009). Even in these cases, dedicated expert involvement is still 

necessary, especially for controlling and selecting the keywords or search terms (Yoon et 

al., 2008a; Lee et al., 2008; Suh and Park, 2009). Text mining is rarely used in parallel to 

roadmapping as a simultaneous supporting element (Yoon et al., 2008a) so that the experts 

assist the data analysis (Lee et al., 2008) and not the other way round — data analysis 

supporting expert-based roadmapping. 

In general, roadmapping often depends solely on expert statements and highly relies on the 

experts involved, their tacit knowledge and their participation in the process itself (Yoon et 

al., 2008b, 2008a). So the quality of the results depends on their professional knowledge or 

https://d.docs.live.net/c182caac7502160c/Documents/02_Kapitel_Roadmap/Using#_CTVL001c6271b57ee8d461a969276d18afbcfec
https://d.docs.live.net/c182caac7502160c/Documents/02_Kapitel_Roadmap/Using#_CTVL001c6271b57ee8d461a969276d18afbcfec
https://d.docs.live.net/c182caac7502160c/Documents/02_Kapitel_Roadmap/Service-oriented#_CTVL00133f696e68d9e42ae976d5a9635586270
https://d.docs.live.net/c182caac7502160c/Documents/02_Kapitel_Roadmap/Using#_CTVL001c6271b57ee8d461a969276d18afbcfec
https://d.docs.live.net/c182caac7502160c/Documents/02_Kapitel_Roadmap/Using#_CTVL001c6271b57ee8d461a969276d18afbcfec
https://d.docs.live.net/c182caac7502160c/Documents/02_Kapitel_Roadmap/Morphology#_CTVL001b5e71053a01a4e5ebefc5495b1eb6523
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background (Specht and Mieke, 2004; Lee et al., 2008). Their role in roadmapping is 

inevitable for the final derivation of recommendations but also for interpreting text mining 

results. These people know the structures, workflows, and competencies as well as 

technical characteristics and dependencies between developments within technology, 

product and market within their own organizations. Nevertheless, the exclusive focus on 

this expertise for the development of the roadmap is challenging. Possibly, external 

developments in relevant areas might be missed out. As a further point, in the existing work, 

roadmapping is focused on exploring the thematic field but does not subdivide roadmapping 

in steps such as scope definition or linking objects to derive paths. This could be improved 

by differentiating the objectives of each step and considering how to enforce them by 

external input from text mining. Therefore, this article will show both, the value of analyzing 

external data with text mining and the contribution of text mining for each step of the 

roadmapping process. 

2.3 Methodology  

This section describes the methodology which systematically integrates text mining in the 

roadmapping process. This builds on the previous critique: The roadmapping process is not 

systematically split into phases to reflect the added value of special text mining techniques, 

but instead the process is considered as a whole. In this article, an attempt is made to 

resolve this observation by using the process model of Specht and Behrens (2005) as an 

orientation (see in Figure 2-1). This model has four steps. First, the process scope is defined 

and initial desk research is conducted. Second, trends on market and technology level are 

reflected. In the third step, the roadmap is generated and validated in the fourth step.  

 

 

Figure 2-1 Process model (adaption of Specht and Behrens, 2005) 

As indicated in Figure 2-1, a text mining layer is added to this model. Thereby, a 

combinatory approach is focused that considers internal expert knowledge together with 

external aspects in the form of results from the data analysis. This is enforced by continuous 

feedback loops between the two layers to ensure that the strategy development is in line 

with external developments because they are continuously reflected on internal 

considerations. The concrete implementation is explained in the following on the example 

of cloud computing.  
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2.3.1 Step 1: Scope of Roadmapping and first Examinations 

In the first process step, the thematic scope of the roadmap and the considered layers (e.g., 

market, technology and product) are defined and a specific time horizon is fixed. Input from 

various sources can be used such as expert know-how, patents, studies, reports, or 

interviews for the clarification and delimitation of the scope and to identify first objects for 

the roadmap. As shown in Section 2.2.2, the previous work in this field mainly uses patent 

data, whereas, the text mining-process implemented in the following is based on data from 

scientific publications. Unlike patents, scientific publications also describe technological 

innovations that are not yet state-of-the-art and include further discussions, not merely 

technical details. Thereby, scientific publications cover a wider range of possible issues and 

bibliometric analysis provides thematic insights and indications of future developments 

(e.g., Grupp, 1997; Schmoch and Grupp, 1991). The data contains information for further 

analysis such as authors, title, year of publication, and particularly thematic information in 

the provided abstracts (e.g., Rooney et al., 2011; Blatt, 2009; van Eck and Waltman, 2007), 

subject categories (e.g., Leydesdorff et al., 2012), or keywords. The application of text 

mining for bibliometric analysis allows a profound analysis of data fields such as keywords 

or, in a more advanced application, the abstracts of the articles. Thus, text mining not only 

analyses the structured parts of the bibliographic data but especially processes the 

continuous text.  

Data retrieval  

For this article, besides the author keywords, the abstracts were analyzed for getting further 

input. However, the author keywords do not necessarily display the content of the article 

but rather the claims of the authors about the content (Delen and Crossland, 2008). To 

balance this issue, the abstracts were additionally processed. The abstracts contain a short 

summary of the main ideas and concepts described in the article and, thereby, give a more 

detailed view of the ongoing developments and discussions than the author keywords. 

Nevertheless, the text mining process is, in principle, adaptable to other data sources. 

To retrieve the relevant data, a search strategy is generated. For improving the search 

strategy, the search results and the process scope should be compared leading to 

refinements of the scope and an iterative improvement of the search strategy. This 

validation has to be done by domain experts on the basis of the search results. In addition, 

the search results serve for a comparison to assess whether important aspects are missing 

or were overlooked in the process so far.  

To illustrate the process, data to scientific articles related to cloud computing was retrieved 

from the Web of Science-database. This leads to 2.638 articles in total and covers the 

scientific output from 2007 to 2014. As described above, this article uses the abstracts and 

author keywords for further analysis. 2.586 articles featured an abstract and 2.171 articles 

were tagged by author keywords. In the following, abstracts and author keywords were 

separately processed.  

Data processing  

For the author keywords, a thesaurus was generated that summarizes synonyms, matches 

plural and singular forms, and replaces abbreviations or different spellings of terms such as 

American and British English. This thesaurus needs to be built manually. Thus, for example, 

algorithm and algorithms are merged or virtualization and virtualisation.  

https://d.docs.live.net/c182caac7502160c/Documents/02_Kapitel_Roadmap/Bibliometric#_CTVL001a64afe6a608e43e083865d2c59988702


24 

 

For processing the abstracts, an own Python-plugin was implemented. For each abstract, 

sentence wise the grammatical structure was examined to extract noun phrases (Part of 

Speech-extraction). This approach is more efficient than using tokenization and stemming 

on each word individually because many expressions are chains of words such as quality 

of service or grid computing. These are complex to extract with other text processing 

approaches. Therefore, regular expressions are formulated that filter out single nouns or 

chains of nouns (Bird et al., 2009). These regular expressions can be adapted to special 

linguistic requirements. For example, terms in the context of cloud computing have many 

“as a” constructs such as software as a service that are worth extraction. So chains of words 

matching these regular expressions are extracted from the text. In addition, plural forms 

and spellings can be cleaned automatically. Additionally, a stopword list removes common 

phrases with a low information gain such as paper or article. And the thesaurus (same as 

for the keywords) is applied for additional cleaning. This article used binary counting of 

terms per abstract. 

Analyzing the results  

To compare the abstract terms and author keywords, Figure 2-2 shows a word cloud for 

each data field. The word clouds map the 50 most frequent terms where the size of the term 

relates to the frequency of the other mapped terms (the more frequent the larger the term 

gets). For the following analysis, the term cloud computing was excluded because it 

occurred disproportionately often and would dominate the analysis otherwise. 

 

Author keywords  Abstract terms  

 

 

 

Figure 2-2 Word clouds for author keywords and abstract terms  

Cloud computing is a new concept to offer scalable IT infrastructure on demand (e.g., 

Armbrust et al., 2010). This is technically realized by decentralized computing and storage 

based on virtualization. Nevertheless, cloud computing is not only a technological 

innovation but, for example, includes legal and privacy issues as well. This was also 

highlighted by the results in Figure 2-2. For example, among the 10 most frequent author 

keywords are privacy and security. Furthermore, concepts such as virtualization, 

mapreduce or software as a service are covered. The comparison shows that the author 

keywords are more specific than the abstract terms. This might explain their lower 

frequencies. For instance, the most frequent author keyword virtualization occurred 127 
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times while the most frequent abstract term service occurred 852 times. Among the most 

frequent terms from the abstracts are general terms such as service, data, resource and 

performance. However, user and cost are two aspects that are contained in the abstracts 

as well.  

Implications for roadmapping  

The information gained in this step supports the control and validation of the definition of 

the roadmapping scope. The results of the first step already indicate that the field of cloud 

computing is heterogeneous. This is relevant for the experts when deciding on the layers of 

the roadmap. Thus, not only technical aspects should be discussed when generating the 

roadmap but various other fields as well.  

2.3.2 Step 2: Trends and Signals 

The objective of the second step is to identify recent trends and developments in market 

and technology that might be of strategic and future relevance and therefore should be 

considered in the roadmapping process. To support this examination, timelines of related 

terms were retrieved and a portfolio analysis was conducted hinting towards recent trends 

and emerging technologies.  

Timelines  

To illustrate the growth of cloud computing with respect to related terms and technologies, 

timelines map some of the most frequent terms from the previous step. These are grid 

computing, web service, virtualization, software as a service, and service-oriented 

architecture. For these terms, own search strings were generated and related data was 

extracted from Web of Science for the time interval 2000-2014. The six searches were 

combined using the logical OR-operator that prevents double-counting of articles. As Figure 

2-3 indicates, the OR-combination first co-evolved with web service and then with cloud 

computing.  

 

Figure 2-3 Timelines of related terms and technologies (source: Web of Science; time interval: 2000-2014)  
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As Figure 2-3 highlights, cloud computing is still a very young topic that originates in the 

considered data from the year 2007 onwards, while grid computing, virtualization, web 

service or service-oriented architecture continuously developed earlier.  

Trend portfolio analysis  

As a next step, a portfolio analysis delivers an overview on emerging and declining terms 

and helps to detect and assess trends and current developments (see, e.g., Choi et al., 

2013). For this analysis, the considered time interval ranges from 2011 to 2014. This interval 

is divided in two time slices, T (2011-2012) and T-1 (2013–2014). Next, two measures were 

taken into account to build the dimensions of the portfolio. First, the relative frequency of 

the terms is mapped on the x-axis. It is calculated by the frequency in the time interval T as 

∑ 𝐹𝑟𝑒𝑞(𝐾, 𝑇) and divided by the total number of articles A in the time interval T as 

∑ 𝐹𝑟𝑒𝑞(𝐴, 𝑇). Second, the growth of the terms is approximated and mapped on the y-axis. 

It is calculated by the distance of the term frequencies in the two time intervals divided by 

the frequency in the first interval. This means:  

𝐴𝑝𝑝𝑟𝑜𝑥𝑖𝑚𝑎𝑡𝑒𝑑 𝐺𝑟𝑜𝑤𝑡ℎ (𝐾) =  
∑ 𝐹𝑟𝑒𝑞(𝐾, 𝑇) −  ∑ 𝐹𝑟𝑒𝑞(𝐾, 𝑇 − 1)

∑ 𝐹𝑟𝑒𝑞(𝐾, 𝑇)
  

The portfolios were separately calculated for the author keywords and the terms from the 

abstracts. The portfolio graphically subdivides the considered terms into four groups: 

emerging (upper left corner), core (upper right corner), declining (lower left corner) and 

established (lower right corner).  

To begin with, Figure 2-4 maps the portfolio for selected author keywords. Implicitly, the 

four groups as described before are noticeable here. Grid computing as predecessor of 

cloud computing and for a long established technology is declining together with terms such 

as software as a service or service oriented architecture. In contrast, internet of things is 

among the emerging terms together with big data or attribute-based encryption. Mobile 

cloud computing already moves on to the core themes such as mapreduce and 

virtualization, the established terms. These few established terms might be due to the 

novelty of cloud computing and its emergence from 2007 onwards.  

Next, Figure 2-5 illustrates the portfolio for the abstract terms. A set of basic terms such as 

system, service and resource frequently occur in the dataset and have been continuously 

mentioned over the last years and their growth rate is almost 0. The usage of the term data 

is still growing, may be due to the trend around big data and data-intense applications. 

Among the emerging terms is, for example, device. This might relate to the trend around 

mobile applications. Opposed to the first portfolio, in this portfolio virtualization is a declining 

term but has a negative growth rate in both cases.  
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Figure 2-4 Trend portfolio of selected author keywords (excerpt) 

 

Figure 2-5 Trend portfolio of selected abstract terms (excerpt) 

Implications for technology roadmapping  

The portfolios and the timelines provide orientation about recent trends such as data-

intense applications or internet of things. This might encourage a discussion about 

emerging technologies and serve as a basis for an objective comparison of statements 

made during the roadmapping process. 
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2.3.3 Step 3: Roadmap Generation  

In the third step, the roadmap is generated. The objects are chronologically ordered and 

plausible development paths are derived. This step might be assisted by detecting groups 

and dependencies between the objects. In this particular case, association analysis and 

network analysis are conducted.  

Association analysis  

Association analysis is used to identify terms that frequently occur together in abstracts 

respectively keyword lists and identifies dependencies between terms in a dataset (Agrawal 

et al., 1993; Lopes et al., 2007). This supports deriving information about generalized or 

specialized relations because the relations are directed. For the analysis, frequent itemsets 

are constructed that indicate which terms often occur together. The two key measures are 

support and confidence for which thresholds are set to restrict the algorithm. The support is 

the relative frequency in which a term occurs in a dataset. The confidence of a rule (A → B) 

describes the support 𝑆𝑢𝑝(𝐴 ⋃ 𝐵) divided by the number of transactions including only A 

what means divided by 𝑆𝑢𝑝(𝐴):  

𝑐𝑜𝑛𝑓(𝐴 → 𝐵) =  
𝑆𝑢𝑝(𝐴 ⋃ 𝐵)

𝑆𝑢𝑝(𝐴)
 

One popular example of this method is the market basket analysis which tries to identify 

how purchased items are associated (Han et al., 2012). In the case of publication data, 

each article is a transaction while the rules are derived for sets of terms. For this analysis, 

articles containing no terms were excluded.  

The association rules for the author keywords are illustrated in Table 2-1. They are restricted 

by a confidence of 0.3 and a support of 0.005 which resulted in 13 rules. The relatively low 

support is due to the many articles and high number of different keywords. For example, 

platform as a service occurs together with software as a service in 57.7% of the cases when 

platform as a service occurs. Another example is the association between algorithm and 

performance (Confidence: 55%). This implies that when algorithm is mentioned 

performance is mentioned in addition and there is a dependency of the term algorithm on 

the term performance.  

 

No. Rule Confidence 

1 design ---> performance 0,667 

2 performance ---> design 0,531 

3 design ---> management 0,333 

4 management ---> design 0,722 

5 management ---> performance 0,611 

6 measurement ---> design 0,647 

7 design ---> virtualisation 0,436 

8 algorithm ---> design 0,650 

9 design ---> algorithm 0,333 

10 platform as a service ---> software as a service 0,579 

11 algorithm ---> performance 0,550 

12 design ---> performance, virtualisation 0,333 

13 design ---> performance, virtualisation:  0,333 

Table 2-1 Association rules for author keywords [conf: 0.3; sup: 0.005] 

The association analysis for the abstract terms with a confidence of 0.3 and a support of 

0.05 delivered 19 rules (see Table 2-2). The support value is lower for this case because 

https://d.docs.live.net/c182caac7502160c/Documents/02_Kapitel_Roadmap/Visual#_CTVL0016321e30d085c4e50b0bbad61154453ba
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the higher frequency of the abstract terms imply that they are contained in more 

transactions. The rule quality => service means that they with a confidence of 78,5% occur 

together when quality is contained. This implies a reliance of the term quality on service. 

Further on, for service and application (rule 8 and 9), there is not much difference in the 

confidence value. In comparison, data is frequently mentioned together with user, system 

or performance (rule 3, 4, and 6).  

 

No.  Rule Confidence 

1 system ---> application 0,302 

2 resource ---> service 0,430 

3 user ---> data 0,341 

4 system ---> data 0,318 

5 user ---> application 0,303 

6 performance ---> data 0,306 

7 system ---> service 0,330 

8 service ---> application 0,310 

9 application ---> service 0,377 

10 model ---> service 0,385 

11 performance ---> application 0,329 

12 user ---> service 0,451 

13 performance ---> system 0,306 

14 infrastructure ---> service 0,554 

15 technology ---> service 0,363 

16 quality ---> service 0,785 

17 resource ---> application 0,351 

18 performance ---> service 0,310 

19 number ---> service 0,364 

Table 2-2 Association rules for abstract terms [conf: 0.3; sup: 0.05] 

Term networks 

Next, the co-occurrence of terms is visualized in a term network (Bastian et al., 2009). Here, 

the nodes represent terms and the edges indicate a relation between two considered terms. 

The node size depends on the node degree as the number of edges a node has 

(Wasserman and Faust, 2007). While the number of association rules is restricted by the 

support and confidence value, filters related to the node degree or node frequency are 

applied in order to reduce the size of the network graph. The algorithm force atlas was used 

to structure the graph. To handle the complexity, the term networks are built for the 100 

most frequent terms per dataset.  

Figure 2-6 shows the term network for author keywords. Grid computing is a well-connected 

term in the network with frequent links to virtualization or software as a service. Quality of 

service has a relatively central position in the network and is tightly linked to service level 

agreements. The link between security and privacy indicates that these issues are 

frequently addressed together in this context.  

The network of the abstract terms in Figure 2-7 contains a highly connected set of basic 

cloud computing vocabulary such as service, system and application. As already indicated 

by Figure 2-2, the abstract terms frequently contain more general terms such as algorithm, 

architecture, or infrastructure.  

 



30 

 

 

Figure 2-6 Term network for author keywords (node degree ≥ 4) 

 

 

Figure 2-7 Term network for abstract terms (node frequency ≥ 170) 
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The comparison of the two networks shows that the abstract terms seem to be of a higher 

degree and are stronger interconnected than the author keywords. One explanation is that 

abstracts are longer text fragments than the author keywords which have fewer entries per 

article. For future work, networks from full texts should not rely on the degree as node size 

and other measures should be used at this point.  

Implications for technology roadmapping  

The networks indicate links between roadmap layers as, for example, between security as 

a legal or societal aspect and virtualization on the technical layer. Therefore, the information 

generated in this third step assists in ordering and linking the objects while an exact 

placement on the roadmap is not achieved by the analysis conducted here. The position of 

the objects on the time scale is also a question of strategic interests and decisions and 

depends on internal considerations. Thus, the exact placement of the identified objects on 

the roadmap still has to be discussed with the domain experts. Nevertheless, additional 

information about connections between the objects was obtained by these analyses. 

To further illustrate the method designed in this article, Figure 2-8 maps an exemplary 

roadmap path. For example, a company wants to meet the growing demand for large scale 

applications and therefore offers a cloud service. Hadoop as one implementation offers the 

technical requirements as software solution with mapreduce as technical basis. According 

to the trend portfolio in step 2, hadoop is newly evolving and step 3 showed its relation to 

mapreduce, a frequent term in the cloud computing-context. This information might guide 

the experts in their planning process. As a final consequence, new business applications 

might evolve and the market share might increase. This very broad case shows that the 

analysis of step 1 to 3 prove that the future planning is in line with the developments in the 

outside and adequately considers the latest developments. 

 

 

Figure 2-8 Exemplary path of a cloud computing-roadmap  

2.3.4 Step 4: Roadmap Validation and Consistency Check 

Finally, the identified relations and dependencies between and within the layers are 

checked. Therefore, the consistency and level of completeness of the generated roadmap 

is examining (e.g., plausibility of the links, chronological course). Strategic measures are 

derived to conclude the process. In this step, no explicit text mining analysis is conducted, 

but the results from the three previous steps are taken for final adjustments. The main 

questions for this final validation refer, for example, to the level of preciseness (e.g., degree 

of detail; missing aspects) and the plausibility of the detected paths as well as potential 

gaps and inconsistencies.  

Market & 

business

Products & 

service offering

Technologies & 

software

2015 2020

Mapreduce Hadoop

New pricing model
Increased market 

share

Cloud service

Large scale applications



32 

 

2.4 Discussion and Conclusion  

In this article, a new process was developed for combining roadmapping and text mining. 

The objective of this article was to develop a process model that parallelizes technology 

roadmapping and text mining in order to consider external changes in internal strategy 

processes. Text mining was used to access external data, while roadmapping was used for 

strategy formulation and implementation. In contrast to the related literature, this approach 

divides roadmapping in four steps and applies adequate text mining methods within each. 

Text mining in this context supports the initial exploration and identification of terms of 

interest as visualized in the first step, detects trends as in the second step and offers 

methods to derive paths in the third step. In particular, text mining structures the considered 

thematic field and balances experts’ statements. 

In more detail, abstracts and author keywords were used in this article to gain thematic 

insights. Generally, the initial effort for processing text differs. For both data fields, a 

thesaurus needs to be build that matches synonyms and variations. For the author 

keywords, it is sufficient to apply a thesaurus, but singular and plural forms need to be 

merged manually. Processing abstracts for the first time brings a high effort because of the 

time needed for programming, but then this process can be automated. For example, plural 

forms can be cleaned in an automatic manner. In the case of cloud computing, the 

comparison of both data fields shows that abstracts include more basic descriptive terms, 

while the author keywords have a wider thematic focus by containing terms as security or 

privacy. However, term networks show better results for the keywords because of the lower 

density. In addition, the trend portfolio for the author keywords seems to be more responsive 

and contains less common words. Therefore, for each dataset it should be tested and 

decided which data to use in the specific case and other topics should be investigated. 

Nevertheless, processing abstracts is an important preparatory step for getting experience 

in analyzing longer texts such as reports in future work.  

As a further point, the used text processing requires further improvement and should be 

seen as a starting point rather than a finished method. This applies for example to cleaning 

and synonym detection (Manning et al., 2009) or statistical measures that evaluate the 

importance of terms (Berry, 2004). In general, the complexity of text mining highly depends 

on how structured the input data is. Bibliometric data is already very structured, but 

processing the content of whole reports is of higher complexity due to, for example, figures 

and structuring the input.  

Text mining can be used to access a wide range of data sources, but their application and 

quality in roadmapping, especially their focus and restrictions are partly unknown. 

Publication data as a frequent source in strategic foresight (see, e.g., Mietzner and Reger, 

2009) was used in this article to illustrate the process, but this data displays the science 

perspective. Aspects as public or political discourse and explicit user demand are 

underrepresented. Other common sources in strategic foresight such as specialized 

databases or archives (see, e.g., Müller and Müller-Stewens, 2009) should be examined in 

future work. Furthermore, newspaper articles, Twitter, or blogs are an option to emphasize 

the demand side and user aspects. A next step would be the strategic exploitation of these 

alternatives. This is also most relevant for foresight and strategic planning to meet the 

increasing volume of textual data and make more accurate and informed statements about 

the future. In general, the strategic decision process concerning future investments or 
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efforts in research and development activities, services, and products is supported by this 

objective and quantitative text analysis. 

Developing a roadmap in a completely automatic manner is not possible but rather a hybrid 

approach to assist expert-based roadmapping (see also Yoon et al., 2008a; Kostoff and 

Schaller, 2001). Otherwise, this would lead to uniform solutions that disregard individual 

aspects and interests of the unit conducting roadmapping. The method developed in this 

article assists roadmapping by indicating related terms and giving an overview on ongoing 

developments and trends. The text mining results serve as objective supplement to the 

experts’ statements made during the process. Certainly, different ways of integrating text 

mining in the roadmapping process exist. In the end, this model is one possible way to 

combine roadmapping and text mining, leaving the exact implementation to the user. Thus, 

the extent to which the text mining results are used for roadmapping will vary from case to 

case. Nevertheless, this model provides opportunities to add an external view and, thereby, 

orients the strategy development on external developments. This strengthens early 

detection and possibly enhances dynamic capabilities. 
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3 The Role of Media in Innovation Systems 

Abstract: While innovation is recognized as an outcome of systemic interaction, the elements enabling such 

interaction are often neglected in scientific debate. Based on the literature on innovation systems, this article 

attempts to study the role of media as a central actor in creating a public sphere where innovation discourse 

can take place. This study focuses on knowledge flows and systemic interactions and, therefore, examines in 

detail the link between science and the public. Publication data is a commonly used source for examining 

scientific developments. However, it is not only scientific achievement per se which is relevant. In addition, the 

issues passing through to other areas of the innovation system to reach the public are important. Therefore, 

news reporting is used as an indicator here. As part of the media system, news is a recognized channel for 

innovation diffusion and plays an important role in society. Thus, the aim of this article is to argue the benefit of 

integrating the media in the innovation system debate and to develop a methodology to automatically compare 

scientific and media discourses. Therefore, a text mining framework has been developed. The results deliver 

valuable input for examining the present state of themes and technologies and, thereby, support future planning 

activities.  

Keywords: Innovation System, Text Mining, Foresight, Media Analysis, Publications Analysis, Future 

Technology Analysis  

3.1 Introduction  

Insights in innovation systems and their dynamics and architecture are relevant for future 

planning due to the close link between foresight, policy planning, and the performance of 

innovation systems (Alkemade et al., 2007). Therefore, an in-depth analysis of current 

developments is crucial for capturing the state-of-the-art as a starting point to build future 

assumptions and strategies. Besides trend recognition, this relates to the long-term 

observation of thematic and technical developments to gain insights for future orientation. 

Moreover, an analysis should not only address one area (e.g., science) but should also 

consider the larger framework (innovation system) in order to emphasize systemic 

interaction and to contribute to the evidence that innovation is systemic. As a matter of fact, 

the elements in innovation systems are not independent of each other—there is a 

continuous flow of knowledge between them. Thus, it is important to examine the 

intersections and links between different parts of these systems. However, the elements 

enabling these interactions have not been sufficiently addressed in the existing literature.  

Based on the current literature on innovation systems, this article proceeds with the 

assumption of media being a central actor, enabling a public sphere where innovation 

discourses can take place. Thus, apart from its role in science, policy, and the economy, 

media should be considered in terms of its societal functions and role in the spread of 

innovation. After introducing an adapted innovation system model as conceptual framework, 

the methodology will focus on the link between science and the media. Publication data is 

a commonly used source for examining scientific progress (e.g., Leydesdorff and Milojević, 

2015). However, developments in science are not the only relevant factor; it is also 

noteworthy which issues pass to other areas of the innovation system. News reporting can 

be used as an indicator in this regard. As part of the media system, news is an important 

channel for the spread of innovation and it has certain key functions in society. News 

contributes to the formation of public opinion and is an important channel for the diffusion 

of innovation (Rogers, 1995). However, news has rarely been used in this context until now. 

Currently, there is no methodology for the (automatic) comparison of news articles and 

scientific publications but theoretical discussions (e.g., Franzen et al., 2012).  
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With the assumption that media is an intermediary in innovation systems, the objective of 

this article is to develop a methodology to automatically compare scientific and media 

discourses to map systemic interactions or (technical) changes based on textual data. It is 

examined if differences in the discourse of science and media can be measured and 

mapped based on news articles and scientific publication abstracts. Therefore, a framework 

based on text mining is developed. This might deliver insights in the spread and diffusion of 

concepts and the chronological order of events. To test and illustrate the methodology, three 

topics driven by different angles are used—cloud computing, artificial photosynthesis, and 

vegan diet. The differences in these three cases may highlight the strengths and 

weaknesses of the methodology. 

This article starts with a description of the basic building blocks, i.e., innovation system, 

foresight, and the (societal) role of the media, in Section 1.2. Then, Section.1.3 describes 

the framework of analysis while Section 1.4 introduces the three case studies. In Section 

1.5, the results are discussed and final conclusions are drawn.  

3.2 Foundations  

This following points out the meaning of innovation, foresight, and innovation systems, with 

a focus on mass media and its impact on innovation and change.  

3.2.1 Innovation System and Foresight 

Innovation and change are an outcome of systemic interaction. This non-linear process 

includes many feedback loops and is considered in its national (Freeman, 1987), regional 

(Cooke, 2001), sectoral (Malerba, 2002), and technological contexts (Bergek et al., 2008). 

Definitions of innovation systems highlight how the interplay of institutions influences 

technology and innovation (Freeman, 1987) and innovation systems are described as “[…] 

all important economic, social, political, organizational, institutional, and other factors that 

influence the development, diffusion, and use of innovations (Edquist, 1997)”. These 

definitions emphasize the role of diffusion and interaction; therefore, the dynamics of these 

systems are most important. Among others, Hekkert et al. (2007) describe functions of 

innovation systems to measure system performance and dynamic interactions. These 

functions, such as knowledge diffusion or market formation, are important in assessing the 

performance of the system. On the other hand, understanding innovation systems and their 

dynamics and architecture is most relevant for future planning activities due to the close 

association between foresight, policy planning, and the performance of innovation systems 

(Alkemade et al., 2007). In this article, foresight is understood as a structured discourse 

about possible and plausible futures involving the relevant stakeholders. One of the basic 

assumptions underlying foresight is that the future is not predictable. However, thinking 

about possible future developments and related consequences may influence the present 

decisions that affect our future. Therefore, an in-depth analysis of current (technological) 

developments and their spread and societal acceptance is crucial. In principle, future 

technology analysis (FTA) and foresight can assist in reorienting and improving innovation 

systems and bringing together different stakeholders and actors (e.g., Martin and Johnston, 

1999).  

Aligning innovation system functions with FTA, the contribution of FTA (related to innovation 

policy) lays in “[…] providing safe spaces for new ideas to emerge and existing knowledge 
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to be combined in novel ways (Cagnin et al., 2012)”. This leads to a better understanding 

of future challenges and broadening of the knowledge base in decision making. Therefore, 

foresight may also serve as a framework for analysis. Apart from the debate on contributions 

of foresight to the analysis of the innovation system, the argument to consider foresight as 

a systemic process is strengthened. As Andersen and Andersen (2014) point out, foresight 

requires a systemic understanding because, otherwise, the impact of foresight is limited 

due to its weak conceptual understanding. So the context (innovation system) and the 

current dynamics should be taken into consideration for meaningful foresight.  

3.2.2 Mass Media, its societal Role, and its Impact on Innovation  

While it is commonly agreed that innovation needs to be viewed systemic, the society as a 

framework or mass media as a distribution channel are no explicit elements of prominent 

definitions of innovation systems (Waldherr, 2012, 2008). For this reason, this article 

discusses the role of the society and especially the media as diffusion channel and positions 

them in the innovation system debate.  

The media contributes to our knowledge about the world (e.g., Luhmann, 2009). As a matter 

of fact, mass media has certain functions in society (Burkart, 2002). The most crucial one 

is the information function, which relates to neutral knowledge transfer as well as to 

influencing the formation of public opinion. The media distributes selected information to 

which it adds its own interpretation or version of truth (e.g., Kabalak et al., 2008). In addition, 

the media has a critique and control function in democratic societies, for scientific results 

as well (Franzen et al., 2012). Therefore, media mirrors public discourse and its evolution 

to a certain degree (see Stauffacher et al., 2015 for a comparable case).  

As a matter of fact, media discourse may influence innovation processes (e.g., Waldherr, 

2008). For instance, by reporting about new innovations and technologies, the media can 

influence and attract attention. Additionally, the media can influence public opinion by 

commenting on innovation (critique function of media). Furthermore, media has a 

recognized role in innovation diffusion (Rogers, 1995; Schenk, 2012; Karnowski, 2013). 

However, the literature on innovation systems does not acknowledge media's role as an 

intermediary between different actors, its functions in society, or its meaning for the spread 

of innovation. This article attempts to analyze the dynamics and processes of diffusion, in 

which media is recognized as a crucial element. Therefore, the next section introduces an 

adapted model.  

3.2.3 The conceptually adapted Innovation System Model 

Waldherr (2012) argues that mass media is an important intermediary in the triangle of 

politics, economy, and research (see Figure 3-1). Mass media enables public 

communication, while society is seen as the overall framework with three subsystems: 

economy, politics, and science. The link between media and the political system comprises 

political factors that influence the media. Further on, there is an exchange of money and 

attention between media and the economy, while media reputation is primarily relevant for 

firms. Additionally, economic actors learn about changing societal norms, values, and 

interests through media. And science needs public attention to build legitimacy and 

reputation.  

https://d.docs.live.net/c182caac7502160c/Documents/03_Kapitel_IS/Diffusionstheorie.#_CTVL00110ea1080c43149e0a1ce8b80bb9fa2ee
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Figure 3-1 Adapted innovation system model (own illustration with reference to Waldherr, 2012)  

Although this model is on a high aggregation level, it illustrates the core dependencies very 

well. Therefore, this model serves as a conceptual framework for the methodological part 

of this article on knowledge flows and dynamics in innovation systems. Later sections of 

this article focus on the relation between research and the media to examine when and in 

what form it is written about certain issues. This builds upon newspapers and scientific 

publications as sources of data. Moreover, apart from the structural description, innovation 

system functions may guide this analysis. At least three of the seven functions identified by 

Hekkert et al. (2007) demonstrate why mass media should be regarded as part of the 

innovation system model (Waldherr, 2012). These three functions are described in the 

following and related to the examination of the link between science and media.  

Knowledge diffusion through networks: The exchange of information is seen as an essential 

function of networks (learning by interaction or learning by using). For example, policy 

decisions need to be in sync with the latest technological developments, which, in turn, 

should be in line with current norms and laws. This includes transfer of knowledge from 

science, politics, and economy to broad societal areas and, likewise, the coordination of 

research results with changing social norms and values (Waldherr, 2012; Hekkert et al., 

2007). As stated above, media is an important diffusion channel between different elements 

of the innovation systems. To map this function, media discourse and the interrelation 

between societal and scientific discourse may be analyzed. For example, this function is 

mapped by the number of workshops, conferences, and research collaborations for a 

specific topic (Alkemade et al., 2007).  

Guidance of the search and selection process: Since resources are scarce, this function 

describes the selection process, which includes focusing on specific applications. 

Therefore, mass media serves as a forum for the different stakeholders to negotiate the 

direction of technological change (Waldherr, 2012). This function underlines the fact that 

technological change needs to relate to external requirements and is not autonomous from 

the rest of the system. Additionally, this enables the alignment of technological 

developments with societal needs and the media can play an intermediary role in this 

process. The analysis of this function relates to mapping targets set by governments or the 

number of articles addressing the technology (Hekkert et al., 2007).  

Creation of legitimacy: The spread of knowledge about an innovation is crucial to achieve 

societal legitimacy. Thus, this function addresses actions influencing the acceptance of an 

innovation in the manner of interest groups or lobbies. To map this function, the sentiment 
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of news articles might be examined to see if certain views are pushed or provided with an 

intention.  

3.3 Methodology: Comparing Datasets  

The following section demonstrates how to compare the public and scientific discourse by 

assessing the knowledge flow between science and the public. The method builds on 

scientific publications and news reporting. This section begins with a description of the 

preliminaries of publication analysis and media analysis as methodological base for this 

article, after which the analysis framework is introduced. Three cases illustrating the 

methodology are outlined in Section 4.  

3.3.1 Publication Analysis  

Scientific publications describe the output of scientific work, thus providing a means to 

measure and assess scientific activity and performance. The statistical analysis of the 

publication data related to a specific theme or technology reveals insights on aspects such 

as trends, developments, and new research directions (see Leydesdorff and Milojević, 2015 

for an overview). Publication analysis generally uses different data fields (e.g., year of 

publication, keywords, and abstracts) depending on the research interest. This article 

carries out text mining on the abstracts of the publications as summaries of the articles. This 

decision reduces the cleaning effort that is higher for full articles. Moreover, the text length 

of the abstract is comparable to the second type of data source—news articles.  

Text mining is frequently used in publication analysis (Cunningham et al., 2006; Kostoff, 

2012). This includes applications analyzing title, abstracts, and keywords (e.g., Glänzel, 

2012) but also full texts (e.g., Glenisson et al., 2005). Concerning mapping of (technological) 

changes, most articles build on co-word analysis (Leydesdorff and Welbers, 2011; van Eck 

et al., 2010). For example, Cobo et al. (2011) examine the thematic evolution of a research 

field and concentrate on co-word analysis in combination with some performance indicators 

(e.g., number of publications, citations, and h-index). This article has a different focus; it not 

only describes the topic but also maps the differences in the datasets and the chronological 

order of terms to capture the dynamics in the topic (systemic interactions). With regard to 

the comparison of datasets, some previous work has compared patent and publication data 

(e.g., Daim et al., 2006). But, to the knowledge of the author, none has compared the 

content of publication abstracts and news articles. There are studies on the general relation 

between science and mass media (e.g., Franzen et al., 2012). However, this article 

especially has a methodological focus and attempts to develop a framework analyzing the 

interactions between science and media (with the example of publication abstracts and 

news articles).  

3.3.2 Analyzing News Articles 

Primarily, news articles are editorially checked (controlled content), cover a broad spectrum 

of themes, and have a clear language (e.g., few spelling mistakes and proper sentences). 

Thus, the text quality of news articles is comparable to scientific publications. In addition, 

news articles have a clear time stamp (date of publication). Moreover, news articles are 

archived and can be retrieved from databases such as LexisNexis. LexisNexis is still a 

popular source for analyzing media discourse across the world. In recent years, alternatives 

https://d.docs.live.net/c182caac7502160c/Documents/03_Kapitel_IS/Text#_CTVL00109cc5a93002246aa8e91647257de926d
https://d.docs.live.net/c182caac7502160c/Documents/03_Kapitel_IS/Automatic#_CTVL001a1541dd9dba94f98ab1cc6eaa7bed9dc
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such as Google News have emerged (e.g., Weaver and Bimber, 2008 for a comparison) 

and newspaper archives are available online (e.g., Der Spiegel, Die ZEIT, and The New 

York Times). There are some known reliability and validity problems with LexisNexis and 

digital news archives in general (Deacon, 2007). However, using Google News involves a 

higher effort in searching, storing, and processing the articles. In addition, some forms of 

content such as images are not relevant for this article. Therefore, data from LexisNexis is 

used in the following.  

Content analysis is the core method for analyzing news articles and is defined as “[…] a 

research technique for making replicable and valid inferences from texts (or other 

meaningful matter) to the contexts of their use (Krippendorff, 2013)”. Text is divided by its 

key features that are coded using a variable schema. Discourse analysis uses methods 

from content analysis and examines text elements that are part of a larger discourse. 

Thereby text elements are studied in terms of their relation to each other. However, manual 

screening and coding are not adequate for larger datasets, which is why automatic 

approaches have gained relevance (O'Connor and Banmann, 2011). Classic approaches 

cannot process the required volume of data, which often leads to reduction in the sample 

size due to resource problems (Scharkow, 2012). In fact, in recent years, more and more 

applications have emerged with regard to text mining. For example, Pollak et al. (2011) 

examine contrasting patterns in news articles from the UK, USA, and Kenya. By comparing 

local and Western media they study ideological aspects and press coverage. Holz and 

Teresniak (2010) identify changes in topics on the basis of the New York Times corpus by 

computing the co-occurrence of terms over time. Of course, these automatic methods are 

also criticized; first, that automated content analysis will never be able to replace careful 

reading (Grimmer and Stewart, 2013) and, second, for the potential loss in meaning (Sculley 

and Pasanek, 2008). However, text mining delivers summaries and reduces the costs and 

effort involved in analyzing large text collections and will therefore be used in the following.  

Sentiment analysis is often used for the automatic detection of opinions and attitudes in 

texts. It is a classification problem where each text is treated as a unit that needs to be 

classified based on the words it contains (positive, negative, or neutral). In recent years, the 

research effort spent on sentiment analysis has increased. For example, an overview is 

given in Ravi and Ravi (2015). Normally, sentiment analysis is applied on subjective texts 

such as movie reviews or web forums (Li and Wu, 2010). In this article, sentiment analysis 

has been considered for being applied on news articles. Newspapers express opinions that 

can usually be analyzed. However, a literature review revealed that sentiment analysis is 

difficult to apply on news articles. When sentiment analysis is applied on news, the scope 

must be clearly defined (Balahur and Steinberger, 2009). Also the views or perspectives on 

the article, such as intention of author or reader interpretation, needs to be distinguished. 

The source of the opinion is emphasized to be the journalist or the newspaper (in most 

cases), but the target is more difficult to distinguish (e.g., distinguishing good and bad news 

from good and bad sentiment). So even for reported facts, judging good or bad news 

depends on one's perspective and differs individually. As a further point, news articles cover 

larger subject domains compared to e.g., product reviews. This makes it even harder to 

(automatically) identify the target (Balahur et al., 2013). Additionally, opinions are expressed 

less explicitly and more indirectly in the news than in other texts. Owing to these reasons, 

this article does not attempt to apply automatic sentiment analysis.  
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3.3.3 Introducing the technical Framework  

The technical framework developed in this article is based on Python and SQL. As 

described above, two data sources have been used, namely Web of Science for the 

scientific publications and LexisNexis for the news articles. For the export of news articles, 

a filter has been set on English newspapers (e.g., The New York Times, The Guardian). 

Effort has been spent on converting the database output of LexisNexis to a machine-

readable format. To this end, a customized Python module has been programmed, which 

automatically identifies the key fields (e.g., heading and publication date) and extracts the 

main text of the article. Additionally, duplicate articles and articles containing fewer than 50 

words have been deleted.  

First, the number of records per year in the two datasets, news articles and scientific 

publications, has been compared. This shows if there has been any media attention to the 

topic at all, how extensive the debate is, and if, in principle, it can be assumed that people 

have learnt something about the topic. Second, the texts are analyzed in more detail as 

described in the following. This is motivated by the question of which aspects the datasets 

focus on, the coverage and volume of reporting, who reported first, and whether there are 

recognizable influence directions.  

Text pre-processing and noun phrase extraction  

This step structures the texts (abstracts and news articles) and transforms them to a 

numeric dataset. Nouns are separately extracted from the texts to summarize and structure 

the content for machine processing. First, each text is broken into single words. Part-of-

speech tags are assigned to the words of each sentence to describe their grammatical 

instance (Bird et al., 2009). To extract noun phrases from each sentence, regular 

expressions are formulated by filtering out single nouns or chains of nouns (e.g., carbon 

dioxide, interoperability). Lemmatization on plural forms and a thesaurus (to match varying 

spellings such as American and British English and replace abbreviations) are used for 

cleaning. Additionally, a stopword list removes very common phrases such as paper or 

study. The single texts are short, so using binary frequencies of the terms in each document 

is sufficient. Finally, the resulting numeric data is stored in the SQL-database for further 

processing.  

Matching and comparing datasets  

Several SQL tasks are conducted to compare and match the datasets. Term networks for 

the 100 most frequent terms are drawn for each dataset as an initial overview of the terms 

and their co-occurrence. The networks illustrate how the terms are interconnected and, 

therefore, dependent on each other. In contrast to wordclouds, terms occurring together in 

a document are linked. Additionally, the graph metrics and graph sorting algorithms (here: 

force atlas) give additional input. The node size depends on the binary frequency of a term 

in the dataset and not, as in other applications, on the node degree. Frequency is a suitable 

measure due to the fact that the density and connectivity are normally high in term networks 

and, otherwise, all nodes are of equal size. Comparing two networks gives an orientation 

with regard to the ongoing discussions and summarizes the content. The networks are 

visualized with Gephi (Bastian et al., 2009).  

Next, publication abstracts and news articles are matched to identify common and unique 

terms. Technically, this is realized in SQL by comparing term frequencies and occurrence. 
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The results are mapped as pie bubble charts. Terms are depicted as bubbles. These 

bubbles contain pie charts that have sections for each dataset. The size of the sections 

shows the relative frequency of the term in each dataset. For example, the term security is 

present in 55% of the news articles and in 11% of the abstracts. The bubble size relates to 

the summed relative frequency of a term per dataset. For each term, the size of the term is 

the sum of the binary term document frequency (tdf) per dataset, calculated by:  

𝑠𝑖𝑧𝑒(𝑡𝑒𝑟𝑚) = 𝑡𝑑𝑓𝑎𝑏𝑠𝑡𝑟𝑎𝑐𝑡(𝑡𝑒𝑟𝑚) +  𝑡𝑑𝑓𝑛𝑒𝑤𝑠(𝑡𝑒𝑟𝑚) 

This means that large bubbles represent more frequent terms than smaller bubbles. While 

the bubbles are randomly distributed on the y-axis (avoiding overlaps of bubbles), the x-

axis represents the degree of inclusion in the news (left side) or in scientific publications 

(right side). It is calculated by: 

𝑥 =
𝑡𝑑𝑓𝑎𝑏𝑠𝑡𝑟𝑎𝑐𝑡(𝑡𝑒𝑟𝑚) −  𝑡𝑑𝑓𝑛𝑒𝑤𝑠(𝑡𝑒𝑟𝑚)

𝑡𝑑𝑓𝑎𝑏𝑠𝑡𝑟𝑎𝑐𝑡(𝑡𝑒𝑟𝑚) +  𝑡𝑑𝑓𝑛𝑒𝑤𝑠(𝑡𝑒𝑟𝑚)
 

So the difference between the tdf of the abstract minus the tdf in the news is divided by the 

size of the bubble (the summed relative frequency per dataset). The pie bubble charts 

enables a comparison of the substantive orientation of the datasets. It may also indicate 

special terminology, especially when terms only occur in one dataset, such as ingredient in 

the case of vegan diet.  

The common terms are analyzed for their first occurrence in the dataset (chronological 

order). This step is based on a SQL-query. This shows time differences and may indicate 

drivers for development and changes.  

3.4 Case Studies and Results  

This section describes three cases—cloud computing, artificial photosynthesis, and vegan 

diet. These very different cases were deliberately chosen to illustrate the methodology and 

highlight differences. It is commonly acknowledged that cloud computing has huge 

application potential and market relevance. In contrast, artificial photosynthesis is a (basic) 

research topic and relatively few public discourses are expected on this topic. The third 

case, vegan diet, is a temporary societal phenomenon of changing nutrition habits.  

For all three cases, data has been retrieved from Web of Science and LexisNexis by a 

keyword-based search. The first search with regard to cloud computing has been restricted 

to articles because, otherwise, the output is very large (more than 10.000 results); for the 

other two cases, articles and proceedings have both been searched. Table 3-1 describes 

the data and gives an overview on the searches and their results.  
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  Scientific publications 

Web of Science 

News articles 

LexisNexis 

Cloud 

computing 

Search string TS = (“cloud computing”) 

Articles 

“cloud computing” 

Newspaper articles 

Time 2007 - 2014 2007 - 2014 

Size of dataset  2630 entries; 2578 abstracts 420 news articles 

Artificial 

photosynthesis 

Search string TS = ("artificial 

photosynthesis") 

Articles + Proceedings 

“artificial photosynthesis” 

Newspaper articles 

Time 1990 - 2014 1980 - 2014 

Size of dataset  1407 entries; 1326 abstracts 407 news articles  

Vegan nutrition  

 

Search string TS = (vegan) 

Articles + Proceedings 

“vegan” 

Newspaper articles 

Time 1990 - 2014 1990 - 2014 

Size of dataset  507 articles; 492 abstracts 721 news articles 

Table 3-1 The three datasets 

3.4.1 Cloud Computing  

Cloud computing (e.g., Armbrust et al., 2010) is an emerging technology linked to core 

managerial implications, which leads to new modes of IT service offering. In short, it can be 

described as decentralized storage and computing services. Its strong management aspect 

emphasizes that data distinct from scientific publications is relevant to measure the spread 

and change of this topic. For cloud computing, data from 2007 to 2014 has been retrieved. 

In all, 2630 articles were retrieved, of which 2578 had an abstract. In addition, 420 news 

articles were downloaded. Figure 3-2 gives an overview on peaking or declining attention. 

In the first three years, media and science have addressed the issue equally and the 

numbers develop in parallel. From 2010 onwards, the media attention has decreased 

continuously, while scientific publication numbers have increased up to over 900 records in 

2014. 

 

Figure 3-2 Cloud computing: number of records 

In the next step, the texts are processed and the content is summarized in term networks 

for an overview. These term networks illustrate the links among the 100 most frequent 

terms. As Figure 3-3 shows, both term networks highlight service, data, and application, but 

they are linked differently. In the news, they are frequently mentioned together with 

company, security, or business; this underlines the management and business focus. In 

contrast, in the abstracts these terms are closely linked to system, performance, efficiency, 
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and resource. This indicates that the scientific discourses are more about computing while 

the news reports more on the market aspects (e.g., organization, cost).  

 

News articles  

filter on term frequency ≥ 100 

Scientific publication abstracts  

filter on term frequency ≥ 150 

 

 

Figure 3-3 Cloud computing: network of terms  

Next, the pie bubble chart directly compares the frequency of terms in the two datasets 

(Figure 3-4). For example, algorithm, method, and experiment are much more frequent in 

scientific abstracts. Data and application frequently occur in both datasets. On the other 

hand, company, business, and storage, as well as market, enterprise, and customer, are 

more frequent in the news. This underlines the fact that news articles are more 

management-driven for describing organizational structures (e.g., director), while the 

abstracts contain typical scientific vocabulary (e.g., fault tolerant, scheme, and simulation 

result). Obviously, the news reports have a business and market focus (e.g., cost, and 

benefit). Security is more frequent in the news than in the abstracts; possibly because 

security affects the acceptance of cloud computing in enterprise environments. 

 

 

Figure 3-4 Cloud computing: pie bubble chart (selection of terms) 
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Almost no term occurs in abstracts first and in the news later. For example, service-oriented 

architecture was first mentioned in the news in 2008 and in abstracts in 2011. Obviously, 

the news reports before scientific publications get published.  

When interpreting these results, several points should be kept in mind concerning the 

comparison of the two datasets. First, a scientific review process needs more time than 

publication of news articles. This leads to a time delay in the first occurrence of terms in the 

abstracts and is evident in the case of cloud computing. Second, research results 

anticipating outcomes are often additionally published in the news (e.g., researchers giving 

interviews; reports about ongoing research). Third, the news generalizes (e.g., technology 

and data) and tends to use fewer specific or technical terms (e.g., virtual machine and map 

reduce). Finally, the news might pick up a specific term or trend from other newspapers and 

reports a lot about it. In contrast, scientific publications specifically address research gaps, 

potentially leading to less repetition of terms. The last two points explain why the terms 

occurring frequently in the news are larger in Figure 3-4 than the terms focused in the 

publication abstracts (e.g., high performance computing and fault tolerant). This observation 

recurs in the second case, artificial photosynthesis.  

3.4.2 Artificial Photosynthesis  

Artificial photosynthesis deals with energy generation from sunlight and holds potential as 

a regenerative source of energy (see, e.g., House et al., 2015 for an overview). Research 

in this field is still at a basic level despite going on for more than 40 years. Back in the 

1980s, there were already initial news articles reporting on the potential of this technology. 

The following analysis focuses on the time period from 1990 to 2014. In all, 1407 scientific 

articles were retrieved from Web of Science, (1.326 of these featured an abstract) and 407 

news articles from LexisNexis. As Figure 3-5 depicts, there have been relatively few news 

articles until 2005, while the number of scientific publication is slightly higher. This indicates 

a limited public discourse, even as the number of scientific publication grew steadily, 

especially from 2010 onwards. The scientific activity rose from 79 records in 2010 to 272 

records in 2014, while there is still a lag in media attention (around 49 reports per year on 

average from 2010 to 2014).  

 

Figure 3-5 Artificial photosynthesis: number of records  

Next, the texts are processed. The 100 most frequent terms per dataset are visualized in 

term networks (Figure 3-6). As the comparison of the two networks shows, the focus of the 

news lays on photosynthesis for energy generation. It seems as if they report a lot about 
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scientific work (e.g., research, university, and scientist). In contrast, the scientific abstracts 

use more scientific vocabulary (e.g., complex, electron transfer, catalyst, and reaction).  

 

News articles 

filter on term frequency ≥ 80 

Scientific publication abstracts 

filter on term frequency ≥ 80 

  

Figure 3-6 Artificial photosynthesis: network of terms  

Then, the data is illustrated as a pie bubble chart. As Figure 3-7 shows, terms occurring 

only in the abstracts are rare (e.g., phenyl, fluorescence spectra), with the exception of 

electron transfer and water oxidation. Frequent terms such as professor and university 

occur only in the news. This indicates that the news reports a lot about scientific work and 

progress. The abstracts are dominated by (scientific) terms such as absorption and 

oxidation. Thematically, news concentrates on reporting about research results and energy 

generation.  

 

 

Figure 3-7 Artificial photosynthesis: pie bubble chart (selection of terms) 
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Concerning the chronological order and first occurrence of the terms in the two datasets, 

there is a set of scientific terms that first occurs in the abstracts, such as conversion (1991 

compared to 2001 for news), absorption (abstract: 1991; news: 2008), or synthesis 

(abstract: 1991; news: 1995). But other terms such as semiconductor (abstract: 1996; news: 

1992) first occur in the news. One observation from the previous two steps is that the news 

mostly reports about scientific work and discovery, but there seems to be a certain delay 

for some topics.  

3.4.3 Vegan Diet  

Vegan diet has become a (societal) trend in recent years. This type of diet that is free of 

meat and animal products has been attracting more and more followers. Compared to the 

other two cases, this topic is assumed to be more society-driven and less influenced by 

scientific discoveries. It is not an actual technology but rather a change in behavior that 

might showcase a social change and thus be more visible in news reporting. Data has been 

retrieved from 1990 to 2014 (Figure 3-8). In all, 507 articles have been downloaded from 

Web of Science, of which 492 include an abstract. On the other hand, 721 news articles 

were retrieved from LexisNexis. From 2004 onwards, more has been published on this topic 

in the news than scientific publications. This may be related to the societal hype of the vegan 

diet and the public attention it attracts.  

 

Figure 3-8 Vegan diet: number of records  

The texts (news articles and abstracts) are processed and for an overview on the thematic 

focus in each dataset, term networks are drawn (Figure 3-9). For the networks, vegan, diet, 

and vegan diet are excluded from this step because they are very frequent and part of the 

search strategy. Obviously, the news concentrate on food, people, and the names of 

different diets (e.g., veganism and vegetarian). Additionally, milk and dairy as well as meat 

and animal are frequently mentioned. Therefore, the focus is on lifestyle and diet. Health-

related issues play a subordinate role, as opposed to the scientific discourses which report 

a lot on the health impact of the vegan diet and signs of possible deficiency (e.g., intake, 

effect, and differences). Thus, most abstracts describe medical experiments and statistics 

(e.g., participant, sample).  
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News articles 

filter on term frequency ≥ 100 

Scientific publication abstracts 

filter on term frequency ≥ 40 

 

 

Figure 3-9 Vegan diet: network of terms  

As Figure 3-10 illustrates, common terms are food, diet, and vegetarian. Additionally, the 

news reports a lot about types of grains (e.g., grain and seed). Obviously there is a 

difference between medical vocabulary used in the abstracts (e.g., intake and fatty acid) 

and food and nutrition issues in the news (e.g., body weight). This analysis indicates that 

science and the common public are talking about different things. Again, the results illustrate 

that the news focuses on lifestyle and cooking, while the abstracts mostly cover medical 

and health issues. 

 

Figure 3-10 Vegan diet: pie bubble chart (selection of terms) 
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that they cover different aspects, resulting in major time lags. This relates for example to 
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3.5 Discussion and Conclusion  

The aim of this article was to argue the benefit of integrating the media in the innovation 

system debate and to develop a methodology to automatically compare scientific and media 
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discourses using text mining. This section assesses the methodology and discusses its role 

in FTA and innovation systems.  

As argued before, the media should be integrated in the innovation system debate because 

diffusion is emphasized in many definitions of innovation systems, plus the media has 

functions in society and plays a recognized role in innovation processes. On the example 

of the link between science and the media, this article tries to develop a method for the 

automatic comparison of scientific and media discourse where few work exists so far. While 

publication data is frequently used as an indicator for science and technology performance, 

quantitative examination of news articles is rarely applied in this context. As the three cases 

in Section 4 illustrate, the method developed here automatically summarizes textual content 

and visualizes it in different ways (term networks and pie bubble charts). This illustrates 

how the terms are connected and gives a quick overview on thematic focus in the two 

datasets. Thereby, the results describe thematic differences in scientific and media 

discourses (e.g., reporting about scientific results or lifestyle issues). Terms common in both 

datasets can easily be distinguished. Additionally, the diffusion of certain issues can be 

estimated, thus providing a solid starting point for future explorations. 

In any case, a broader context is necessary for the interpretation and validation of the 

results, but they can trigger interesting discussions. Basically, this method is applicable to 

generate hypotheses on the evolution of a topic that should be tested and validated by 

additional methods. These forms of data analysis have certain inherent limitations and, 

therefore, should be combined with qualitative expert assessments (see e.g., Cozzens et 

al., 2010). In fact, some research questions require a more in-depth analysis. For example, 

sentiment analysis still needs to be done manually, and storylines in articles or political 

directions can hardly be examined automatically. However, more data can be processed 

with an automatic approach, even if it is only for a first orientation or for advance coding 

schemes for content analysis. Of course, the analysis grid in this article is coarse, but it 

gains relevance in times of increasing data volumes implying an increased reading effort. 

Today’s challenge is not in finding the right information but in extracting the relevant 

information to generate knowledge from the quantity (Montoyo et al., 2012). Therefore, 

certain mechanisms are needed. This method is an attempt to this end, especially in the 

context of foresight where the current state of technology needs to be captured at the 

beginning of almost every process.  

This article examines if it is possible to automatically compare news articles and publication 

abstracts and develops a method for this purpose. After this first attempt proves that the 

research path followed in this article is promising, it can be expanded in future applications. 

This especially relates to four points. First, more complex text mining methods might be 

used. For this work, effort had been spent on processing and structuring the news articles. 

Clustering or classification (e.g., Pollak et al., 2011) are deliberately not used here because 

domain knowledge about a topic is necessary or the approach requires a high learning 

effort. However, this might be tried in future work. As a second point, different or more 

(textual) data can be used to address or emphasize different aspects of the innovation 

system. This relates, for example, to not only policy briefs, press releases, market figures, 

research funding calls, or newsletters, but also social media content. Third, according to 

Moore’s innovation lifecycle (Moore, 2006), the market penetration of an innovation is 

imminent after the media attention decreases. This theory is evident for cloud computing 

where 2010 is a turning point. An in-depth examination of this correlation was not a subject 



52 

 

of this article but may be an interesting point for future research. So technology lifecycles 

might be examined on the basis of combinations of different data sources (e.g., social 

media, online news, and patents) with reference to known models. Fourth, additional 

(qualitative) methods might be used to validate the hypothesis and observations.  

As stated before, foresight is context dependent; so the larger context (such as innovation 

systems) should be taken into account. Therefore, mapping the present is essential for the 

success of the whole foresight process (Andersen and Andersen, 2014) and the method 

developed here is valuable for the analysis of the current state of technology and ongoing 

dynamics. Additionally, it may recognize current trends to estimate future development 

paths. This delivers valuable insights for future technology analysis and foresight. Further 

on, with regard to foresight and innovation, foresight still lacks a clear theoretical base 

(Fuller and Loogma, 2009; Öner, 2010) though it might have stronger links to innovation 

studies. Both innovation and foresight can be considered at different levels (micro to meso) 

and more effort should be spent on (theoretically) linking them in future work.  

As shown previously, it is reasonable to integrate the media as an element in innovation 

systems due to the fact that media has functions in society and its role in innovation 

diffusion. As a consequence, the innovation system model has been adapted in this article 

to emphasize interaction and diffusion. However, the model introduced in Section 2.3 is 

highly aggregated. For an in-depth analysis, the innovation system needs to be described 

more precisely. For instance, this means to take structural, national or technological 

differences into account and formulate the three areas (policy, economy, science) in more 

detail. However, the aim of this article is to develop a methodology to capture dynamics at 

the intersection of science, media and society rather than examining structural differences. 

Section 2.3 introduces three system functions and another aspect is to examine if these 

functions can be aligned with the method developed here.  

First, the exchange of information and knowledge transfer related to knowledge diffusion 

can, to a certain degree, be mapped. In addition, differences between scientific and media 

debate can be illustrated. Principally, the intensity of the media reporting varies and also 

what they are writing about. For cloud computing, the media distributed much knowledge, 

but though its interest decreased after the first years (after 2010). On the other hand, in the 

case of vegan diet, the media reports a lot, but about different things. More exchange is 

noticeable for the first two cases than for the last one (vegan diet). However, as Hekkert 

and Negro (2009) conclude, many of these knowledge diffusion processes are not explicitly 

noticeable and therefore cannot be mapped and recognized.  

Second, guidance of the search is difficult to map explicitly as well. Of course, the number 

of articles can be mapped, but if they raise specific expectations is difficult to say by this 

kind of analysis. Everything around selection process and priority setting is difficult to extract 

automatically. And, what also holds for the third point creation of legitimacy, as the literature 

review in Section 3.2 showed, sentiment and opinions are too complex to extract 

automatically from news articles. It is difficult to assess (automatically) which interest group 

is reporting, who is influencing the report, or if positive or negative opinion on a technology 

is expressed. Summarized, this methodology can principally support analysis of the 

dynamics, but a direct assignment to the functions is strained. Generally, in terms of 

development, diffusion, and adoption of technologies as primary goal of innovation systems, 

the results of this method allow certain conclusions, but as indicated before, there remains 
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a great deal on the level of hypothesis that should be proven by additional examinations. In 

addition, the generated databases of news articles and scientific publications (as another 

result of the method) can be used for additional (qualitative) analyses such as event process 

extraction as applied by Negro (2007) or Tigabu et al. (2015).  

This article lays a basis that can be developed in various directions. The results are 

promising and the method should be developed further, for example, by using different data 

sources or applying different data analysis. The results deliver an overview on differences 

in orientation (e.g., management, scientific reporting, lifestyle issues) and intensity of 

reporting, leading to hypotheses and starting points for further (more detailed) explorations. 

In fact, text can be used to measure and model dynamics in innovation systems and more 

effort should be spent here in future. Finally, automatic approaches for a quick overview of 

large datasets are relevant in our present time of increasing volume of data.  
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4 Using Twitter for Foresight: An Opportunity? 

Abstract: Since its foundation, Twitter has established as a popular micro-blogging service and platform for 

public real-time communication. Principally, users tweet their ideas and opinions and share information in up to 

140 characters. This broad spectrum of content attracts the research interest of different scientific disciplines 

with diverging research focus and interests such as human communication behavior or trend predictions. 

Concerning foresight, the value of Twitter has not been discussed or examined yet. While the use of Web 2.0 

and social media at the intersection to foresight is addressed in a range of articles, none exclusively focuses on 

Twitter. Here this article concentrates on and considers different applications and use cases to reveal how to 

use Twitter in foresight exercises. After a short introduction to Twitter and its basic principles, an analysis 

framework is introduced and illustrated for the case of #quantifiedself. Additionally, options are outlined how to 

interact with a global network of people using Twitter as communication platform. As the results show, both, the 

monitoring of topics and technologies, but also the active user engagement, are supported. In summary, Twitter 

is a beneficial path to follow in foresight and future planning processes as an opportunity to extend the 

considered data sources and to increase the number of involved stakeholder views.  

Keywords: Twitter, Foresight, Text Mining, Social Media, Web Mining  

4.1 Introduction 

Twitter has established as a worldwide micro-blogging service and platform for public real-

time communication (Bruns and Burgess, 2012; Java et al., 2007). As both a social network 

and an information-sharing platform, Twitter offers real-time news and covers a broad 

spectrum of topics. Twitter thereby aggregates many opportunities for conducting scholarly 

research, and so has attracted rising attention in recent years. Obviously, each scientific 

discipline has diverging interests. Whereas some study human communication behavior 

and social networks (e.g., Marwick and Boyd, 2011), others perform trend predictions (e.g., 

Asur and Huberman, 2010) or observe the online communication during crisis and natural 

disasters (e.g., Terpstra et al., 2012). A lot of promising work from other disciplines has 

been published, but the potential of Twitter for foresight is rarely discussed. In general, the 

use of Web 2.0 and social media is addressed in a range of articles on future policy planning 

or trend recognition (e.g., Cachia et al., 2007; Haegeman et al., 2012; Grubmüller et al., 

2013). However, the use of Twitter as an information source or platform for foresight 

exercises is rarely considered, although a lot of options actually exist.  

These observations lead to the research question addressed in this article: Does Twitter 

have any potential to be used in foresight? This relates, on the one hand, to Twitter as a 

data source and what can be (automatically) retrieved from it. Therefore, a framework is 

developed to illustrate the benefit. On the other hand, Twitter as a social media platform 

enables active engagement and user interaction; some examples are described.  

This article begins with introducing Twitter and its basic principles in Section 4.2. After 

describing the scientific discourse about foresight and Web 2.0 in general, this article 

examines the opportunities that arise from Twitter in Section 4.3. At this point, first 

applications are outlined on Twitter as information source or platform in foresight. Finally, 

the results are discussed and conclusions are drawn in Section 4.4.  

4.2 Twitter: An Overview 

The following introduces Twitter and its key characteristics, the principles of Twitter analysis 

and an overview on Twitter as a research field.  

https://d.docs.live.net/c182caac7502160c/Documents/04_Kapitel_Twitter/Social#_CTVL001f8819b58f1a34d49bcdd4a0ce4e65a5b
https://d.docs.live.net/c182caac7502160c/Documents/04_Kapitel_Twitter/Social#_CTVL001f8819b58f1a34d49bcdd4a0ce4e65a5b
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4.2.1 Key Characteristics  

Twitter was launched in October 2006 and has become the largest micro-blogging service 

since then with currently 500 million tweets per day (Twitter, 2015). According to a recent 

statistic, around 22% of the worldwide internet users are active on Twitter (Globalwebindex, 

2014). This article concentrates on Twitter because of its broad spectrum of covered 

aspects, the contained web links to additional content, the global spread and because it 

provides real-time access to user-generated content. Compared to other services Twitter is 

not only designed for disseminating news but also for active user engagement and an 

exchange of messages as tweets.  

In particular, Twitter has five functionalities: tweets, hashtags, @-messages, retweets, and 

follower relations (see Table 4-1 for an overview). Each user can publish tweets and 

subscribe to the tweets of other users by following them. This creates a social network of 

users and follower relationships as a “directed friendship model (Marwick and Boyd, 2011). 

This is in contrast to the undirected models of other social media platforms as, for example, 

Facebook. Each tweet can be forwarded as a retweet, be directed to other users by @-

messages, or annotated by a #hashtag. Additionally, the tweets can contain web links 

referring to, for example, news articles, press releases, or reports.  

 

Tweet As a message of 140 characters, tweets can contain @-messages, links and 
#hashtags. The tweets can be answered and retweeted by other users.  

@-message To mention other Twitter users in a tweet, their username is tagged with @.  

#hashtag By the #-symbol, terms are tagged and connected with tweets using that same term. 

Retweet By retweeting a message, it is forwarded to the user’s followers and can be shared 
within its network.  

Follower  A follower follows other users on Twitter and thereby subscribe to the tweets of other 
users. Follower networks can be built up.  

Table 4-1 Overview on basic functionalities of Twitter 

Certainly, Twitter contains a lot of banal chatter. The main types of interaction are daily 

chatter and conversations, news reporting and information sharing (Java et al., 2007). 

However, Bruns and Burgess (2012) emphasize the role of social media channels such as 

Twitter in today’s public communication as being used first primary in private 

communication, but this has changed within the last years. Social media and Twitter are 

meanwhile increasingly used by politicians and organizations for communicating with their 

consumers or citizens. Moreover, Twitter developed from sharing mostly personal 

information to sharing diverse information (see, e.g. Risse et al., 2014).  

To access this debate is most interesting for foresight, in particular to engage with different 

groups and stakeholders. So, in recent years, Twitter has established and a wide range of 

applications evolved as, for example, in enterprise-related communication (e.g., Stieglitz 

and Krüger, 2014), during crises and disasters (e.g., Terpstra et al., 2012), or in scholarly 

communication (e.g., Holmberg and Thelwall, 2014). Therefore, Twitter should be taken 

seriously and its potential, especially for foresight, will be examined in the following.  

4.2.2 Twitter Data Analysis  

No common way has prevailed how to conduct Twitter data analysis while there are 

qualitative and quantitative endeavors (see, e.g., Bruns and Burgess, 2012). In the course 
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of this article, two strategies for getting data are distinguished as denoted in Figure 4-1: 

searching data (1) or active engagement (2). The former depends on a search strategy (as 

described below) while the latter depends on launching a discussion (see Section 4.3.3 for 

examples). This is followed by data gathering and data analysis while an interpretation of 

the results is generally the last step.  

 

Figure 4-1 Twitter analysis: static search or active engagement 

Twitter can be searched for terms, hashtags or (groups of) users. The complexity of this 

search depends on the individual field characteristics and how well the field can be 

delimited. For example, to search emerging technologies in general is more complex than 

searching for specific technologies such as #quantifiedself or #bioeconomy where certain 

hashtags are repeatedly used.  

Several commercial and non-commercial tools exists for gathering and analyzing Twitter 

data (see for an overview e.g., Gaffney and Puschmann, 2014). Which tool to apply 

depends on the individual process requirements. Furthermore, it is possible to implement 

an own analysis framework using the Twitter API. Primarily, the Twitter API was designed 

for integrating Twitter in other web services and applications but is now also used for data 

gathering. In principal, Twitter asserts the monopoly right on its data because its business 

model relies on selling this data; naturally resulting in a conflict of interests (see, e.g., 

Puschmann and Burgess, 2014). So by most tools data can only be retrieved from now on.  

The analysis of Twitter data reveals aspects as communication patterns, recent trends, user 

statistics, or follower networks. Apart from the tweet, metadata as tweet ID, geo coordinates 

of sender and the user ID are included in the data retrieved by the Twitter API. A qualitative 

tweet analysis delivers first insights, but with an automated approach more data can be 

processed. When analyzing Twitter data the handling and interpretation of retweets needs 

to be clarified. According to Metaxas et al. (2014), retweets express interest, trust or 

agreement. Boyd et al. (2010) describe retweets as form of validation and engagement with 

other users. This implies a certain relevance, but tools that automatically retweet on certain 

terms or hashtags reduce the expressivity of the received retweets. So for the course of this 

paper, tweets and retweets were distinguished and retweets were interpreted as received 

attention.  

4.2.3 Twitter Research  

There is an ongoing scientific discourse on Twitter and its analysis in different scientific 

disciplines as indicated by the following bibliometric analysis. Thereby, it is examined which 

scientific disciplines are involved, what they specifically address and how they are 

interconnected. For getting a rapid overview on their research interests, author keywords 

are analyzed.  

Twitter Data gathering Analysis Interpretation

Active engagement 

2

Search 

1
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Publication data (both articles and proceedings) related to Twitter1 was extracted from the 

Web of Science-database (2.581 results). Figure 4-2 depicts an increasing publication 

activity within the last 9 years. For a comparison, data on the related social media platforms 

Facebook and YouTube and on social media was retrieved. Social media as generalization 

has the highest number of publications while Facebook has more and YouTube less 

publications than Twitter.  

 

Figure 4-2 Twitter and related platforms (source: Web of Science; time interval: 2006 - 2014) 

The data on the search for Twitter was retrieved for a more detailed analysis. Figure 4-3 

contains the network of research areas active in the field of Twitter research. This network 

results from the mentioning of different disciplines related to a publication. Links denote 

connections between two disciplines and the size of the node depends on the number of 

linkages (node degree) and thereby the connectivity. The most active discipline is computer 

science involved in 47% of the considered articles and a focus on developing algorithms 

and improving data analysis methods. Computer science is strongly linked to engineering 

with an equal focus. While the bottom half of the network has a technical and engineering 

focus (e.g., chemistry, environmental sciences & ecology), other disciplines contribute to 

the field of Twitter research as well such as business and economics (e.g., trend prediction 

or brand communication) or the social sciences (focus on social networks and 

communication behavior). Furthermore, psychology, neurosciences, pharmacology, or 

educational science are active in the field of Twitter research, 

This analysis supports the assumption of an (interdisciplinary) scientific exchange about 

Twitter. Remarkably, foresight and future planning do not occur in this analysis. As a 

consequence, possible applications will be a focus of this article and outlined in the next 

section.  

                                                

1 Search string: TS= “Twitter” AND DOCUMENT TYPES: (Article OR Proceedings Paper); Timespan: 2006-2014.  
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Figure 4-3 Network of research areas (node degree ≥ 4)  

For a fast overview on the research interests, the 100 most frequent author keywords were 

analyzed and visualized as a term network (see Figure 4-4) using the method as described 

in Section 2. Central and well-connected nodes are Twitter, social network and social media 

– obviously covered in many abstracts. A cluster on analyzing Twitter data is located in the 

bottom of the network (e.g., sentiment analysis, classification, and algorithm). Furthermore, 

politics, e-learning, and election are contained in the network. This underlines that a breadth 

of research interests can be addressed using Twitter as a basis. 

4.3 Opportunities with Twitter for Foresight 

According to the understanding underlying this article, foresight is a structured dialogue 

about possible future developments among relevant stakeholders. This integrates 

qualitative and quantitative approaches where to build on with Twitter very well. The context 

where foresight is conducted (e.g., policy planning, corporate strategy) is not further 

distinguished in the course of this article because general options are discussed that do not 

require an exact situation.  

The following section describes opportunities of Twitter for foresight – as a data source and 

as a platform for conducting foresight exercises. After summarizing the state-of-the-art, use 

cases are outlined and first experiments are conducted.  
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Figure 4-4 Network of author keywords (node degree ≥ 15)  

4.3.1 Related Work on Foresight and Social Media  

Related to the usage of Twitter in the context of foresight, little work was done so far. More 

research exists on the general application of Web 2.0 and social media in foresight and 

future-oriented planning. For example, Cachia et al. (2007) describe the potential role of 

online communities for foresight. They conclude that these communities hint towards 

changes and trends in sentiment and social behavior. Additionally, they encourage creativity 

and collective intelligence, serve for brainstorming and enable the collaborative 

development and debate of different future developments. As Gheorghiou et al. (2009) 

state, Web 2.0 enable new types of foresight exercise that are more interactive, make better 

use of online resources and develop content. In their work, they propose a Web 2.0 platform 

as extension of the Delphi method.  

While companies use Twitter and Twitter monitoring for long (e.g., Stieglitz and Krüger, 

2014), policy planning has just started. For example, Haegeman et al. (2012) emphasize 

the still limited use of Web 2.0 tools in policy planning. They tested a Web 2.0 framework 

for R&I priority setting. Grubmüller et al. (2013) examine social media (analysis) for future-

oriented policy planning. They state that governments increasingly recognize the benefit of 

social media as information source and additionally as an instrument for receiving feedback 

and detecting future trends. In their project, they gathered citizen opinions to adapt future 

policy development. Apart from challenges as legal and ethical issues that need to be 

resolved, they conclude that social media are an ideal instrument to support policy planning.  

Pang (2010) describes how to harvest online content produced by futurists for a social 

scanning framework where Twitter may be one part. Amanatidou et al. (2012) use Twitter 

in a horizon scanning framework for collecting web links on relevant issues. They further 
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state that Twitter may be a source for identifying signals and examining their spread, but 

additionally the uptake by different communities. In addition, they see an interactive 

component in the use of Twitter. As their work already underlines, a set of different 

information sources needs to be combined in order to receive reliable results as each source 

has its bias. So among others they worked with Twitter, conducted a survey, processed 

foresight reports, and attended conferences. Schatzmann et al. (2013) outline some 

applications of Twitter summarized under the term foresight 2.0. However, most of these 

applications are intended for core trend predictions focused on the one future. This does 

not meet the aim of this article and its underlying foresight understanding.  

Recently, altmetrics evolved at the intersection of scientometrics and social media trying to 

measure scientific activity apart from scientific publication behavior. Rather, altmetrics 

focuses on Twitter or other social media formats (Priem et al., 2012; Thelwall et al., 2013). 

For example, the scholarly communication of different disciplines on Twitter is examined 

(Holmberg and Thelwall, 2014). This of course requires that the community is online and 

contributes (tweets) together with the (reliable) identification of researchers on Twitter.  

4.3.2 Twitter as a Data Source for Foresight  

140 characters as for a tweet are small space – however, they can contain valuable 

information. Twitter cannot only be used for information-sharing but additional for searching 

information (e.g.,Teevan et al., 2011) and may deliver valuable input to examine societal 

change and concerns. Principally, most foresight exercises start with desk research to get 

an overview on current developments and previous activities regarding the topic. Here, 

Twitter as a platform can facilitate the search process, help to check if there is a public 

debate or any attention at all, how intense or emotional this debate is, which actors 

contribute and what is discussed.  

In the following, a case study underlines the use of Twitter as a data source for foresight 

activities. Data was retrieved using the Twitter API and a framework for processing Twitter 

data was implemented based on Python and SQL. Tweets on a certain topic are read in 

together with the sender (as username), the number of retweets the tweet received, the 

date and the number of @mentions per user. This data is processed and the tweet is split 

into single words, @mentions, hashtags and web links. After cleaning the terms (e.g., 

matching word variants) and hashtag (e.g., merging plural and singular form), the data is 

stored in the database for being analyzed further.  

The following describes the functionalities of this framework using the example of quantified 

self. In short, quantified self (e.g., Swan, 2012) is to incorporate technology, especially 

sensors and IT, into everyday life for self-monitoring of different parameters such as vital 

signs or nutrition. Table 4-2 summarizes descriptive parameters of the dataset restricted on 

English tweets (4.762 out of 6.284 tweets in total).  

 

Search for  #quantifiedself 

Time  2015-03-02 to 2015-04-14 

Number of retweets 3.040  

Number of tweets 1.722  

Number of different users that tweet or retweet  1.657  

Table 4-2 Key parameters of the dataset 
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Often, their remains the question of who the main actors are engaged with a topic. 

Principally, Twitter enables the observation of concurring actors, the classic competitors. In 

a more science oriented context, the research landscape can be observed by following 

other research institutes or conference news feeds. The number of followers and received 

@messages can indicate influential actors. Twitter-accounts with high follower numbers 

might be important organizations or users. For example, Table 4-3 shows the five most 

active users in the dataset on #quantifiedself. This table lists the number of followers an 

user has, the number of its tweets and retweets and the number of received @mentions. 

Thereby, this table indicates whom to follow if monitoring a topic. Additionally, their profiles 

can be checked for further information, regardless if they are organizations or private actors. 

As a further point, this analysis supports identifying relevant actors and experts that are 

sooner or later needed in most foresight exercises (e.g., workshops, interviews). Frequently 

mentioned users with a high number of tweets have a certain influence or meaning and 

might be contacted for the following foresight exercise for interviews, workshops, or 

surveys. Due to the real-time character of Twitter and its high actuality, this might reveal 

different actors than searching information elsewhere. So, one option is to analyze structural 

aspects of Twitter and identify relevant organizations or people tweeting on a certain topic.  

 

Username Followers Retweet Tweet @mentions (no RT) 

eramirez 2960 53 78 34 

jayfader 2173 2 27 3 

mchiaviello 8313 0 23 1 

quantifiedself 12709 4 24 20 

agaricus 3884 3 16 3 

Table 4-3 Top 5 users for #quantifiedself 

Concerning the tweets, the most retweeted messages can be considered as a first 

orientation indicating aspects that get much attention. Further on, web links, hashtags and 

the messages’ content give an overview about the ongoing debates and the content shared. 

To begin with, hashtags contained in the tweets were analyzed. Retweets were excluded 

for this analysis. The tweets are visualized as wordclouds (size of word depends on its 

frequency) and as networks (underlines which hashtags are frequently mentioned together 

and therefore connected).  

As Figure 4-5 indicates, much in the field of quantified self is about wearables or health and 

its digital monitoring. As the wordcloud shows, products as the apple watch or fitbit are 

covered as well. In addition, it is examined how the hashtags are interconnected. As shown 

by the hashtag-network, #health is highly connected to #wearable, #digitalhealth or 

#bigdata. Additionally, #digitalhealth and #wearabletech or #mhealth and #wearabletech 

are strongly linked.  

Next, the terms contained in the tweets were analyzed for further insights (see Figure 4-6). 

Here, stopwords were removed (e.g., and, the, we). For example, the term data is very 

frequent and, as the network shows, data is a highly connected term, closely linked to app 

and health.  

 



Using Twitter for Foresight: An Opportunity? 65 

 

Wordcloud 

50 most frequent hashtags 

 

 

 

 

Network 

Hashtags above a degree of 5 

 

Figure 4-5 Hashtags contained in the tweets on #quantifiedself 
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Figure 4-6 Analysis of tweets on #quantifiedself 
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The tweets on #quantifiedself contain 1.118 web links that can be checked for further input 

by applying web scraping (e.g., Russell, 2011). In this case, the website headers are 

retrieved and can be manually screened for relevant content (see Table 4-4). This content 

can contribute further insights, contribute timely issues and broaden the information base 

of the foresight exercise.  

 

Contained link Website header  

http://t.co/6XuUGkqrIo Is peer-reviewed science too slow to track wearable accuracy? | mobihealthnews 

http://t.co/7Bv6SDkhC9 Defining a new indicator of cardiovascular endurance and fitness – Marco Altini 

http://t.co/7KuN01teRR Yasmin Lucero on Baby Tracking Quantified Self 

Table 4-4 Overview on retrieved web links [excerpt] 

Finally, sentiment detection is implemented, particularly with regard to examine technology 

acceptance or gather opinions on technologies. Therefore, a rule-based classifier is applied 

and distinguishes between neutral, positive and negative tweets. Lists of positive 

respectively negative words are used to classify the tweets. Most tweets are neutral in the 

dataset on #quantifiedself, few are positive, and nearly none are negative (see Table 4-5 

for examples). This implies that the discussions are more a neutral exchange of facts and 

information or technology hype but negligible on critical issues (e.g., ethics, privacy). This 

observation is consistent with the qualitative content analysis of the tweets.  

 

Positive Neutral  Negative  

Anyone used this? It sounds like a 

fantastic app for some #QuantifiedSelf 

action.oggr: My Favorite Free Health 

App http://t.co/mOafyf5xlX 

Meetups This Week 

http://t.co/Nujsuk9jUC 

#quantifiedself 

"The unexamined life is not 

worth living” ~ #Socrates 

#quantifiedself 

Nice little piece of hardware; pretty 

reliable so far #scanadu #health 

#quantifiedself http://t.co/6oFS7RGTix 

“What is a step anyway?” - 

@grapealope talking about 

#quantifiedself device 

accuracy at #SXSW 

Exhaustion, obsession, self-

tracking #quantifiedself 

http://t.co/QsykNvgA2i 

Table 4-5 Sentiment analysis: examples 

As outlined by this use case, Twitter data analysis gives a first overview on a topic and 

captures the ongoing debate. Especially the societal discourse can be faster examined than 

by using classical methods as surveys or interviews and much more people (and thereby 

opinions) can be considered than otherwise. So the results deliver valuable input for the 

foresight exercise and support the process as such.  

4.3.3 Twitter for User Engagement  

In principal, Twitter is not only designed for one-way communication but can be used for 

user interaction to reach and involve the public in future planning processes. This can be 

transferred to foresight as illustrated next.  

Process documentation  

Since a while, Twitter has been used during events and conferences to announce talks or 

other advertisements. Moreover, Twitter might be used during larger workshops to gather 

additional input and ideas or give administrative information. Kelliher and Byrne (2015) use 

an online platform in their participatory foresight work for process documentation and 
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additional discussions where Twitter was a small part of a larger framework. They see 

opportunities of their event-centered documentation in facilitating the dissemination of the 

content and the resulting community discourse. What is already common for conferences 

might be used during larger foresight workshops (more than 50 participants). Marked with 

an own workshop hashtag (e.g., the acronym of the project), additional comments can be 

given, instant feedback can be received, suggestions and discussion can take place, and 

the participants can stay informed after the workshop finished. Of course working only with 

Twitter offers less opportunities than a framework as in Kelliher and Byrne (2015). However, 

implementing Twitter is easier and it can be integrated in other online platforms.  

Thinking about the future 

For example, scenario development is a common method in foresight (e.g., van der Heijden, 

2005; Reibnitz, 1991). Different factors and future developments are taken into 

consideration to illustrate possible futures. Therefore, different methods are applied, but in 

most cases the input is aggregated to short stories each describing one future. Platforms 

as Twitter can be used to gather relevant issues and ideas on how things might evolve 

(future paths). For example, Raford (2012) describes a pilot project in which he asked four 

questions on the future of public services using a specialized software platform. Participants 

from all over the world were invited to contribute brief stories or opinions tagged with 

keywords. Finally, the input was aggregated to three short scenarios. In a later article, 

Raford (2015) discusses the application of Web 2.0 in the context of scenario planning and 

criticizes the still limited use in foresight. He concludes that, principally, the advantages lay 

in (1) the huge sample of participants providing a greater data source and, thereby, 

delivering more input for the scenario process, (2) real-time monitoring of opinions and 

comparison to a common base, and (3) the rapid testing of scenario spaces in online 

communities.  

Furthermore, Twitter can be used as alternative to survey tools. Instead of keywords as in 

Raford (2012), hashtags annotate the answers. Among those participating, the user data 

can be retrieved for sending a survey or getting interview contacts. In a first attempt, the 

following tweets were sent (see Figure 4-7). When initiating a discussion, the tweet should 

be marked with a unique hashtag that the respondents can tag their tweets (such as 

#futureQS or #Quantfut). By using relevant existing hashtags such as #quantifiedself, 

related communities are notified. Moreover, by adding key organizations or foundations 

(@message), the tweet can be spread further if the organization retweets the message 

(multiplicator function).  

 
How will #quantifiedself change our #future? 
Your #idea, #opinion, or #vision is requested! 
Be part of a future study #futureQS 
 

 
The #future of #quantifiedself: What will it be 
like? What needs to be resolved? #Quantfut 

Figure 4-7 Tweets on the future of quantified self 

Additionally, the Twitter community can deliver key points for drawing the scenario stories 

and Twitter is applicable for interactive story writing. For example, in 2012, The Guardian 

run an experiment with known authors on Twitter fiction writing (The Guardian, 2012). This 

might be linked to future visions. Guillo (2013) describes how he used an online survey 

embedded in an online platform for evaluating images of the future. He worked with young 
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people (university students from Spain and Finland). One conclusion is that the participants 

missed interactive components. This may be resolved by Twitter where images of the future 

can be published online for discussion and receiving feedback. Further on, this relates to 

what Raford (2015) describes with the rapid feedback on scenario spaces by the online 

community. So visions can be tried to gather by initiating a discussion (see Figure 4-8).  

What do you imagine the #future of #quantifiedself will be like? Come up with your #vision or 

story! #QSfiction 

Figure 4-8 Future visions on quantified self  

As a matter of fact, the second part on Twitter user engagement and interaction (Section 

4.3.3) was more on showcasing the idea and illustrating possible realizations. The faint 

response emphasizes that more advertisement (over different channels) is necessary. 

Another important point is network building. It is central to be connected within the relevant 

communities or with many interested people for being recognized and getting attention. This 

of course needs some time and effort but increases the likelihood of success. Nevertheless, 

the variety and breadth of participants (e.g., age, social background) reached over Twitter 

cannot be reached over classic methods. Therefore, more effort and research should be 

conducted to get Twitter working for participatory foresight in future. Principally, it worked 

very well in other applications, see, e.g., on Twitter chats (Budak and Agrawal, 2013), for 

conducting surveys (Marwick and Boyd, 2011) or for twitterviews (interviews on Twitter).  

4.4 Conclusion and Future Work  

The following section summarizes the findings, discusses the limitations of Twitter for 

foresight and draws a conclusion, especially for future work with Twitter.  

After a brief introduction to Twitter, the article describes the current state of research on 

Twitter. Based on this, first ideas on how to use Twitter for foresight were outlined. The 

research aim of this article was to examine the potential of Twitter for monitoring and 

interactive purposes in the context of foresight exercises. As the article showed, Twitter 

enables both monitoring and engagement. To quickly familiarize with a topic, the structures 

of Twitter but also data retrieval are most helpful. The content offers a broad picture 

reaching, for example, from science results, advertisement to news reporting and indicates 

if the topic gets any attention at all (number of tweets), what is discussed (e.g., used 

hashtags) and how emotional (sentiment analysis). Twitter facilitates a fast access to user-

generated content, a huge number of people and real-time feedback on ideas. So, working 

with Twitter as communication and exchange platform broadens the perspective of foresight 

activities and enables the involvement of further stakeholders or different groups of the 

society not considered by foresight otherwise. Compared to other applications, no own 

interactive framework needs to be set up. This has, among others, the advantage that 

people are addressed in their known social media environments.  

Summed up, a foresight exercise supported by Twitter may be designed as illustrated in 

Figure 4-9 on the example of scenario development. First, the initial step of information 

gathering may be facilitated by an automatic summary of the considered topic. Especially 

the web links contained in the tweets direct towards additional information, reports or 

websites and might deliver valuable input. In addition, expert search and discussions on 

Twitter may further enhance the preparation phase. As outlined above, workshop 
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participants can contribute additional insights over Twitter. In the second step, when the 

input is processed to scenario stories, Twitter fiction writing might support the development 

of the stories and the discussion of future visions. Apart from, real-time feedback to 

questions and ideas from a global network can be received.  

 

 

Figure 4-9 Using Twitter in the context of scenario development  

Of course, Twitter as an information source and exchange platform has limitations that 

should be kept in mind when designing applications. For instance, one drawback is that 

data cannot be retrieved retrospectively and each analysis starts from now on. But detecting 

trends would require data retrieval over a longer time. So, for the course of this article trend 

recognition was exclude and focused on other possible applications such as idea generation 

and monitoring, information exchange and participatory approaches as comprehensive 

stakeholder engagement. A further limitation is the sender receiver-fallacy: Tweets that are 

sent not necessarily read. Principally, Twitter as a data source is accused for not being 

representative (see, e.g., Bruns and Stieglitz, 2014), to be no reliable scientific source and 

generally a product of marginal groups. Of course Twitter analysis is not representative for 

society (see for a discussion e.g., Boyd and Crawford, 2012), but it reflects ongoing 

developments and changes. In addition, information credibility is an issue on Twitter (e.g., 

Castillo et al., 2011). Nevertheless, when actively using Twitter as a supportive element in 

foresight as, e.g., in scenario development, biased user activity or representativity of the 

data are less critical because foresight asks for possible, desirable, or provocative futures 

or statements regarding future developments. So correctness is less an issue than diversity 

and heterogeneity of the received input as, for example, from Twitter.  

Summarized, Twitter has limitations as every method or data source. So the observations 

from Twitter should be weighed up against other data and foresight activities or be part of 

a larger framework. Therefore, a mixed methods approach should be applied instead of 

building only on Twitter analysis. Apart from the example of scenario development above, 

of course, many other possible applications combining Twitter and foresight methods exist. 

This relates, for example, to real-time Delphi or new foresight gaming approaches, but also 

to the examination of organizational networks, technology acceptance, or the comparison 

to other frequently used data sources (e.g., patents, scientific publications). Still, this also 

relates to the limited use of Web 2.0 applications for foresight in general. Hence, many 

options for future work related to methodological integration or combination evolve but also 

the applied context (e.g., policy planning, corporate strategy development). So the added 
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value needs to be individually examined. Moreover the social structure and the knowledge 

structures of Twitter enable new research opportunities while the understanding of the 

structures is most relevant for the interpretation of the findings (see, e.g., Jungherr, 2015). 

Finally, Twitter has offerings to the foresight community such as networking among 

researchers, the spread of information (invitations to conferences, workshops, project 

results, etc.), or triggering online discussions on certain issues.  

As described above, the intention of this article was to gather first ideas and create a starting 

point for detailed future research. However, this article points out a wide range of promising 

opportunities how to use Twitter in future foresight applications and it remains to be seen 

which will get realized.  
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5 Web-based Scenario Development: Process 
Improvements 

Abstract: Scenario development is an established foresight method. However, scenario processes require 

much time, and most methodological developments concentrate on the specific task of developing consistent 

scenarios. One of the key challenges in scenario development is to capture the topic and identify its key 

influences. This has potential for improvements. In times of big data, far more options exist for the rapid 

exploration of a topic than manual literature analysis. Hence, this article examines web and text mining for their 

usability for data retrieval and aggregation in the context of scenario development. To better present the 

argument about the benefit, scenario stories are formulated. In this article, a new scenario process is proposed 

and described, using the future of the topic quantified self as an example. As the results show, web and text 

mining deliver a very good starting point for discussing the scenario content. The rapid overview with the 

visualizations remarkably reduces the reading effort. Still, future projections need to be searched manually, but 

the results from the automatic analysis comprehensively guide this step.  

Keywords: Web Mining, Foresight, Text Mining, Twitter, Scenario Development, Topic Modeling, Social Media, 

Morphology Analysis  

5.1 Introduction 

Scenario development is a popular and established method, especially in foresight, to depict 

different futures (van der Heijden, 2005). One crucial challenge at the beginning of scenario 

development is to capture the topic and identify its key influences. However, technical and 

methodological improvements of scenario development, in most cases, concentrate on later 

stages of the process (e.g., Amer et al., 2013). Still, the process of scenario development 

is time-consuming and process improvements might increase its applicability. As practical 

experience shows, three points in the process of scenario development require much time: 

desk research (e.g., Kuosa, 2012), literature analysis (e.g., Mietzner and Reger, 2005) and 

combination of future alternatives for different scenarios (as e.g., by consistency analysis 

or cross-impact analysis). Scenario processes have often been accused of being too 

qualitative (Hirsch et al., 2013). Moreover, the need for a combination of qualitative and 

quantitative methods is frequently emphasized for foresight in general (Haegeman et al., 

2013). But the combination of qualitative and quantitative approaches is seen as a 

methodological challenge (van Notten et al., 2003). As a further point, recent foresight and 

its methods still do not profit from the epistemic value of big data, although this holds 

potential to improve foresight by making sensible use of new quantitative tools. For 

example, social media is widespread, but foresight rarely examines the evolving 

opportunities. 

Building on these critiques, this paper examines the potential of Twitter as a data source for 

future scenarios. Twitter, as a widely used social media platform, covers a broad spectrum 

of content (see Section 4). Apart from the hashtags, especially the web links contained in 

the tweets referring to further content will be explored here. Further on, the use of text 

mining (Feldman and Sanger, 2008) to aggregate information is described. This fosters a 

rapid overview of aspects describing the scenario field to capture the topic and derive 

influence areas and factors (Kayser and Shala, 2014). To better argue the contribution of 

this form of data analysis, this article will not only concentrate on the preparation of the 

scenario field. This article will also consider the continuing process and develop scenario 

stories based on the results from web and text mining. 
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In summary, the aim of this article is to show a new way of optimizing the process of scenario 

development in order to have more time for the final tasks of foresight: formulate 

recommendations, enforce decisions, develop a future strategy and initialize an action plan. 

Therefore, a new method is developed, building on web and text mining. This is illustrated 

for the future of quantified self.  

The article begins with an introduction to scenario development in Section 5.2. Next, the 

methodology for web-based scenario development is introduced in Section 5.3, using 

quantified self as an example. The results are discussed and final conclusions are drawn in 

Section 5.4. 

5.2 Improving Scenario Development 

Scenarios illustrate different possible futures. As an established foresight method, scenarios 

serve as a framework to think about possible future developments in order to derive robust 

strategies (van der Heijden, 2005; Reibnitz, 1991). Many different scenario approaches 

exist, and the scenario processes can be aggregated into three steps (see, e.g., O'Brien 

and Meadows, 2013). After setting the scope and purpose of the project, information is 

needed on the subject of interest in the first step. Hence, a deep knowledge and 

understanding of the scenario field are most relevant for the success of the process (Kuosa, 

2012; Mietzner and Reger, 2005). The insights are aggregated to influence factors (e.g., 

market, privacy). Next, future alternatives are formulated for each factor. In the second step, 

the interdependencies between the alternatives are analyzed, in order to draw consistent 

future scenarios. In the third step, the scenarios are applied in areas such as strategy 

development (Godet, 1997), foresight (Bezold, 2010), or technology assessment 

(Grunwald, 2010).  

As practical experience shows, three points in particular in the process of scenario 

development require much time and effort: desk research, literature analysis and the 

combination of the future alternatives to different scenarios (Mietzner and Reger, 2005; 

Kuosa, 2012; Raford, 2015). The following discusses improvements for these three 

challenges, as indicated in Figure 5-1.  

 

 

Figure 5-1 Process of scenario development  

5.2.1 Data Gathering 

This article considers the use of web data for scenario development. Generally, the two 

aspects of collecting data for scenarios are participatory approaches (e.g., workshops, 

interviews, focus groups) or desk research (see, e.g., van Notten et al., 2003).  

Scenario preparation Scenario development Scenario usage
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In terms of participation and social media, Raford (2012) configures an online platform to 

discuss the future of public services. In his case study, a global set of respondents was able 

to send stories or opinions tagged with keywords. Finally, three scenarios are formulated. 

In a later article, Raford (2015) discusses the application of Web 2.0 in the context of future 

scenarios, and criticizes the fact that the use in foresight is still limited. His conclusions 

concerning the use of social media for scenario development emphasize the benefit of the 

huge sample of participants, the real-time character and the rapid feedback. However, the 

content and (strategic) alignment of scenarios is something internal and not publicly 

discussed in many cases, while the huge audience is, of course, an interesting aspect. In 

contrast, interviews or workshops restrict the received input to a small number of people. 

Another critique on participatory approaches for data collection are mental models (van der 

Heijden, 2005) and the reliance on expert statements per se.  

This article will concentrate on improving desk research and systematic data collection. The 

method developed in this article will be applicable to broad societal issues. Therefore, a 

focus on scientific developments, as bibliometric data implies (see, e.g., Stelzer et al., 

2015), is not an aim of this article, but to examine the contribution of web content for 

systematic data gathering. 

No related work has tried to use web content, based on automatic retrieval, in the context 

of future scenarios so far. However, one challenge is to find a set of appropriate websites 

related to a certain topic. This implies a high search effort. Therefore, the process starts 

with retrieving data from Twitter. In general, Twitter, a micro-blogging service established in 

2006, is nowadays both a social network and information sharing platform (Java et al., 2007; 

Kwak et al., 2010). Twitter has a broad spectrum of content and contributors. Originally, 

Twitter was more a platform for merely private exchange, but has evolved into a network 

that attracts professional interests, such as enterprises monitoring customer interests and 

opinions (Bruns and Burgess, 2012). The basic element of Twitter are tweets as short 

messages, many of which contain web links referring to external content, such as blog 

entries or news articles. Twitter is used as an information base for future scenarios because 

data can easily be retrieved using its API by searching for hashtags or terms. This reduces 

the search effort and desk research can be largely automated. Second, Twitter aggregates 

content from various other platforms, such as newspapers or blogs. So, the diverse set of 

contributing actors (such as private persons, companies, or organizations) enables to 

capture different perspectives from only one platform. Thereby, this data contains a broad 

spectrum of stakeholders and views. Third, as concluded in Section 4, the web links, in 

particular, are compelling to deliver information for foresight exercises and might describe 

the topic very well. This will be further explored in this article.  

5.2.2 Information Aggregation 

Usually, preparation of scenarios entails a high reading effort (see, e.g., Mietzner and 

Reger, 2005). This is distributed among a set of people, thereby getting a natural bias, 

caused by different personal interests and foci. However, the scenario preparation might be 

improved by text mining (see, e.g., Feldman and Sanger, 2008) to reduce this reading effort, 

capture the topic and deliver a common base for discussing the influence factors (Kayser 

and Shala, 2014). The following introduces two approaches for information aggregation 

based on text mining: concept mapping and topic modeling.  
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Concept mapping  

Concept mapping aggregates texts to concepts, based on the words they contain 

(Leximancer, 2011; Stockwell et al., 2009). In previous work, concept mapping has been 

applied on different datasets. For example, concept mapping is applied on Twitter data to 

distinguish nutrition patterns (Vidal et al., 2015) or used to map blogs and tweets about 

social media (Cameron et al., 2011). Bell and Seidel (2012) analyze interview transcripts, 

while Angus et al. (2013) examine a conversation transcript and the contribution of each 

agent. Cretchley et al. (2010) explore communication strategies of carers interacting with 

people with schizophrenia. Others analyze scientific articles (Liesch et al., 2011; Poser et 

al., 2012) or their abstracts (Anagnostopoulos and Bason, 2015; Rooney et al., 2011). 

Davies et al. (2006) analyze the textual comments of a survey. They summarize the benefit 

of Leximancer as “[…] a useful tool when a researcher is exploring the textual data to 

attempt to uncover important factors. In other words, it is highly useful when the researcher 

does not have an a priori set of factors or model by which to analyze the data (Davies et al., 

2006).“ Building on this experience, concept mapping is transposed to scenario 

development to summarize the topic and identify influence factors.  

In technical terms, concept mapping applies naïve Bayes classification (Yarowsky, 1995; 

Salton, 1988), and operates in two steps. First, a classifier is constructed (semantic 

extraction). Thereafter, a categorical coding scheme is learned. Stopwords are then 

removed, word variants are merged, and the frequency of single words and their co-

occurrence are calculated. A concept as a group of related terms is built by a thesaurus as 

a term classifier. The concept bootstrapping algorithm results in concept seeds as start 

values for the concepts as clusters. The second step corresponds to coding, as in content 

analysis. Here, text segments of one up to three sentences are classified. Additionally, 

relations are identified within and between the concepts. Finally, the concepts are denoted 

as nodes aggregated to themes, which are clusters of concepts and illustrated as bubbles. 

The algorithm of concept mapping is objective and repeatable (see Smith and Humphreys, 

2006 for an evaluation), and might overcome the natural bias of manually searching factors 

from texts. In addition, relations between the concepts (distance on the map) and the 

relevance of the theme (size) are indicated. Furthermore, the theme size can be varied.  

Topic modeling  

This second approach uses topic modeling and thereby uses an algorithm that is different 

from the one used in Leximancer. This delivers an additional perspective on the data. One 

critique on Leximancer relates to its term extraction mechanism and its difficulties in 

extracting nouns. Therefore, PoS-tagging is implemented here (Bird et al., 2009). The 

automatic identification of the grammatical instance facilitates the extraction of chains of 

nouns, such as heart rate or apple watch. Therefore, the text is cut into words and the 

grammar is examined sentence-wise.  

For analyzing the data, topic modeling is applied, using Latent Dirichlet Allocation (Blei et 

al., 2003). For example, topic models are applied to analyze topics in publication data (Yau 

et al., 2014). This unsupervised approach has first been applied in the context of scenario 

development in Kayser and Shala (2014). Topic models are useful in structuring texts when 

there is no domain knowledge of the subject covered (Blei and Lafferty, 2007). Topic models 

reveal the hidden thematic structure in texts, while topics relate to influence areas and 

factors. A statistical model is inferred during the generation process, and soft clustering is 
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applied (words might belong to more than one topic) (Miner, 2012). The underlying 

assumption is that documents are built from topics drawing words from word distributions. 

A topic is distributed over a fixed vocabulary. The topics are denoted by a probability mass 

function over each possible word. Topics have associated term probabilities and for each 

document, topic proportions are computed (likelihood of a topic to appear in a document). 

For this article, the gensim-package was implemented (Řehůřek and Sojka, 2010). For a 

better performance, the stream of values is split into smaller chunks (500 words). The final 

set of topics is manually labeled. This second approach is implemented in Python and SQL. 

5.2.3 Into the Future  

After the state-of-the-art is summarized, there remains the question of how to proceed into 

the future. At this point, explorative scenario approaches are eligible, based on influence 

factors (e.g., Börjeson et al., 2006; Glenn and The Futures Group International, 2009; 

Kosow and Gassner, 2008). Therefore, different assumptions are formulated as to how 

specific factors may evolve in future. These are combined into logical, plausible and 

consistent scenarios. In this process, all possible combinations of future projections are 

considered. Therefore, different approaches exist (see for an overview, e.g., Kosow and 

Gassner, 2008; Bradfield et al., 2005). Predominantly, consistency analysis is used at this 

point (see, e.g., Gausemeier et al., 1996). However, critique on consistency analysis relates 

to the time effort and the focus on consistent futures. First, discussing the consistency matrix 

needs much time and the main point is that projections match or contradict each other. 

Second, calculating consistency values highlights consistent scenarios. But in scenario 

processes, the focus equally lies on discussing different futures. Therefore, the consistency 

value is an inappropriate measure, and does not indicate differences between the 

scenarios. 

Because of these reasons, morphology analysis (Zwicky, 1948) is used in this article. First, 

the system as the scenario space is described and broken into its single components 

(factors and projections). Next, the projections are systematically combined in a 

morphological space, enforcing consistent scenarios. Thereby, exclusions and preferences 

among the different projections are identified (e.g., Godet, 1997). So, each selection 

influences the number of possible combinations, implying path dependencies. Finally, 

scenarios are formulated from the combination of projections.  

The advantages of morphology analysis compared to consistency analysis or cross-impact 

analysis lie in the fewer number of steps that have to be taken to compose scenarios. First, 

it is argued which projections match or do not match. As the next step, plausible stories are 

drawn without calculating consistency values. Starting at one projection highlights where to 

continue the story line (exclusive and preferred links). From the beginning, the focus lies on 

getting different scenarios, rather than only consistent scenarios (as for consistency 

approaches). Morphology analysis helps eliminate contradictions and analyze different 

combinations of factors in a graphical representation to ensure plausibility (e.g., Amer et al., 

2013). 

5.3 Methodology: Web-based Scenario Development  

This section introduces the methodology for web-based scenario development (see Figure 

5-2). This explorative scenario approach begins by collecting data based on a Twitter 
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search. This data is aggregated to retrieve factors (tweet analysis). First, the hashtags 

contained in the tweets are analyzed. Second, links are extracted from the tweets, and web 

mining is applied to retrieve the text of the websites. From this, more in-depth insights are 

expected. Following this, concept mapping and topic modeling are applied on the texts 

retrieved from the websites. Based on these results, factors are derived and discussed in 

the scenario team and future projections are formulated for the resulting list of factors. 

Finally, morphology analysis is conducted to develop the scenario stories.  

 

Figure 5-2 Process of web-based scenario development 

In the following, the method is explained with reference to the example of quantified self. 

Quantified self describes self-monitoring and self-tracking applications to monitor 

(physiological) variables, such as heart rate, blood pressure or eating habits (see, e.g., 

Swan, 2012). In the case of this article, a time-frame of five years was chosen as the 

exemplary planning horizon. 

5.3.1 Retrieving Data from Twitter 

Data is retrieved using the Twitter API. In the case of this article, this was done for tweets 

containing the hashtag #quantifiedself. Table 5-1 summarizes the key parameters of the 

dataset. The data covers half a year. The original number of 24.850 tweets was cleaned 

and 6.614 English tweets were further processed. As described in the following, the 

hashtags and the contained links were analyzed.  

 

Search for #quantifiedself 

Time  Tweets from 2 May 2015 to 2 September 2015 

Number of tweets in total  24.850 (15.776 retweets) 

Number of English tweets 18.433 

Number of English tweets (retweets excluded) 6.614 

Table 5-1 Key parameters of the dataset 

5.3.2 Analyzing the Hashtags 

The analysis of the hashtags gives a first impression of the ongoing discussion. The 

hashtags are mapped as a network. The size of the node relates to how often a hashtag is 

mentioned with other hashtags, while stronger links imply stronger ties. 

Web mining
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Figure 5-3 Hashtag network (node degree ≥ 10)  

As Figure 5-3 illustrates, the three most central hashtags are #wearable, #mhealth, 

#digitalhealth and #wearabletech. Regarding thematic clusters, there is one on data in the 

bottom right corner (e.g., #bigdata, #data, #analytics). In the center of the network, there 

are entries about health (e.g., #health, #digitalhealth, #healthcare). And wearables and 

devices are frequently mentioned (e.g., #wearable, #wearabletech). However, #privacy and 

#fitness are also covered in this network. 

5.3.3 Web Mining  

As discussed in Section 2.1, many tweets contain web links referring to additional content. 

Therefore, web mining (see, e.g., Liu, 2011) is applied to retrieve the websites underlying 

these web links. Thereby, more content can be processed than by manual desk research, 

and the websites can later be processed by text mining.  

For web mining, the Python package beautifulsoup was used. First, duplicate web links 

were eliminated. In addition, web links that obviously direct to images, very short texts or 

videos were removed (such as YouTube, Instagram or Vimeo). Owing to the fact that 

English tweets do not necessarily direct to English websites, a language check was 

conducted on the header of the website to exclude non-English content from the following 

analysis. Next, the text on the websites was retrieved and sections marked with a <p>-tag 
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were stored. Websites containing less than 500 characters were not stored (as e.g., 

advertisements). Finally, 1.322 websites were retrieved and stored. After a manual check, 

further cleaning led to a final dataset of 1.318 texts. Table 5-2 gives an overview on the five 

most frequent websites from which content was retrieved. Among these 519 different 

websites in total, are blogs, such as dacadoo, but also news channels, such as wired or 

mobihealthnews. This underlines the spread and variety of the content used for the further 

analysis.  

 

Websites  Number of retrievals 

quantifiedself.com 113 

mobihealthnews.com 61 

meetup.com 46 

medium.com 39 

exist.io 28 

engadget.com 26 

wired.com 23 

quantselflafont.com 21 

linkedin.com 18 

blog.dacadoo.com 18 

Table 5-2 Top 10 websites from which data was retrieved 

5.3.4 Aggregating the Content 

In the next step, the content is aggregated to identify factors based on the retrieved 

websites. Therefore, text mining is applied. This is expected to be faster than reading 

through all the websites. For identifying influence areas and factors, the text from the 

websites runs through the two different approaches introduced in Section 5.2.2, concept 

mapping and topic modeling.  

Concept mapping 

The retrieved websites are read in Leximancer and are automatically processed. In this 

case, the standard settings were used (Leximancer, 2011), but with an adapted stopword 

list, merged word variants and the initial set of concepts were adapted. The concept map is 

denoted in Figure 5-4 and reveals eight different themes (data, users, social, work, people, 

experience, rate, Apple watch). Heart rate and sleep monitoring build an own theme and 

are closely linked to the data-theme, containing concepts such as tracking, movement and 

activity. In addition, the data-theme covers two important applications of quantified self: 

health and fitness. Health is at the center of this theme (health, medical, care, patients). 

While the Apple watch makes up an own theme, the technical components are included in 

the data-theme, such as wearable, app, devices, and technology. The users-theme is 

adjacent, containing market, company and research on the intersection with the data-

theme. The market aspect of quantified self has not been discussed so far, but additional 

desk research showed that huge revenues are expected (Business Insider, 2013). The 

experience-theme and the social-theme both cover social media aspects and issues such 

as privacy or control. One theme is related to work, indicating that quantified self is 

increasingly used in professional environments, and may have an impact on the future of 

work. The people-theme highlights the impact quantified self can have on daily life by 

concepts such as change or study.  
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Figure 5-4 Concept map (theme size: 51%) 

Topic modeling  

The results of topic modeling deliver a further perspective on the texts and are denoted in 

Table 5-3. Terms occurring at least 30 times in the whole dataset were considered in this 

analysis. An iterative process showed that topic modeling showed the best results for five 

topics. The first topic describes the general potential of quantified self for applications such 

as health records. The second topic contains wearables and devices from different 

suppliers, such as apple and fitbit. The third topic indicates much exchange and networking 

on quantified self, due to terms such as meetup, conference, or group. This aspect did not 

show up so clearly in the previous analysis, but indicates a lively debate between the users 

and indicates a market for quantified self. The fourth topic is on data and related 

technologies. Here again, health-related aspects are closely connected (health, patient). 

Finally, the fifth topic is on monitoring and tracking. For example, this relates to measuring 

sleep patterns or activity profiles in general. However, the results of topic modeling 

underline that data, health, and wearables are topics that should be considered in the 

scenario process. Further points to be considered are the market potential of quantified self 

and potential user concerns with the monitoring and tracking applications.  
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Topics 

1 – Potential of quantified self potential, search, condition, health record, secret, theme, charge, 

decision, code, exist 

2 – Wearables & devices  apple watch, fitbit, watch, fitness tracker, exist, device, Melbourne, apple, 

smartwatch, band 

3 – User exchange  Meetup, toolmaker, talk, event, funding, show, program, conference, 

group, check 

4 – Data & technologies  Data, device, technology, people, patient, health, wearable, life, thing, 

company 

5 – Monitoring & tracking  Sleep, monitor, length, memory, withings, human, activity tracker, role, 

quality, jawbone 

Table 5-3 Topic model 

5.3.5 Influence Factors  

To better present the argument about the advantage of web and text mining, scenario 

stories are developed in the following. To begin with, the results from text mining were 

discussed in the scenario team to formulate influence factors. Additional desk research was 

conducted for a more detailed view to supplement and validate the results and obtain 

additional facts and statistics. This is relevant for arguing the future projections as the next 

step, and was supported by the pre-structuring from the results of text mining.  

Finally, this leads to six influence factors. The basic technology underlying most quantified 

self-applications are wearables and devices (Factor 1), for example, to record vital signs. 

The whole topic has two main areas of application: sports & fitness (Factor 2) and 

healthcare (Factor 3). Statistics are important in sports anyway, and by using quantified 

self-devices, one can virtually compete with anyone by using social media. The digital health 

industry is increasingly making use of interconnected technologies to improve care quality 

and early detection. Moreover, data and its analysis (Factor 4) are relevant, and this gives 

user-generated content a new dimension. The recorded data (such as calorie intake, 

heartbeat, etc.) provides many opportunities for data analytics; although this data is 

valuable, it is also most sensible. This, of course, leads to privacy issues and user concerns 

(Factor 5). Autonomy, lifelogging and self-tracking are aspects covered under this factor. In 

addition, this relates to law and regulatory issues. Finally, market and business 

opportunities (Factor 6) evolve. Insurance companies are especially developing new 

business models at the moment. Further on, new industries are arising around health 

economics. As the concept map indicated, another aspect is the quantified workplace. 

5.3.6 Future Projections 

Future projections describe different ways of how things might evolve. However, this step 

cannot be automated due to the fact that the formulation of future projections requires 

detailed knowledge (e.g., statistics, facts, and numbers). So the required information is on 

a more detailed level than the results from text mining, and further investigation is 

appropriate. Principally, expert workshops are a useful tool for this step. As these are time-

consuming with regard to the effect and output, this step was replaced by a structured desk 

research in order to make extensive and in-depth use of the already conducted web-based 

analyses. Apart from the visualizations from text mining, the database of the stored websites 

can be screened, hinting at relevant aspects. This finally leads to the future projections, as 

described in Table 5-4.  
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Influence 

Factors 
Future Projections  

(1) Healthcare 

A 

New applications for the early detection of diseases are evolving. Healthcare apps are widely 

spread together with established reward systems for effective use of healthcare wearables and 

apps (e.g., Siegel Bernhard, 2015).  

B 

Health monitoring has reached a new dimension. For example, epigenome data analysis is an 

established technique (e.g., GIbbs, 2014). The data is used in healthcare for therapies and 

prevention of cancer, diabetes and obesity.  

C Wearables are used just for fun. There are few working health applications.  

(2) Fitness & 

Sports 
1. A 

2. It is very common to be “wired” when engaging in sports, and self-optimization is a key principle 

(see, e.g., Weintraub, 2013). As a side effect, insurances pay incentives for sports with fitness 

duties to be fulfilled on a regular basis.  

3. B 4. Devices in sports are not common, unless in professional sports.  

(3) Wearables 

& Devices 

5. A 
6. Anyway, the hype is over. Some buy bracelets, but nobody wears them for more than half a year, 

as is already noticed today (Arthur, 2014). So, there is a decreasing number of new applications.  

7. B 

8. There are a high spread and acceptance. Many devices include sensors and interfaces. In addition, 

the devices get cheaper and are mass-produced. Smart clothes are trending (Gibbs, 2014) and the 

sensors are invisible (Gartner, 2014).  

(4) Data 

Analytics 

A 

Data is analyzed and increasingly used. Many apps and analysis platforms are developed. 

Furthermore, data is recombined to make sense of it, such as better understanding side effects of 

drugs.  

B 

The many sensors and devices lead to an information overload; but nobody knows what to do with 

this data. Problems especially evolve at the interfaces, due to many small suppliers and 

decentralized storage.  

(5) Privacy & 

Data Sharing 

A 

Quantified self has very high acceptance rates. It is normal that every movement and body function 

is tracked. For example, sleep patterns are used at court (see, e.g., Olson, 2014). Principally, 

consumers are willing to share their data, e.g., in reward to a reduced insurances (PWC, 2014). 

B 

Users are afraid that wearables invade their privacy. Quantified self is rejected and many people 

feel reluctant to be tracked. Increasingly, leaks in data management and data misuse cause a 

further reduction of their acceptance.  

C 
Consumers are becoming increasingly concerned about wearables and privacy. While 59% were 

concerned in 2014 (PWC, 2014), this number has increased in the meantime. 

(6) Market & 

Business 

Opportunities  

A 

New business models and offers evolve, e.g., for insurances (Beuth, 2015) or targeted 

advertisements (Tozer, 2015). People with overweight and low performance rates have increasing 

difficulties in finding a health insurance. Continuous growth is expected for the wearables 

technologies market, reaching 12.6 billion U.S. dollars in 2020 (Business Insider, 2013). 

B 
The market power is limited to a small number of large companies who control all servers (cf. Lanier, 

2014: “siren servers”).  

C 

Elderly people are driving the development, particularly due to health applications (Beauchet et al., 

2014). Quantified self-applications turn basically to assisting tools for active aging and elderly 

healthcare. 

Table 5-4 Influence factors and future projections 

5.3.7 Morphology Analysis and Scenario Stories  

In the following, the future projections are combined in a morphology matrix (see Figure 

5-5). For the array of plausible variations, there are projections excluding each other 

(indicated by red lines), and preferable combinations (given by green lines). For instance, 

many devices are produced and smart clothes are trending (Projection 3B); these do not 

meet the low spread of technologies (Projection 2B). And when the hype is over (Projection 

3A), no new applications will be designed (Projection 6A). Further, a distributed market, as 

in Projection 4B, contradicts the few large players as in Projection 6B. As a second step, 

the projections are combined into three different future scenarios (indicated by numbers 1 

to 3 in circles).  
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Figure 5-5 Morphology space for quantified self  

Three short scenario stories are formulated, based on the results of the morphology 

analysis. As stated previously, a time-frame of five years is aimed at. 

 

Scenario 1: Sensor mania  

Quantified self is integrated in our daily life, and everything is connected. Sensors are mass-produced and 

healthcare applications are far developed, even used in epigenetic applications. New business models are 

evolving and the data is analyzed for many applications. Of course, each trend has its countertrend, and there 

is an increasing revolt due to the high sensor-penetration of the daily life. So there are conflicts between 

manufacturers’ business models and users’ control of their own personal data.  

Scenario 2: Connected aging & health-centric applications  

Quantified self is especially used for serious applications, e.g. in the field of health care, but less for sports and 

fitness. Generally, the hype is over. Technically, the distributed market and the many suppliers make connected 

applications very difficult. In addition, these developments raise the customers’ privacy concerns. Interestingly, 

one group remained: the elderly. For them, quantified self-applications proved to be very beneficial. So the aging 

society is a key driver in this scenario, and early detection of diseases is one main concern. 

Scenario 3: QS has been established; what next?  

A few large enterprises dominate the market and data is analyzed for many purposes. The consumers and users 

are aware of this fact and have their reservations against this development. The devices are mainly used just 

for fun, but also in the health care sector. Generally, the hype is over and quantified self is established. The 

question is: What next?  

5.4 Conclusions for Scenario Development  

The idea underlying this article is to optimize the process of scenario development. As 

described in Section 5.2, this especially relates to improving the first step (data collection 

and aggregation), but also to enhance the second step of developing future scenarios. A 

crucial issue in scenario processes is to precisely consider the state-of-the-art, and 

condense it to influence factors for the following process. Web mining, based on Twitter 
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data, was used in this article for a rapid overview of the scenario field and to automate desk 

research. The results from web mining are summarized through different text mining 

approaches. A discussion in the scenario team lead to a list of factors facilitating the 

formulation of future projections. For looking into the future, morphology analysis was 

applied, and three different scenarios were written. The results of this article are discussed 

in the following.  

5.4.1 Web-based Data Retrieval 

This article builds on the idea to use web mining in the context of scenario development to 

reduce the effort needed for desk research. The basic assumption is that an analysis of 

Twitter tweets (annotated with the #quantifiedself-hashtag) enables the summary and 

description of the scenario field, giving an impression of what should be considered in the 

scenarios process.  

This form of analysis facilitates insights into the opinions of a larger group than literature 

review or workshops alone. Instead of relying on input from, e.g., interviews, content can 

be retrieved from a broad spread of different websites (see, for example, Table 5-2). Of 

course, the Twitter community is a global combination of people and backgrounds, and their 

expertise is difficult to validate. But this heterogeneous input is less critical in the context of 

scenario development because only a starting point is needed of what is currently being 

discussed. And in comparison, a manual search is strongly influenced by the personal 

background of the reader, and less information can be processed.  

Twitter is only one example for a social media platform applicable to scenario development. 

Data can be retrieved, depending on the focus or scope of the project; so, using Twitter is 

only means to an end. For example, other social media platforms might be used in future 

applications or special services for web scraping. However, one needs to be clear that 

facing the volumes of today’s information, it is not feasible to capture all information related 

to a topic, but a part or excerpt. If this excerpt is retrieved faster over channels like Twitter, 

this is an advantage compared to present approaches. Another point is that not each topic 

or question can be formulated as a search. The more concrete a topic is, as for example, a 

specific technology, the easier it is. This means that web mining or other data retrieval 

cannot be applied in some cases.  

5.4.2 Text Mining-based Information Aggregation  

Text mining facilitates the structuring and delimitation of the scenario field. Text mining 

reduces the reading effort by summarizing the content of the websites. More data can 

thereby be processed and downsides of qualitative approaches can be balanced (e.g., bias 

in expert selection). Two text mining approaches were applied here: concept mapping and 

topic modeling. They both have different approaches on how to summarize and aggregate 

the content (see Kayser and Shala, 2014 for a detailed comparison). Concept Mapping 

delivers a graphical overview on the scenario field, indicating influence areas and factors. 

However, Leximancer, as a commercial software, remains a black box and it is difficult to 

intervene in the process. Therefore, a second solution was implemented, topic modeling. In 

contrast, it is easier to trace and noun phrases can be extracted, but it requires programming 

skills. In summary, the two solutions complement each other very well, and provide two 

different perspectives on the text.  
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Still, future projections need to be searched manually, but the results of the automatic 

analysis provide some guidance. However, foresight activities should balance the strength 

of qualitative and quantitative thinking. Text mining delivers a summary and a starting point 

for the discussions. However, the future projections need to be searched manually, also to 

resolve potential weaknesses of the data, identify missing aspects and factors, validate the 

process, and align them with the process objectives.  

In contrast to previous work where a set of foresight reports were used, this article used 

web content and a larger dataset. In future work, this method can be expanded and further 

developed. For example, the dataset can be analyzed for dynamics in the topic, such as 

Stelzer et al. (2015) do, or other data analyses can be applied. 

5.4.3 Implications for Scenario Development 

Desk research and workshops are differentiated for data collection in scenario development 

(van Notten et al., 2003). The method developed in this article remarkably improves desk 

research in terms of the resources needed and the overview on the scenario field the 

scenario team gets. Web mining captures what is actually discussed and text mining 

aggregates content for scenario development.  

For explorative scenarios in particular, the generation phase and receiving input is important 

(Börjeson et al., 2006). Of course, the results need to be discussed in the scenario team or 

in workshop formats. Normally, workshops are conducted to shape and influence the 

direction of the scenarios, especially by formulating the future projections. This article 

focuses on principally illustrating the method. Owing to the resources in this project, no 

workshops were conducted in this case, although they are generally possible throughout 

the process. For example, Franco et al. (2013) distinguish between procedural (e.g., 

collecting and structuring of content) and discursive group activities (e.g., debating the 

strategy). While parts of the procedural activities might be replaced by text mining results, 

the discursive elements are still mandatory. Workshops gain relevancy especially in the 

third step, scenario usage. Therefore, this step was skipped in this article. Here, the 

judgments of the target groups or the customers are necessary to transform the scenarios, 

for example, into action plans or roadmaps. 

The scenario stories in this article are very short because the focus of this article lies on 

improving desk research, and actually their intention is to illustrate this form of scenario 

process; the length of the scenario stories can be extended in future work. Morphology 

analysis is criticized for being useful for a small number of factors and projections but for 

becoming confusing for more factors (e.g., Kosow and Gassner, 2008). This article contains 

a small case, but larger cases might be handled with well-designed IT support. 

One limitation of quantitative data is that we cannot derive or read the future from it (van 

der Heijden, 2005; Amer et al., 2013; Pillkahn, 2008). So, data always needs human 

interpretation. This can be accomplished by qualitative work, for example, by thinking about 

future projections. Scenario development cannot be automated, especially because 

stakeholder commitment and judgment are central in foresight exercises (see, e.g., 

Haegeman et al., 2013). However, a deliberate combination of qualitative and quantitative 

thinking can save resources. An intention of scenarios is to stretch the mental models and 

perceptions of individuals (Bradfield, 2008; van der Heijden, 2005). The results from text 

mining can serve for a first reflection and stretch these mental models by the different 
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perspectives they cover. Therefore, the scenario process as illustrated in this article can 

serve as a starting point to design new workshop concepts. In addition, these improvements 

practically make scenario development faster and reduces the number of required 

workshop days. Eventually, scenarios might be developed within a single day, thanks to the 

better application of software and IT.  

Finally, the opportunities and epistemic value arising from big data should be systematically 

evaluated for foresight and its methods. Therefore, Twitter and web mining were tested for 

retrieving a starting point for scenario development, and proved to be very helpful. Finally, 

by this fast-track scenario process, more time is saved for the real work: foresight and 

strategy formulation.  
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III. Final Conclusion  

This thesis examines the contribution of text mining for foresight and its methodology. 

Different data sources, processes and text mining approaches are implemented in existing 

foresight methods. The starting point for this thesis was the observation that recent foresight 

methods are often based on literature analysis, patent and publication data or expert 

opinions, but make few use of other data sources. In times of big data, many other options 

exist, in particular using web content. Much textual data - such as news, social media, or 

websites - is not considered systematically in foresight activities or analyzed in an automatic 

or comprehensive manner. In addition, most foresight methods do not make use of text 

mining. Therefore, this thesis shows several options how to apply text mining in the context 

of foresight.  

 

Results of the five Articles  

This thesis argues the contribution of text mining on a methodological respectively 

operational level concerning its use in the context of foresight. The first article sets a 

framework for the following four articles by introducing foresight and text mining and 

summarizing the state-of-the-art of recent work combining both. Here, the relevancy of text 

mining for foresight is discussed and showed to be very promising.  

The second article introduces an adapted roadmapping process that integrates text mining 

illustrated for scientific publication data. This approach divides roadmapping in four steps 

and proposes adequate text mining methods within each. Continuous feedback loops 

between the strategic work of roadmapping and the analysis with text mining integrate firm-

external developments and align them with internal deliberations. The underlying idea is 

that results of text mining reflect, check or validate intermediate results from the ongoing 

foresight activity. Furthermore, this framework is adaptable to other data sources such as 

social media, news reporting or patents. The enhanced early recognition of change by text 

mining and the parallel strategic adaptation can improve the dynamic capabilities of firms.  

The third article and develops a framework for the automatic comparison of textual data 

exemplified on news articles and abstracts of scientific publications. This article uses the 

innovation system as a conceptual base; so, text mining assists in better understanding 

ongoing changes and developments and estimates their systemic implications. For the 

comparison of public and scientific discourses, parallels can be drawn to technology 

lifecycles and spread of different technologies. News articles have been analyzed with 

(qualitative) content analysis for long, but text mining can process larger volumes of text in 

less time. Principally, this method enables to examine questions related to the spread of the 

topic, innovation diffusion, or technology acceptance. However, the results deliver 

hypothesis that need to be proven by other methods. 

The fourth article shows the use of data not commonly considered in foresight exercises on 

the example of Twitter data. As the literature overview has shown, social media and web 

data are rarely used in foresight and particularly not as a data source. However, when new 

data is used in foresight, first its strength and limitations should be elaborated. As the results 

of this article show, platforms as Twitter enable the involvement of stakeholders not 
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considered in foresight otherwise (e.g., specific interest groups, young people) and 

especially a larger number of views and opinions can be processed. The variety and breadth 

of the gathered content is not possible with classical methods such as interviews or 

workshops. Twitter data indicates if there is a debate about a certain issue, what is 

discussed and how. Owing to limitations of Twitter data as being very diverse and not 

representative, the results should be weighted up with other data and integrated in a larger 

foresight framework. As the considerations in this article show, many options evolve for 

conducting research with Twitter in future work such as web mining or examining technology 

spread and acceptance.  

Building on the results of the fourth article, the fifth article introduces web-based scenario 

development. Thereby, the effort for desk research is reduced by using Twitter data as 

starting point for conducting web mining based on the links contained in the tweets. The 

results of web mining are aggregated with text mining and support different steps of the 

scenario process. By this methodological extension, a multitude of opinions is considered 

and the time effort for summarizing the scenario field is reduced.  

 

Using Text Mining for Foresight: Final Assessment  

The following summarizes the main contributions of text mining for foresight but especially 

discusses some of its key limitations. To begin with, text mining helps in exploiting the 

steadily rising volume of (textual) data. Among the main contributions are the larger 

numbers of opinions and statements that can be integrated in foresight using text mining. 

For instance, by using Twitter the views of more people are analyzed than by conducting a 

small number of workshops. The same holds for the number of news articles that can be 

processed with text mining in contrast to content analysis. Further on, text mining analyzes 

data that cannot be quantitatively processed in foresight otherwise (e.g., Twitter, news 

articles, web mining), especially not in this volume and size. To anticipate current 

developments and integrate an objective external view, text mining is most promising.  

However, text mining has limitations as well. Text mining analyses textual data, especially 

based on word frequencies and word relations. This ignores images and figures – and irony, 

sarcasm and everything between the lines. This implies that text mining is not suitable for 

some research questions or should not be used alone (see also Grimmer and Stewart, 

2013). For example, text mining is not sufficient for sentiment analysis on news articles due 

to the characteristics of the written text, or the alignment of the results of text mining with 

functions of innovation systems (see Section 3).  

As already indicated in the first article, domain knowledge is inevitable for conducting data 

analysis to understand and interpret the results. Furthermore, text mining cannot replace 

reading and algorithms handling data lead to a loss of meaning and context. This explains 

why some research questions still require qualitative and a more in-depth analysis than 

statistical approaches as text mining can deliver. As for example the fifth article on web 

mining shows, a rapid overview on the field as a summary is delivered, but a more detailed 

level (e.g., statistics, facts, numbers) is manual work. The results of text mining are, in the 

end, an approximation.  

As a matter of fact, text mining cannot automate foresight due to the collaborative character 

of foresight but offers a reflection and comparison to internal views. In any case, foresight 
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needs stakeholder interaction and involvement (see e.g., Haegeman et al., 2013) - an 

aspect that cannot be automated because at least setting the process objectives and 

interpreting the results are required (see, e.g., de Miranda Santo et al., 2006).  

Furthermore, there are technical restrictions for the application of text mining. Text mining 

solutions must be designed and implemented. As stated in the first article, an own adaptable 

framework meets the requirements best (e.g., adaptable to further data sources, modular 

design, extendable). This adaptable framework requires IT capabilities, in most cases 

financial resources, and brings a high learning effort. Each time, text mining brings a manual 

effort for the initial set up. To process a further type of textual data, adaptions of the 

interfaces are necessary because the structure of each type of dataset varies. However, 

commercial software is an option as well.  

 

Implications for Foresight  

Designing foresight applications and methods, the added value of text mining is that data 

sources can be accessed not used so far and more data can be processed and better 

analyzed. Foresight has a broad spectrum ranging from micro to macro perspective and, as 

this thesis shows, questions at different scopes of foresight can be addressed with text 

mining. This reaches from examining systemic links and the function of innovation systems 

to enhancing the dynamic capabilities of firms. As shown by this thesis, different 

combinations of data sources, text mining approaches, foresight process requirements 

(e.g., scope, time frame, topic) and foresight methods are most promising and lead to a 

wide range of options for future work. These four building blocks can be interchangeably 

combined and extend the spectrum of foresight methods (see Figure III-1). The modular 

character of foresight now encompasses further components and many new applications 

on corporate, organizational, societal or political level can be built in future work.  

 

 

Figure III-1 Modular foresight applications using text mining  
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Processing more and new data enables to integrate more views and stakeholder positions, 

and, thereby, extends the knowledge base of foresight. However, a principal elaboration of 

the role of data in foresight shows that foresight only functions as a combination of 

qualitative and quantitative thinking. The future cannot be derived only from data, because 

the farer we reach into the future, the less accurate this data gets (Amer et al., 2013; van 

der Heijden, 2005). In any case, interpretation and alignment with the specific requirements 

is mandatory because “the quantitatively accessible nature of things declines steadily as 

we gaze further into the future (Pillkahn, 2008)”. This also relates to the accuracy and 

precision of models and simulations that depend on the assumptions made today. Anyway, 

foresight is less about precision and accuracy but thinking about different futures and the 

options we have today. This is accomplished by qualitative methods for the long-term view 

that additionally strengthen the collaborative character of foresight. In the end, this means 

the farer we reach into the future, the more qualitative foresight gets as highlighted in Figure 

III-2. Finally, qualitative and quantitative approaches complement each other and, therefore, 

should be combined (see, e.g., Amer et al., 2013).  

These considerations are especially valid for explorative foresight approaches which 

proceed from now into the future. In this case, it is essential to have a profound 

understanding of present developments based on data analysis when thinking about 

complex futures. A broad and comprehensive data basis summarizing the state-of-the-art 

is the best possible starting point for further steps in the foresight process. By summarizing 

the “where are we know” with text mining, more plausible future paths can be drawn. 

Thinking about the future based on this analysis provides a solid base for decisions made 

today and more robust strategies can be derived. Furthermore, in normative settings as, for 

example, roadmapping, future strategies are developed according to future visions and 

objectives. In these cases, explorative and normative thinking can be combined and text 

mining contributes an explorative view in a structured manner.  

 

 

Figure III-2 Explorative foresight using text mining: balance of qualitative and quantitative approach   
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not considered before. Thereby, text mining contributes at different points in the foresight 

process (see also Section 1).  

First, exploring and identifying relevant aspects in an objective manner is eased by text 

mining. This objective and structured summary of the state-of-the-art solves problems of 

other forms of getting input, such as workshops. The latter might be dominated from single 

opinions or people that want to push the discussion in particular direction. In contrast, results 

from text mining are traceable and repeatable. However, they can have biases as well (e.g., 

very active interest groups on Twitter). Moreover, automated desk research reduces the 

effort for summarizing the considered field. So, more content and thereby more opinions 

and views can be processed and considered. 

Second, for exploring the future, text mining highlights recent trends, contributes an external 

perspective and serves for reflections. This serves as a starting point for discussing possible 

futures promoting a creative discourse, in particular by hinting towards former disregarded 

aspects. In addition, results of text mining may reflect or validate intermediate results from 

the ongoing foresight activity and, thereby, contribute to the generation of future knowledge.  

Finally, results from text mining are valuable to quantify and underline statements made or 

quantify strategic choices. This supports decision making and in achieving future objectives.  

 

Limitations of this Thesis and Future Research Directions  

This thesis, in particular, provides a conceptual outline of how to improve foresight by using 

text mining. The articles underlying this thesis are proofs of concept and illustrate 

methodological extensions. In order to assess further the added value of this thesis, more 

tests and evaluations are necessary. Nevertheless, the conceptual effort for designing and 

implementing text mining-based foresight methods is not to be underestimated. Examining 

the relevance of text mining for foresight is the key aim and main concern of this thesis. A 

systematic evaluation was, from the beginning, beyond the scope of this thesis. Here, the 

focus is on the integrative step on the methodological level illustrated on smaller datasets. 

So far, methods are outlined and applications based on different textual data are 

implemented.  

Finally, it can be concluded that text mining for foresight is a rewarding combination and 

should be pursued in future. However, evaluating the methods as proposed in this thesis, 

as well as the data sources, should be among the next steps. In particular, these methods 

should be implemented in (larger) foresight projects and exercises. More personal and 

financial resources will enable larger applications than those realized in this thesis. 

However, some of the strengths and weaknesses of the methods developed in this thesis 

can be assessed better.  

Concerning the future of foresight and text mining, there is much space for their co-

evolution. During the last few years, foresight could increase its acceptance and spread. 

Especially the volume of data will increase in the future. So, the modular concept, as 

illustrated in Figure III-1, can be developed further and be used as a starting point for many 

new foresight applications. In future works, foresight methods, textual data sources and text 

mining approaches can be combined to different foresight processes in order to design new 

applications such as real-time foresight or web-based roadmapping.  
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In any case, solutions to deal with increasing volumes of data, such as text mining, are 

necessary and very relevant in our present time to exploit these information sources and 

gain relevant insights. Big data offers potentials as a data source and for the research 

process per se (see, e.g., Boyd and Crawford, 2012). Approaches like text mining provide 

access to this breadth and variety of content from different data sources. However, as stated 

before, the strength and weaknesses of this data, in combination with text mining, should 

be clear and evaluated further in future work.  

A further point is gaining more experience in processing web data. Techniques such as web 

mining enable timely access to data in contrast to previous applications in the field of 

foresight. Of course, appropriate mechanisms are necessary for selecting and processing 

data. The real-time access to data implies many new options, especially in trend recognition 

and early-detection of change. One question remains: in light of the fast changing world, 

and disruptive change and innovation, is there a need for real-time data in foresight? 

Apart from technological change, foresight addresses social changes. However, data 

sources as social media or user-generated content are rarely considered in foresight to 

capture societal points of view. Using text mining, a larger set of views and opinions can be 

analyzed for a rapid overview on issues discussed as shown in this thesis on the example 

of Twitter of news articles. This enables new forms of stakeholder integration and 

engagement in foresight processes. Therefore, more research effort should be spent here.  

This thesis illustrates different ways of accessing and aggregating today’s volumes of data 

and information and how to make use of it in foresight. In future work, text mining should be 

related to further foresight methods to test the benefits and weight up qualitative and 

quantitative methods. Finally, text mining is most valuable for extending the information and 

knowledge base of foresight, it expands the range of foresight methods and improves the 

mix of methods deployed in foresight.  
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