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Zusammenfassung

Mit der Entwicklung und vor allem Miniaturisierung elekiischer Gerate hat auch die drahtlose
Kommunikation in den vergangen Jahren eine immer staBedeutung zur Vernetzung dieser
Gerate erlangt, die inzwischen nahezu alle Bereich dggli#n Lebens durchdrungen haben.
Speziell durch die spontane (Ad-hoc-) Vernetzung und &hison ergeben sich eine Vielzahl
neuer Anwendungsbereiche. Ein wichtiges Ziel ist dabahtiose Kommunikation und die mo-
bile Nutzung verschiedenster Dienste Uber grosserda@er@dinweg ohne eine fixe Infrastruktur
zu ermoglichen. Dies ist besonders dann wichtig, wennleiinestruktur nur aufwendig errichtet
werden konnte oder z.B. nach einer Naturkatastrophei@evatirde. Fur die erfolgreiche Dienst-
nutzung miussen zuerst Dienstanbieter and Nutzer zuesngetbracht werden. Hierfur hat sich
das Publisher-/Subscriber-Modell als sehr effektiv esere da es von physikalischen Knoten
abstrahiert und Kommunikationsbeziehung anhand der veteten Daten definiert. Daruber
hinaus erfordern einige Dienste eine definierte Minddstgér Kommunikation wie z.B. Band-
breite oder Latenz fur eine erfolgreiche Ausfuhrung. Dgegentuber steht die inherent unzu-
verlassige Natur des geteilten Funkmediums und die Dyka®i Netzstruktur beim Einsatz
mobiler Gerate.

Im Rahmen dieser Arbeit werden Kommunicationsprotokaitesckelt, die die Kommunikation
nach dem Publisher-/Subscriber-Modell unter Einhaltuestilmmter Dienstgiteanforderungen
in einem drahtlosen Netzwerk ermoglichen. Dafur werdggrzt die Eigenschaften eines draht-
losen Multi-Hop-Netzwerkes nach dem IEEE 802.11 Standateérgsucht, um die praktisch
auftretenden Problem und Effekte beschreiben und in eineaelnachbilden zu konnen. Die
dabei gewonnen Erkenntnisse dienen gleichzeitig zum Auéier realistischen Simulation als
Basis fur die Testung und Bewertung der entwickelten Radte. Die Simulation wird durch
Praxistests fur Teilaspekte erganzt, um die ermitteiggenschaften zu verifizieren. Die Grund-
lage fur die Durchsetzung von Dienstgutegarantien hikiee kontinuierliche Zuverlassigkeits-
messung von Verbindungen zu Nachbarn, die verteilte Besting und Koordination der Medi-
enauslastung, sowie die kontinuierliche Messung von EndEnde-Eigenschaften. Die Kom-
munikationsprotokolle vertrauen dabei nur auf gemessegen&chaften des Mediums. Auf-
bauend auf diesen Grundfunktionen wird die Publisher¢8tber-Kommuniktion mit Hilfe von
Multicast-Baumen realisiert. Hierfur wird eine einfaaghaschinenlesbare Inhaltbeschreibung
verwendet, um den Verarbeitungsaufwand auf den mobilerstiggstungsschwachen Geraten
und dadurch die Ende-zu-Ende-Verzogerung minimal zehabie entwickelten Verfahren ste-
hen als eine Menge eigenstandiger Module einer portakleignisbasierten Middleware zur
Verfugung. Diese Middleware lasst sich dynamisch konm@m und konfigurieren, um nur die
fur den Anwendungsfall notwendige Ressourcen zu belegen.



Abstract

With the proliferation and miniaturization of electroniewices that today pervade almost all
areas of our everyday life, wireless communication reckagrowing importance to intercon-
nect them. Especially so-called ad hoc networks and calédiom allow for a variety of new
applications. An important goal thereby is to enable wsgleommunication and access to dif-
ferent services without the need for a fixed infrastructurkis is especially important if such
an infrastructure can only be deployed at high costs are &es testroyed in a disaster. For
the successful use of a service it is first necessary to findhimef service provers for a user.
The publish/subscribe communication scheme providesead gblution for this problem as it
abstracts from physical nodes and defines communicatiatioeships based on the used data.
In addition some services require a minimum quality of sEtb operate appropriately. In the
contrary we have the inherent unreliable nature of the shaneless medium and the dynamics
of the network topology caused by the node mobility.

In this thesis we will develop communication protocols topde publish/subscribe communi-
cation with certain QoS guarantees in a mobile ad hoc netwiekwill start with a investigation
of the properties of a IEEE 802.11 standard compliant nmhdp-network in order to describe
the problems and effects that can be experienced in praasiGe model. The hereby gained
knowledge will also be used to build a realistic simulatibattprovides the basis for the testing
and evaluation of the developed protocols. The simulatidiiae complemented by real-world
experiments to verify the results of different aspects ef slgstem. In order to provide QoS
guarantees we will combine a continuous monitoring of thk ¢juality to our neighbor nodes, a
cooperative estimation and coordination of the bandwidilization, and an online monitoring
of the end-to-end properties. The developed communicatiotocols only rely on actual mea-
sured properties of the network. Upon these basic funcuanwill realize a publish/subscribe
communication using multicast trees. We will use macheedable content descriptions to
minimize the processing overhead on intermediate nodesa@nce the end-to-end delay. The
developed protocols will be implemented as independentubesdof a portable, event-based
middleware. This middleware allows a dynamic compositiad aonfiguration of individual
modules at run-time in order to consume only the resourapsned for a certain use case.
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1. Introduction

1.1. Motivation

Wireless networks are becoming increasingly popular. Moré more devices — from laptops
and PDAs to home entertainment systems are equipped wighess LAN (WLAN) transceivers.

Even cell phones are starting to be equipped with WLAN traivees to be used as hardware
devices for IP-based voice communication (MolP — Voice di®r Wireless ad-hoc networks
are used to provide a communication infrastructure in bffié areas — as a fast deployable,
temporary replacement for destroyed fixed netwodksaster recoveryor in areas where wired
LANSs are impossible or only cost-intensive to deploy liketected historical buildings, or the
venue of a conference. Currently wireless networks are lgnased only as a last-mile, that
means a 1-hop extension of a wired LAN. But with the prolifena of wireless communication
devices, multi-hop wireless networRd ANETS will gain a practical relevance and acceptance in
the future. They will provide a multi-hop extension to a witeackbone network, or a completely
stand-alone network. In the scientific area they have bederumeavy research for quite some
time.

As we are accustomed to a lot of services that are currendygl usa wired network, it is an
obvious desire to use the same services in a wireless neawtik same time we utilize the new
possibilities like mobility or ad-hoc collaboration. Thiseans that we have to provide communi-
cation services with a certain quality of service (QoS).desglly real-time sensitive multimedia
applications like voice communication or video streamieguire new concepts because wired
and wireless network have fundamental different commuicicgproperties. Wired networks
are almost static, i.e. stations rarely move and the topo®{xed, receivers of a transmission
can be controlled by the cabling among them, and the prababfl packet loss on such a ca-
ble link is very low. Wireless networks in contrast can behhygdynamic, i.e. mobile users
often change their geographical position which permageatthnges the topology, transmission
are broadcasted into the air, i.e. we cannot control whoiveseat, and we have to consider
a higher probability of lost packets. Apart from all multiche applications, we have another
class of applications with QoS requirements that operage wireless networks — distributed
SCADA (supervisory control and data acquisition) systertber types of command and con-
trol systems. Such systems have stronger real-time arabilél requirements compared with
multimedia systems that have stronger bandwidth requinésne

Network communication traditionally follows the clienéfser scheme where we have a known
system that provides a servicge(ve) and a system that uses this servickefit). This scheme
requires us to know who the server is, i.e. we have to know kvhade on the network runs the
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required service. But what we actually require is the seraied we would rather not care about
what host is providing it. It would be much more convenienteiba computer program that we
are searching for a special information rather then to fisstogone of the many search engine
web sites and search for the information there. Another comexample are instant messaging
(IM) services that are used to exchange text messages er fdeg between an arbitrary number
of users. The most widely used IM system still require a usdnbw which service providers
the other users are connected to, which is very inconvenidadern IM like the Jabber system
Ihp] only require a user to know its own service provider ml@r to be able to communicate
with other users or services using tB&tensible Messaging and Presence Protd@GVIPP)
as specified in the RFCs 3920-3923 ([Jab04a, Jat04b, JakBE#id]). This is much more

convenient but still not fully satisfying.

A solution is to shift the communication paradigm from ctiserver communication to pub-
lish/subscribe (P/S) communication. In a P/S system we ddamger talk about node ad-
dresses or service providers, we talk about the contenteotéimmunication. Communica-
tion partners are chosen based on the content they want tmege. Thats why the pub-
lish/subscribe paradigm is also called content-basedeadiiry. In such a system we have in-
formation providersgublishe) and information users(@bscribe) and hold the runtime system
responsible to deliver messages between them. An evetifdagxample of a P/S system are
newspapers. Usually the reader of a newspaper is not itgdrésat a particular person writes
an article or an author is not interested who actually readsewspaper. What they agree on
is the content — may it be financial news, sports, celebyigts In a more technical context we
can take an automated plant as an example. There we havefallfiecent sensors that create
events on state changes. To build a fire detection applicateowould specify our interest in all
events that include temperature values and location irdbon. So we are independent from the
installed sensors, i.e. we do not need to adapt the applrcadi different installations because
this will be transparently handled by the run-time systemaddition to the Jabber example it
should be noted that there is an ongoing effort [MSAMO5] tovile P/S communication based
on XMPP which currently is in a testing stage.

It is obvious that we cannot introduce a new communicatiargigm with a higher level of
abstraction without any additional costs. Especially ifintend to provide QoS guarantees in a
P/S system we introduce another complexity dimension. @g8irements can be very different
depending on the application scenario and so it is highlgairstic that we can create a universal
solution that fits best in all cases. That means that we wilelthfferent algorithms and proto-
cols to support different application scenarios and emvirents. At the same time we have to
keep in mind the devices that we have in a wireless networkAsP?Daptops, embedded devices
with wireless adaptors — in general devices with limitedteses. On such devices we cannot
afford to waste resources by including the software comper all possible application sce-
narios. Instead we need a highly configurable, modularinéisvare architecture that allows to
exchange individual components and to construct a fullgtional system on demand. Apart
from the resource savings we have to keep in mind that QoS INEIPs is currently very active
research field. So itis very likely that we will see improvégiaithms for different task of such
a complex system. And of course it should be possible to dechuch new algorithms when they
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become available without the need for major changes (békbuti any changes at all) in other
components of the system.

1.2. Problem Exposition

The problem to provide QoS guarantees for a publish/sutEsscommunication based system
has to be split into two major sub-problems: first, the puidéiabscribe communication, i.e. the
system that brings matching publishers and subscribeethieg and second all mechanism and
protocols that allow for QoS guarantees.

A publish/subscribe communication system consists ofregwaformation providers (publish-
ers) and information consumers (subscribers). Each sblesspecifies its own interests, i.e. the
information that it intents to receive. The communicatigstem has then to ensure that all data
send by a publisher is delivered to all interested subsibkEhis creates a n:m communication
relationship between publishers and subscribers insteadcconventional 1:1 relationship in a
client/server system. To realize such a communication we Fest to define how we describe
the content of the data created by a publisher and the inseoés subscriber. We then have
to ensure that the data created by a publisher is deliverall taterested subscribers. From a
global perspective this sounds quite easy — but we have o ikemind that we have a highly
dynamic distributed system. In a MANET nodes move around,gad leave the network at ar-
bitrary points in time, and we do not have a central coordinadditionally we have to consider
cases where a network splits into several unconnected gagsietwork merges with another
network. So we need a distributed system that keeps tradkeafi¢twork topology, publishers,
subscribers, matches interests with offerings (publistad), finds routes from the publishers to
the interested subscribers, and finally delivers the data.rmain challenge for this basic system
is to create a global view of publishers and subscriberstbasécal knowledge without wasting
network resources.

The basic P/S system gets much more complex if we introdu&r@guirements. We separate
application-based and connection-based QoS. Applicitamed QoS describes properties of the
delivered data, e.g. the accuracy of a sensor, the resolationages, compression algorithms
and so on. Connection-based QoS describes properties ehth&-end delivery of the data,
e.g. bandwidth and maximum delay.

When we look on the communication medium we encounter a biarege of problems that have
to be solved in order to provide QoS guarantees. A wirelessark uses a shared medium
and so the nodes on the network have to coordinate their ato¢be medium, to reserve, or
prioritize special communication flows. As every node hdg arimited transmission range we
will need a routing mechanisms that forwards data over sartemediate node to the target.
This increases the complexity of the required coordinagi®we need to include all nodes along
such a path and their respective neighborhood. A major prolibr such a coordination is that
it can only be done using communication among the nodes. Te nodes we have to involve,
the more communication we likely need to coordinate thene drax is that in many cases we

11
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do not know how many nodes we have to involve. So we can eitheobservative and assume a
worst case number of nodes — which leads to a poor utilizatidihe network as we spend most
resources for the coordination, or we can be optimistic, agsume only a smaller number of
nodes, and risk that our coordination will work insufficierttich probably leads to a violation of
the QoS guarantees. Furthermore we have to cope with théepnalf network dynamics causes
by node movement, nodes joining or leaving the network, @irenmental changes that effect
the wireless communication. That means that these dynama&e it hard or even impossible
to predict the future evolution of the network based on theeolmations of the past. As a clear
consequence we have to prepare for unexpected changesietthak and react as they happen.
As we cannot solve all possible problems that may arise ép#op drops to the floor no software
will revive it) we have at least to ensure an error detectighiw given time bounds.

A major problem for every network protocol development sstisting and evaluation. For wire-
less communication this is an even greater problem becagib@ave more degree of freedom and
so a much higher complexity. At the same time we are devedppiotocols for scenarios and
topologies that are impossible to set-up in a test envirarinigut nobody will certainly roll out a
new technology in a productive environment without a highfmence that it will function prop-
erly. So, our best solution is to use network simulationegt &nd evaluate the protocol under
different conditions. Such a simulation is only meaningffute manage to reproduce a realistic
environment. This at least requires us to reproduce alteff@specially all problems) that can
be experienced in a real-world scenario inside the sinanatiAdditionally we have to cross-
check simulation results with real measurements as far ssige to increase the confidence in
the simulation results.

1.3. Approach

To solve the problems discussed in the previous section Wesé the following approaches:

Understanding and modelling wireless communicatiroviding any kind of quality of service
guarantees requires to understand the principle propaatid problems of the communication
medium and the communication devices — based on the IEER B@2andard. We will study
different ways to describe such a system and its compongrasrbbining knowledge and expe-
rience from the field of signal processing, communicatiogieeering, network simulation, and
of course network communication. The goal is to build a madel wireless communication
system that allows to describe it in a realistic way, and esflg is able to produce all kinds of
problems that can be experienced. We will supplement thdyswith field tests to verify the ex-
pressiveness and identify possible incompleteness of duemBeside the theoretical model we
will build an instance of it in form of a network simulationahwill be used to test and evaluate
the developed protocols.

Providing QoS for publish/subscribe communicati@ased on the discussion of the discussion
of the properties and difficulties of wireless communicatiee will develop a number of tech-
niques and protocols to solve them. The main approach isgondy on measured values in the

12
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real system instead of special assumptions about the s&ratedium. We will only use a neigh-
borhood discovery protocol and measured link qualities stathilities to define connectivity
among nodes and the topology of the network. We will allow-enénd bandwidth reserva-
tions based on a cooperative neighborhood coordinaticenseland enforce it using local traffic
shaping and prioritization. We will estimate bandwidthiaétion using the developed model and
cross-check it with the actual bandwidth utilization usandynamic, monitoring-based approach
to compensate for possible inaccuracies of the model asasdth detect and handle situations
where coordination is necessary but communication is isiptess Based on the measured link
qualities we will define an overlay network that satisfies mimimum reliability requirements
and will be used for all communications tasks. Along thisrayenetwork we will allocate and
actively maintain point-to-point connections and comhinem to multicast trees that will be
used to build up the event dissemination network to perfouivliph/subscribe communication.
We will distinguish between network QoS properties that gindled by the network layer and
application QoS properties that will be opaque for the netvayer and handled by the appli-
cations. The publish/subscribe communication will bedkd into a best-effort communication
based management part and the flow-based event dissemipatitess that is subject to certain
QoS requirements. A monitoring system will continuouslgitrol the compliance of events with
QoS requirements and give notifications about violations.

Multiplexing of QoS and best-effort communicatidn guarantee end-to-end throughput we will
use a conservative estimation of the medium. Will will exialoe actually unused redundancy for
best-effort communication without impeding QoS flows. W4 supplement it with a dynamic
bandwidth allocation mechanism to allow for a fair sharihgan-QoS capacity.

Flexible, portable middleware integratioAll components developed in this thesis have to be in-
tegrated into a flexible middleware platform. We will progishdividual components that can be
composed at run-time to provide the desired functionalitheut wasting resources for unused
functionality. To increase portability and support tegtand evaluation it will be implemented
in an event-based manner that allows a unified execution wouganative platforms and within

a simulated network.

1.4. Structure of the Thesis

The remaining thesis is structured as follows:

Section 2Will give an overview of concepts significant for the thesgplain the motivating
application scenarios, and will derive the functional amh-functional requirements for the
developed system from these scenarios.

Section 3Will discuss related work. If starts with an discussion ofngorouting protocols for
mobile ad hoc networks, explaining their main ideas, pnoisieand practical experiences if
available. This discussion provides a basis to identifyable approaches to be adopted within
this thesis and to avoid known pitfalls in the protocol desig

13
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Section 4Explains the principles of wireless communication and hbean be modelled. The
chapter starts with a discussion of how to model individwahponents of such a system. It
is followed by an extensive discussions of the implicatiohthe model used to describe sig-
nal propagation in the wireless medium. The chapter presarhe real-world measurements
to test the validity of the theoretical results and definesrtiodel that will guide the protocol
development throughout this remaining thesis. The chagtds with a discussion of various
test and simulation techniques applicable for wirelessgaa developments as well as a brief
discussions of practical problems that developers shcailare of.

Section 5presents and discusses the concepts and protocols devébopevide quality of ser-
vice guarantees for a publish/subscribe communicatiotesysThe chapter starts with a brief
discussion of the objectives and the assumptions aboubthencinication environment that are
mainly results of the discussions in section 4. The sectmtticues with the presentation of
the publish/subscribe system followed by the protocolgherbandwidth coordination and link
guality monitoring. Based on these basic protocols theinadt tree construction and mainte-
nance protocol is developed. The chapter closes with a sismu of the multiplexing of QoS
and best-effort communication.

Section 6focuses on the implementation and discusses various désgigions that were made.
The chapter starts with a presentation of the event-basetime system extension that is the
basis for the whole middleware implementation. The mairt pathe chapter discusses the
internal and external APIs and how they contribute to futhik functional and non-functional
requirements. The chapter closes with a brief discussitimeahtegration of legacy applications.

Section 7Presents the results from various experiments that were watest the functional-
ity of the key components and to compare simulation with-vealld results. Especially this
comparison provides insightful results to evaluate theigary of the simulation model which is
essential to create confidence in the solely simulationdessults that follow the comparison
experiments.

Section 8finally summarizes the results of this thesis, the lessaraézl and highlights potential
for future improvements.

14



2. Concepts and Requirements

In this section we will briefly discuss some basic conceptsraguirements that govern the work
presented here.

2.1. Quality of Service

The termquality of servicdQoS) will be uses for two different classes of propertiepplication
QoSandcommunication QaSAs application QoS we will denote properties of a servicdaia
provided by an application. Examples would be the resatutiba video image, its encoding
algorithm, or the accuracy of a sensor. As network QoS wewelldenote the properties of the
communication between peers (applications or network slodéxamples for such properties
arelatency bandwidth jitter, reliability, andpersistenceAs the communication QoS properties
are the primary focus of this work, the term QoS will be usethassynonym for them. If we
regard application QoS this will be stated explicitly. Tretwork QoS properties are defined as
follows:

latency The time a data packet uses to travel from a source to thendésti.

bandwidth The capacity of a communication channel, i.e. the amoumtfofmation that
can be transmitted within a given time period.

jitter A measure of the variability over time of the latency of daaahkets.

reliability The probability of a network packet to reach the destination

persistence  The time an event is guaranteed to exist in the system. Nodessted in
the event joining during this time will receive it.

order A message consumer is guaranteed to receive events in tleeasdesr they
have been created by the producer.

global order A message consumer receiving messages from different peoslis guar-
anteed to received events in the same order they have bestectigy the
producers with respect to an external clock.

Compared with traditional, wired networks, quality of Seevis very difficult to enforce in a
MANET due to its completely different physical medium anchdgnic behavior. This has to
be considered in the definition of QoS properties. So, for @& MANET we will use the
definition forsoft guaranteegiven in [Gup05] and extend it by a violation feedback asoiol:
The ad-hoc network will choose the optimal existing medrmasito support the desired quality
for the service; and will reject the service request if thisexg mechanisms are unable to provide
the desired quality. Furthermore, the new service will ateb be accepted if its introduction is
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expected to violate the QoS for the existing services. Oncepted, the compliance with the
specified QoS properties will be constantly monitored anthtions will be notified.

2.2. Publish/Subscribe Communication

Publish/subscribe (P/S) communication is a many-to-manysunication paradigm that defines
communication relationships based on the data commuuicktis anonymous in the sense that
a publisher does not have to know the subscribers that eed@sievents, or other publishers in
order to function appropriately. The communication betweeblishers and subscribers happens
asynchronously and without a feedback for the publishat,itfeans a publisher creates an event
(sends a data packet) and immediately resumes its contvel ffawill never block because of
the created event. In more general, P/S communicationghee\a decoupling of publishers and
subscribers in terms of space, time, and synchroniza8pace decouplingefers to the fact that

a publisher does not need to know any other publisher or siblescTime decouplingneans that
publishers and subscribers do not need to actively paatieijm the interaction at the same time.
Finally, synchronization decouplingeans that a publisher will never block while producing an
event, and that a subscriber can be asynchronously be daifftee occurrence of an event.

So P/S communication is very well suited for loosely couplédtributed) applications in a
dynamic, possibly large-scale network because it allowsifioad-hoc collaboration without the
need for knowledge about the physical nodes, their adesgssid connectivity. As itis a many-
to-many communication in general, it obviously allows todabone-to-one or one-to-many
interaction as well.

The publish/subscribe paradigm is not the only one suiteddmmunication in distributed sys-
tems. Eugster et alC.JEFGKD3] presented a survey of difftetemmunication paradigms used
for distributed systems and performed a comparison withptitdish/subscribe paradigm. As
alternative communication paradigms they expla@ssage passingemote invocationsnotifi-
cations shared spacesandmessage queueing

Message passing is a very basic interaction paradigm anddays rarely used directly because
it does not provide much abstraction. It works asynchrolydos the producer of a message and
synchronously for the consumer. It does not hide the phlatdressing and marshaling to the
application. Both, the producer and consumer of a messagetbde active at the same time.
So we get a communication in which both sides know each otiérage coupled in time and
space.

Remote procedure calls (RPC) for procedural languagessanoite object invocationROI) for
object oriented languages are the most widely used interapairadigm in current distributed
systems. Three well known examples are SunRPC [Sun95] shased in most UNIX-like
operating systems, CORBA [ObjJ4b] that is used for a largelmer of object-oriented systems,
and Java RMI[[Sun04] used especially for Java-based systeP&/ROI systems hide aspects
like the marshaling of messages and make remote invocadiomsst transparent to the user
which makes them very appealing. Due to the synchronouseafuemote invocations they
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introduce a strong time, space, and synchronization cogplit should be noted that there are
several attempts to break the synchronization couplingdiyguone-way calls (without return
values or any other feedbackiiture or promiseobjects. That are objects that are returned as a
result although their value will be set later.

Notifications are an interaction scheme that uses asynchsomessages in both directions. It
is a distributed implementation of the so-calledserver design patter[BMR™96] where a
consumer of an event directly registers its interest with phoducer. If a consumer registers
with a producer, it gives an implicit promise to notify thensomer of any state change. This
can be regarded as a preliminary form of the publish/subsgaradigm. Notifications provide
a synchronization decoupling, but still are coupled in tane space.

Shared spaces like thstributed shared memoifpSM) provide hosts with access to a single
virtual address space that actually is distributed oveersgWosts. Synchronization and commu-
nication take place using operations on shared data stasctvithin the shared memoryupel
spacesare a special class of shared spaces that allow to insergveemead, and write tupels
in the shared space. An example for such tupel spaces ispsesS[Sun02] that is a part of
the JINI [Sun0b] networking technology which is widely usadlava-based systems. Shared
spaces provide time and space decoupling, but still havaehsgnization coupling which limits
its scalability.

Finally, message queuing systems are an interaction sctiamngrovides time and space decou-
pling, as well as synchronization decoupling for the pralside. As the name implies, we
have a number of shared queues that can be seen as tupleswithyaordered change history.
Producers asynchronously append messages to a queudy(adti&O) and consumers retrieve
them synchronously. The queue and its order is part of thesygniddleware) and maintained
independently from a producer or consumer.

Definitions

A publish/subscribe system (s. figurel2.1) logically cotssid publishers subscribersevents
and arevent serviceA publisher is an entity (mostly an application) that cesagvents whereas
a subscriber consumes them. Each data packet transmittetied an event. The event service
denotes all software components and algorithms that mangyepagate events from publishers
to subscribers based on thaiterest i.e. a specification of the events that should be delivased t
the subscriber.

Publish/Subscribe Models

The P/S communication paradigm does not include any guielelbn how a subscriber expresses
its interest for events, or how the event service should BFKGKO3]. This allows for very
different implementations. There are basically three supton schemes (ways to describe a
subscriber’s interest) which leads to the distinctiotopic-basedcontent-basedndtype-based
publish/subscribe systems.
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Even

Figure 2.1.: Basic structure of a publish/subscribe system

Event
Service

In a topic-based (or subject-based) P/S system each evamgisented by subjects, i.e. human
or machine readable keywords. The actual content is not@fast in this model. So it has strong
similarities withgroup communicatiofPow96]. A subscriber interested in a specific subject S
can be seen as a read-only member of a group S whereas a pulolishting events with the
subject S would be a write-only member of this group. Subpased P/S systems can further
be distinguished by the structure of the subjects, e.g. flaievarchical. But this shall not be
discussed in more detail.

A content-based oproperty-basedP/S system selects interesting events based on the whole
content of the event. This is a much fine-grainer approachpeoed to a subject-based P/S
system. Common ways to describe the interests of a subs@itreuse a subscription grammar
like SQL or XPath. Such a description can than be used to parseent and to determine if it
matches the subscription. If the event is structured in avedye-pair style, a template including
required keys and/or key-value-pairs can be used to desargubscriber’s interest. Finally, if
the event contains arbitrary unstructured data (from thatpd view of the event service) a
subscriber could describe its interest as a binary exeleutabdicate object that is called for
every event.

As third model we have the type-based P/S systems that fope@ad sub-class of the content-
based P/S systems. In such a system an event is always amcmstiaa class and subscriptions
are described based on types, or types with required valssiar to the template mecha-
nism. This limits the expressiveness of the system but alfmwa much tighter integration with

object-oriented systems and languages. That means thaixsslements of an object-oriented
programming language can be used to express the interesubfariber.

The three different P/S models are not complete complementthey overlap in some cases.
For instance, a content-based P/S system that uses a kel structure could also be mod-
elled using a number of concurrent subjects. There are disoad variations that shall not be
discussed further.

A more important aspect of a P/S system is the realizatioheg&vent service. It can be central-
ized or distributed. In a centralized system we have a desticaetwork node that manages the
subscriptions and collects all events from the publishatsfarwards them to the appropriate
subscribers. In a distributed event service this work ieagrover a number of nodes. It can
be partially distributed, that means that some but not allelsamplement the event service. An
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example would be an overlay or backbone network with atthdbaf nodes. Or it can be fully
distributed which means that all nodes equally cooperaitaptement the event service.

2.3. Motivating Application Scenarios

MANETSs enable communication in a variety of situations. Mahthem require a certain quality
of service. In the following we will discuss different apgdtion scenarios and their importance
that motivate the presented work.

Disaster relief

Disaster relief is one of the commonly cited scenarios forNEA's. Here a MANET serves
two different purposes. First, it is thought to provide a pemary replacement for a destroyed,
previously existing infrastructure. Second, it should leidbile rescue personal in their work
(e.g. by allowing voice calls, reliable transfer of stateparts, possibly including high volume
data like pictures or short video sequences). To providenpteary replacement for a destroyed
communication infrastructure a MANET is required to pravglfficient QoS (e.g. bandwidth,
end-to-end delay, low packet loss) to support voice compaitimn in addition to a best-effort
Internet access. Especially to support rescue persoratyitem has to be able to cope with the
mobility and the thereby caused topology changes, althdugn be assumed that the network
will include a number of almost fixed stations (e.g. locatéad@trol rooms or emergency
accommodations).

Sensor / Actor Networks

The second common application scenario cited for MANETssaresor networks. Those net-
works consist of a possibly very large number of nodes treatlaployed and then mostly remain
stationary to observe their environment. Sensor netwdrdisare only used to monitor environ-
mental conditions usually use nodes with very limited céisgs. These nodes are out of scope
of this work because they usually will not be equipped witR.8Q network interfaces and use
different communication patterns. But in the area of indakand home automation systems
(e.g. SCADA systems) or for military command and controtegss we will find mobile devices
with sufficient capabilities. SCADA like systems will regeionly support for a low degree of
mobility (e.g. mobile service personal) but have strongunegnents for reliability and timeli-
ness. This is especially true is they are also used to caieabbserved systems. Sensor/actor
networks do not require us to provide QoS guarantees butsr@a application that highly ben-
efit from the publish/subscribe communication paradigmabse data acquisition applications
do not have to care about the deployed sensor nodes. Insteadnly have to specify which
data they are interested in. The same holds for the actorsapalitation needs only to specify
which type of actor it requires to accomplish a task.
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Office, Conference Networking

In an office environment, especially if the offices are lodatéeased rooms or in protected
historical buildings it can be too expensive or prohibitédlato deploy a wired LAN. So, a
WLAN maybe the only feasible alternative to build up a netevarhe same holds for a network
to provide Internet access at a conference venue for a skaddp(e.g. some days). Those
networks will be used mostly to browse websites and to rea@ilEMand so do not seem to
require any QoS. But as most applications use TCP for congation we have to strive for
reliable links with low packet loss rates. Otherwise useils experience a very low end-to-
end throughput — this is a well known problem that has beetud&sed over the last few years.
Admittedly, such networks are currently only a motivationdiscuss the problem of reliable
links in a MANET but not for publish/subscribe communicatiwith the exception of instant
messaging systems that are widely used.

Home networking

Home automation (e.g. the control of the heating instalfatr the shutters) have been in use
for many years. These systems traditionally use a wired ovétar work over the power line.
But a current trend is to install more WLAN-enabled devic&kese devices include common
multimedia devices like DVD players, settop-boxes, ganmesotes that exchange data with each
other and the Internet, but also WLAN-based systems tonmamaw video and audio signals.
There is even a noticeable trend for WLAN-enabled home aatimm and surveillance systems
that can be controlled from the living room using a TV remateteol. This goes that far that
we already have microwave ovens and refrigerators equipfitedWWLAN interfaces to send a
notification whenever a meal is finished or to place an ordgoat local delivery service if you
run short of milk. Apart from the question if such devices makuch sense their proliferation
can cause significant problems. Current wireless videoilligion systems are not prepared to
cooperatively share the wireless medium with other devidesve assume a home entertain-
ment system that receives a video stream from the houseagstGerver or an Internet-based
video on demand (VOD) service and forwards the video dathdollV we clearly see an ur-
gent demand for a bandwidth management and medium accesslcdhwe integrate more
devices into our system without a coordination it very likeiill collapse at some point because
of the uncontrolled medium access. In this scenario we Vgt denefit from publish/subscribe
communication because it eases the integration of sevevadas. All automation devices can
publish their status or warnings without the need to know @oad receiver. This data can be
received with an arbitrary device (e.g. the settop box, dbA)Rhat can also be used to control
them.

In this scenario we will see only a low degree of mobility bavé requirements to support a mix
of high volume multimedia streams and low volume statusriméion and control data. Usually

such a home information/control/entertainment systerhaoVer only a small geographically

area with a small number of hops.
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2.4. Requirements

In this section we will take a closer look on all the requirertisethat are relevant for this work.

Functional requirements

Functional requirementare the requirements we desire of a problem solution. In ase this

is the functionality that the communication system shoulovle, internally and externally.
Theinternal functionalityare algorithms, mechanisms, and protocols inside the coriuation
system that are necessary for its interoperation with lighe lower layers on the same node and
with remote nodes. Thexternal functionalityare the functions and protocols provided primary
to higher layers, i.e. to the applications running on togheftommunication layer and so for the
end-user. The set of functionality that is provided, willreéerred to as th&unctional properties

of the system.

Non-functional requirements

Non-functional requiremeni contrast refers to all requirements about the way thetfanality
is provided or a component is implemented. Examples arestabss, efficiency, or security (of
the implementation itself not security functions providedothers).

Robustnesm our case is the resilience of the system especially imsdos that are not regarded
as the normal mode of operation, e.g. system overload oruahg®mmunication errors, or
when components of the system have to handle invalid inputh&robustness is a value for the
sensitiveness of a system to violations of the assumpti@uerfor the normal mode of operation
or the expected input data.

Efficiencyis the ratio of processing done or output created to the atr@iussources consumed
for this task. Depending on the requirements the efficientlyoe calculated with respect to the
consumed CPU time, memory, or network bandwidth.

Securityin our case should be differentiated irgoftware securitagndcommunication security
Software security is a characteristic of the software tacllextend it allows or actively restricts
access to functions or data of a component for a specific fisee component. Communication
security refers to the mechanism and protocols used to geegwioperties like confidentiality,
integrity, non-repudiability, and anonymity.

In many cases, non-functional requirements arise fromatget platform for which a software
is implemented. An example is the communication interfatean be synchronous or asyn-
chronous. A preference for one implementation is a nontfanal requirement. It does not
change the provided functionality but can have a great inflaeon the behavior of the imple-
mented system. So, the actual choice for an implementatrategy will be referred to as a
non-functional propertyf the system. Such values like the CPU utilization or thecpssing
time of a message will be referred togstem properties
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There are can be more non-functional requirements likeneitdity, maintainability, configura-
bility, and portability.

Extensibilityis the ability to add new features to a component or the systghout disturbing
any existing code. This does not necessary mean that thel deldeire will not modifies the
provided functionality. But it has to modify it in a pre-dedith way without causing unexpected
side-effects, i.e. modifications of the behavior that areimduded in the design specification.

Maintainabilityis the ease with which a software system or component can ddietbto correct
faults, improve performance or other attributes, or adag thanged environment. This can
hardly be measured as a value.

Configurabilityis a characteristic of the system that specifies in which wealyta what extend
it supports the rearrangement of features and modificaticattabutes of its components to
create multiple variants of the system. The flexibility ofyastem, i.e. the range of conditions
under which it can deliver the required functionality, Higdepends on the ability to compose
a system from different components and the availability arffiguration parameters, that are
external accessible attributes of a component that moléyriternal behavior in a well-defined
way.

Portability is the ease which with a system can be adapted to run on a nderplai.e. the
effort required to modify the system. A new platform can besev ihardware, operating system,
or middleware — depending on which layer a system runs. Thealpibty mainly depends on the
requirements a system places on the lower layers. A softwatten in a high-level language
is decoupled from the assembly code of the hardware and @mgrals on the availability of
a compiler and a runtime-system and so is much more porthbled software written in the
assembly language itself. If the software only uses comnpmrating system functions, e.g.
that functions specified in the POSIRdrtable Operating System Interfgcgtandard, it is also
better portable.

2.4.1. Functional Requirements

The developed this has to provide the following functionalgerties:

A publish/subscribe communication interface

Publish/subscribe communication is the primary goal of thork because it provides a conve-
nient basis for the development of mobile applications.

Client/server communication interface
For applications that do not use the publish/subscribe caniration paradigm but can be ported

to the new platform, a conventional client/server commaitan interface has to be provided. It
allows a step-by-step transition to the new middleware.
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Legacy application interface

An integration of applications that cannot be ported to ti& middleware should be supported,
even if they cannot utilize the full functionality of the ndilgware. This is an important require-
ment to solve the chicken-or-egg problem.

Multi-hop routing

The developed communication protocols have to provide tssipility to communicate with
nodes that are out of direct communication range and onlghadsde via some intermediate
nodes.

QoS support

The developed communication protocols are required to@tipipe specification and enforce-
ment of quality of service requirements on an end-to-enisbdgamely these are bandwidth,
reliability (loss rate), and delay.

2.4.2. Non-Functional Requirements

The implemented communication middleware has to fulfil hie¥ving non-functional require-
ments:

Portability

As we intent to use heterogeneous devices in the networloftwwase should be portable. This
includes two aspects. First it should only rely on portalgktesm APIs and has to avoid platform
specific abilities. Second, no transmitted data structasad rely on a specific host byte order or
alignment. A single external data representation has tesbd and a local conversation between
the internal and external representation has to be appiagddspects local requirements. This is
especially important to support platforms like ARM that du allow unaligned memory access.

Efficiency

The implementation should avoid computational or memonyeesive algorithms to allow a
deployment on embedded / portable devices. Internal dataldtve stored and processed in
machine-readable formats. Human-readable data repat®esist like XML have to be avoided
in the communication core and should be considered onlygtonal extensions — the system
has to be usable without.
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Configurability / Tailoring

The middleware software should be structured into independomponents that can be com-
posed to a system that only includes components necessanspecific task. The composition

should be possible dynamically, i.e. the system has to allgmamic loading of components to

construct the full system on-demand. The structure of netywackets has to be configurable,
i.e. should be defined depending on the component selecfiomponents providing an equal

functionality (i.e. routing) have to use the same interétoeallow an interchange of components
that is necessary to be able to quickly integrate future ldpweents and improvements.

Extensibility

The middleware should provide mechanisms to add extensidhsut the need to modify ex-
isting components. Especially it has to be possible to ektbe headers of network packets
without modifying other components. The extensibility in@cisms should be available through
a well-defined interface to allow independent maintenarit¢kia-party software components.

There are two properties that are intentionally excludedusty and energy consumption.
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A publish/subscribe system provides n:m communicatiorprinciple this can be implemented
using protocols providing 1:1, 1:n, n:m, or broadcast comication. So we will take a closer
look on available communication protocols with and withQdS properties providing those
relations. As we use a subject-based publish/subscribeltiad has some similarities with ser-
vice discovery in dynamic ad-hoc networks. But publish&suithe communication is much more
than simple service discovery so we will take an additiooaklon various publish/subscribe sys-
tems intended for different network architectures to stilngyr properties and assumptions about
the network.

3.1. Communication Protocols for MANETS

Research in the area of routing protocols is very active his section some protocols will be
presented. Additionally their actual performance in pgcacand significant observations that
contribute to this thesis will be discussed.

AODV (Ad hoc On-demand Distance Vector Routing)

AODV [PBRD0Z] is a reactive routing protocol, i.e. it willaech routes only on demand. When
a route is established it will be maintained as long as needed) a soft-state approach. That
means it will expire automatically if not used for a specifiro¢. AODV usedHello messages
to announce a node in its neighborhood and to determine ctwite AODV ensures that a
node will send at least one hello message within each tineeviak If a node does not receive
a hello message within a given time (default is twice thedhelterval) it considers the link to
the neighbor to be broken. To search for a route, AODV floodstwork withRREQmessage
that record the routes they use to the target. The targaesepith aRREPmMessage that takes
the reverse route. If the originator of the search receiveRREP it uses the discovered route.
If it receives multiple replies it chooses the route with shertest hop count.

AODV assumes symmetric links, that means if it discoversudad assumes that the reverse
route will be stable. AODV only considers the current corivéy among nodes, not the link
stability or quality. Field testd [CBR0Z, MulD4] clearly @l that AODV does not perform
well in practice using its default behavior because it reémb sensitive to lost hello messages.
Furthermore it selects routes without considering theityuaf their individual links which can
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lead to a very low throughput. For large scale networks oh Imgpbility it does not scale well
because of the network-wide flooding.

There is ongoing research to add QoS features to AODV. Theafigroach, AODVQOS tried to
transmit QoS requirements inside the RREP packets andnatbate nodes were only allowed
to forward the request if they can provide the required Qdfts Work seams to be discontinued
as it inherits the scalability problems of the original aggwh. A newer approach, AODVng
[MGPTO0Z] tries aDifferentiated Serviceapproach that provides QoS properties based on traffic
classes that are dynamically assigned on a per-hop bagse @le numerous other modifications
that all vary certain aspects of this basic extension andhalb 3ot be discussed.

DSR (Dynamic Source Routing)

DSR [JMBO1] is a reactive protocol that discovers routes emand and maintains them as
long as they are needed. It is officially definedin"[JMHO3]. FD&istinguishes betweenute
discoveryandroute maintenanceDSR is able to operate on networks containing unidireetion
links but can optimize if they are assured to be bidirectioi& explicitly designed to cope with
mobility. A sender has full control over which routes to ckedor the transmission. It works
without any periodic transmissions like beacons for neaghbod discovery.

To discover a route, DSR floods the network with a RREQ (roedgeiest) message that includes
a serial number and the address of the originator. If therdggin node is found it replies using
a known route back or by another RREQ flooding piggybacketh&RREP (route reply). It can
also answer using the reverse route stored in the RREQ plagkenly if bidirectional links can
be assumed. The route maintenance works by using acknosvtezigs along the forwarding
path. Each packet that is forwarded has to be acknowledgededseceiver. If not, it will be
retransmitted several times. If all retransmissions &aipute error message if send back to the
originator with an indication of the broken link. The origiior has to handle this error.

A DSR extension with QoS support is MP-DSR [LE@1]. It basically tries to forward packets
on multiple paths with certain end-to-end reliability regments. MP-DSR assumes to know the
probability for a successful transmissions between twdrary nodes and uses multiple disjoint
paths (path that have the same source and destination budtddhare intermediate nodes) to
increase the combined end-to-ent transmission probabitibasically works by accumulating
hop-by-hop transmission probabilities during the RREQding and stops forwarding if it falls
below a threshold defined by the source. In addition to thenteaance of each individual route
it performs an end-to-end reliability repair. That meansdividual routes break it automatically
tries to establish new redundant routes.

OSLR (Optimized Link State Routing Protocol)

OLSR is a proactive routing protocol that works on the basedined links. But in contrast to
a pure link state protocol where the link state informat®flooded through the whole network
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it selects multipoint relay nodes that are used to forwardsages. OLSR uses a neighbor-
hood discovery that periodically transmits beacdtslio messages) that contain a list of known
neighbors, the link state, and their multipoint relay selex With this information nodes can
learn their 2-hop neighborhood. OLSR considers the extstef one-way links and checks the
state of the link in both directions before it is declared bdvink. Based on the neighborhood
information the multipoint relays are selected dynamycdRouting is done based on a hop-by-
hop basis using the most recent local information. As OLS&psoactive routing protocol each
node ideally has full knowledge of the whole network. In ratthis makes the protocol sensitive
for rapid topology changes caused by mobility of nodes.

FAST-OLSRs an extension to the protocol to handle individual fasttmg nodes. A node has
to detect for itself that is moving fast. If so, it switcheghe fast mode which means it will send
FAST-HELLOmessages at a higher frequency to faster discover its nailgbbd. Nodes in fast

mode cannot be selected as multipoint relays. That meahsithaa fraction of all nodes can

switch to fast mode. Otherwise the whole network will coflap

There is also a QoS extension call@®LSRBA04, [HBAO4] which has been submitted as IETF
drafts [BAO5]. It uses the 20 bit flow label defined by IPv6 torstits QoS properties. The
authors present a route selection algorithm that is basddijgstra’s shortest path algorithm.
It uses the available link bandwidth and delay to selectewufhe authors claim that this even
allows to give hard real-time guarantees using standard I&8.11 devices. Given the non-
deterministic behavior of the IEEE 802.11 MAC this is hard#dieve although the presented
results indicate such a behavior. A closer look on the et@ii@rocess clearly shows the source
for these results. First, there is no native implementaticthe protocol available. All tests have
been performed using simulations. [n[BA03] the authordarphe simulation setup in more
detail. They use the OPNET simulator but with a self-devetbfEEE 802.11 MAC model that
is described to be “very close to real operations” with sifigadl acknowledge and RTS/CTS
schemes. The physical propagation model is defined to bandistbased (a circular, flat-earth
model). The problems associated with this assumption willliscussed in sectidn#.5. A look
on the routing algorithm shows that they do not consider lgrab like gradual link qualities,
and more important interference.

The only available but very meaningful real-world resutgarding the OLSR protocol come
from a large OSLR installation in Berlin, Germany. An OLSRskd network consisting of
more than 250 stationary access points (AP) provides fregonke access within several areas
of the city. The project has been covered(in [Sle05] and &tustis available from the project
homepagel]ff]. One of the first observations was that stah@irSR performs significantly
worst in the real-world than in a simulation — mostly beca@deSR also chooses routes that
actually where not able to reach a usable throughput. Thikldoe easily explained — OLSR
does not consider the link quality and so is not able to distish between good and bad (high
and low throughput links). Only after the addition of a linkadity measurement based on the
ETX (expected transmission count) metfic [CABMO3] it be@ansable. This clearly shows the
importance of a link-quality based routing approach.
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IQRouting

Interference (see sectibn 413.1) is one of the major probleme has to cope with in an MANET.
QoS routing protocols traditionally used in wired netwovksy likely will not work ina MANET
because they do not consider interference on the sharedime@iupta et al [[GIJTWO05] present
a routing protocol that explicitly considers the interfeze in a MANET. It uses two graphs, a
connectivity and a conflict graph. The connectivity grapfirds the connectivity among the
wireless nodes. The conflict graph additionally specifiegiwhodes will be affected by inter-
ference. The routing algorithm now tries to find routes in § Weat they cause a least possible
interference. Usual shortest path algorithms tend to ahoosnterproductive routes. The author
explain that also so-called shortest-widest path algmstithat try to choose the shortest path
that is wide enough to cause minimal interference with exggpaths are sub-optimal in the long
run because they can be the reason for significant increaseierence for further routes. So
the newly proposed algorithm uses a number of differentcuuting strategies and compares
them using a heuristic that tries to minimize the overakifégrence. The used source-routing
algorithms are:

» widest shortest path (WSP); take the widest path if mdtgiternatives exist with a mini-
mal hop count,

» WSP complement; remove the WSP in a graph freed by the liséd un the original WSP,

* shortest feasible path (SFP), compute the shortest pasibfe under the assumption of a
simple 2-hop interference model,

* OSFP-like weighted path cost; assign a cost based on tlilat@esbandwidth to each link
and choose path with minimal cost,

* shortest widest path; look for the widest path and choosaliortest if there are multiple
alternatives.

The authors show that they could increase the admissionbgatbout 30% compared with
other distributed routing algorithms. They additionalhpg/ed that this routing scheme together
with a distributed admission control can be used to provadging with bandwidth guarantees
[UGWVOE]. It should be noted that an inherent assumptiohisfwork is that links in a wireless
network have a statable range, i.e. if a node transmits agpaekhave a constant loss probability
up to a certain distance (the transmission range) and taatuiptly drops towards zero after this
point.

3.2. Publish/Subscribe Systems

In this section we will take a closer look on some of the welbkn publish/subscribe sys-
tems that are also well documented and used for researcbcpoj But this does not mean
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that P/S systems are limited to the research area. Therdsarendustrial-strength P/S sys-
tems available for many years. An example is TIBCO’s Rendeg\[filb06] (originally named
TIB/Rendezvous) that has been grown from a subject-basetBssaging system into a fully-
fledged distributed, event-based middleware platform shaports P/S communication among
other interaction schemes. It claims to support a wide raid@oS properties from real-time
message delivery to reliable transactions, but detailtnmation is not available.

Corba event / notification service

CORBA (Common Object Request Broker Architecjii@j041] is a language-independent ob-
ject model and specification for a distributed applicatidegelopment environment. It includes

an event service [ObjO4a] that provides a simple event predconsumer model. The CORBA
event service uses &vent channeproducers and consumers can connect to. Events are records
and the event channel can be aware of the record strud¢yged channglor not untyped chan-

nel). Most implementations use the untyped version. That méaaisevery consumer that
connects to the channel will receive all events submittedryyproducer. The CORBA notifica-

tion service[[Obj04c] extends this event service by a cdrvesed subscription mechanism that
allows filtering of received events.

Siena

SIENA (Scalable Internet Event Notification Architectyi€@ar98 CRWOL ] is a publish/subscribe
system that has been developed since 1998 and is still nmeedtalts source code is public
available [sie] under the GPL licences. This systems aima f&calable wide-area P/S system.
Events (namedotificationsin SIENA) consist of a set of typed tupels. An example eveoko

like (from [CRWO1] fig. 2):

Type Name Value

string class = finance/exchange/stock
time date = Mar411:43:37 MST 1998
string exchange = NYSE

string symbol = DIS

float prior = 105.25

float change = -4

float earn = 2.04

Subscriptions are handled usififers and event patterns The filters define which events a
subscriber intends to receive. It looks similar to the evself and consists of a set of attributes
and constraints on the value of the attributes — so we geti@iebhased P/S system. Filters can
use binary predicates on the values—#, >, <, etc. for numerical values; prefix-(x), suffix
(< %), and substring«) for string types. Event patterns provide a mechanism tecsgroups
of events based on individual filters. From the sequence @fitsvthe system selects for each
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filter the first event that matches and discards further nestébr the same filter until the whole
pattern is completed. The SIENA API provides the followingdtions:

* publish(notification) topublishanew event,

» subscribe(identity, event pattern) to register a subscription for a certain
client,

e unsubscri be(identity, event pattern) toremove asubscription,
e advertise(identity, filter) toregistera publisher,

e unadvertise(identity, filter) toremove a publisher.

SIENA does not provide any QoS guarantees at all. The seiwideclared to be best-effort
without any special measures to ensure event order or HegjjalSIENA uses either a partly
distributed, hierarchical, acyclic peer-to-peer, or gahpeer-to-peer event server backbone. In
the hierarchical topology one server is tlo®t serverand all other servers are associated with
exactly one parent server. In the acyclic peer-to-peertgyservers are interconnected without
cycles (this topology has to ensured by the operators of élsglimne network). In the general
peer-to-peer case cycles can appear. Each client is caah®atxactly one event server but does
not participates in the event brokerage process. The upetbiyy has to be defined beforehand
and will be used by the system to apply routing optimizatidhgent forwarding is done using a
shortest-path routing with an event filtering and replmaton the server backbone. That means,
publishers and subscribers propagate their event filtetisemetwork that decides how far an
event has to be forwarded. SIENA relies on a static servekldmae but can tolerate single
server failures in the general peer-to-peer topology.

READY

READY [GKP99] is an synchronous event notification systemettgped at AT&T Labs—Re-
search and can be regarded as a content-based P/S systeaes Ihat strive for scalability,
instead it is certainly one of the first P/S systems that eikpliaddress the problem of QoS
guarantees. READY is designed to work on wired networksgu$i@P/IP and a reliable broad-
cast protocol. It uses a hierarchical, partially distrdzlevent service. For the reliable broadcast
READY uses IONA's OrbixTalk[[[ONOR], another P/S system./AEY supports the QoS prop-
erties specified for the OMG Notification Servi¢e [Obj04c]heBe can be distinguished into
persistence related properties and event related preperiihe persistence properties control
how the system reacts to error conditions and stores tempadasa:

» None event may be lost due to node, link, or process failures

» Retry individual message losses are handled by retransmissions
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» Reconnectretry plus re-establishing of broken connections

* Persistent Sessiorall information like QoS settings, established sessisn®corded to
persistent storage

» Persistent Eventall events are recorded to persistent storage
The event related properties influence the delivery of exent

* Priority: a static priority that defines the order of events

* Validity: a time-to-live value defined as relative or absolute timee#hat controls when
events should be discarded

» Ordered buffer messages in the system in a defined order

It should be noted that READY has been discontinued and sagded by OrbixTalk that fulfills
the OMG Notification Specification itself in the current viers

Elvin

Elvin, a content-based routing/messaging sysiem [SA, ERE{SABT00] has been developed
since 1995 at the University of Queensland, Australia astilisnaintainedl[elv]. It is available
under a commercial license and free of charge for acadendicesearch projects. Elvin uses
a partially distributed, general peer-to-peer system wiplicit event broker servers. Clients
are connected to exactly one event broker. To ease the dimmecocess, Elvin supports a IP
multicast-based server discovery process. Events in Elmsist of a set of typed and named
values (similar to the events in SIENA). Subscriptions ds® aery similar. They consist of
a set of attributes and constraints on them. A differencelEN8 is the support for POSIX
Extended Regular Expressions (ERE) as defined in POSIX 2308.all string values. The
server backbone relies on stable TCP connections but @eviee ability to use encryption on
them. Elvin does not requires a publisher to register beporglishing an event. Instead it
allows a publisher controllequenching A publisher can provide the event broker backbone
network with additional filters that control which subs¢igm updates have to be handled by
the distributed subscription database. These quenchiegsfinclude sets of attribute names
that have to be present in a subscription — a kind of positsteof tuples the events created
by a publisher will include. Elvin does not support any Qo&rgmtees but instead focuses on
scalability and security.

Hermes

Hermes is an event-based middleware that supports puhlisribe communication [PB02]. It
has been developed by Peter Pietzuch as part of his PhD #rekigims for an Internet-scale
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communication system. Hermes puts a special focus on tegration with applications so that
they can utilize the event-based nature of the middlewarermids uses a partially distributed
event brokerage system, i.e. a peer-to-peer network oft éreker servers. Both, publishers
and subscribers are connected to exactly one of the seridrs.backbone system relies on
stable TCP connections between the nodes but can handkedmalinode and link failures. The
server backbone is structured as an overlay network sitoilBastry [RD0O1], a distributed hash
table. This overlay is used to defirendezvousiodes for every event type that are known to the
publishers and subscribers of the event type to build antelissemination tree. The overlay
additionally provides a reliability mechanism to cope wirtldividual node and link failures.
Hermes supports a type-based event system to allow a titggdration with object oriented
languages. This system includes support for type hierasciind inheritance. The subscription
process requires two steps. First publishers and subsgiiiaee to register a new type in the
system. This defined the rendezvous node that will handieethgnt type. Afterwards publishers
use an advertisement and subscribers a subscription neesighey send to the rendezvous
node. The event routing is done using a shortest-path #igoon the neighborhood relationship
defined by the overlay network. Hermes provides support 8 Qeliability and timeliness)
that is build on-top of the basis system. Lower layers do nasaer QoS guarantees at all. To
ensure the reliability and fault tolerance, Hermes usesagtlheat protocol between the event
brokers to detect node and link failures and a replicatiothefsubscription information stored
on the rendezvous nodes. The authors admit that it is an apdhem to keep the subscription
information consistent at all time, even for rare link andledailures. So it is well suited for a
large wired backbone but not for mobile systems.

Herald

Herald [CJTOL] is to successor project of Hermes. HeraldrithHermes design principles, i.e.
it uses Pastry for the broker overlay network and a typebpsélish/subscribe system. Herald
introduces no additional QoS properties but strives to owpithe resiliency, scalability of the
system and its ability to self organize. Herald uses reptinaf subscription data to ensure fault-
tolerance. But it limits the amount of subscription daté thaingle event broker will store. The
system allows to perform a load balancing among rendezvadiss: That means, if arendezvous
node notices a significant imbalance in the assignment aftdypes to rendezvous nodes it
can delegate new type registrations to other rendezvoussnadderald additionally allows for
a migration of connected clients to replicated rendezvaades. The automatic control of the
imbalance detection and migration is still an open questlderald additionally addresses the
problem of the synchronization of the replicas becauseviias one of the major limitation in
the Hermes system. Herald does not actively synchronipdisas of rendezvous nodes. Instead
it requires periodic refreshes of the type and subscriptitormation by the clients and accepts
temporal inconsistencies in the time between a backbowafigaration (joining, leaving server,
or modification of replica assignment). Herald extends #ialility of message deliveries by
a persistence property — nodes that loose their conneditiretnetwork for a short period are
able to retrieve a history of missed events. Of course tmsvialate a guaranteed end-to-end
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delay but is sufficient for mobile clients using the bestdfevent delivery. Future research in
the Herald project will focus on the security and stabilifytiee system, namely the replication
process of rendezvous nodes in the case of a small numbedicfoua nodes, or the significant
change of the assignment of types and clients to rendezwmesrand the amount of events they
have to handle which can be caused by a “sudden fame” of aicapph or service using the
network. Both effects are very common on the Internet andse to be considered for a system
of that scale.

Gryphon

Gryphon started as a research project at IBM’s T. L. Watssearsh center in 1997 {gry] and has
grown into an industrial-strength event broker that ha®bexa part of IBM’s WebSphere suite
as the WebSphere MQ Event Broker{wsm]. The Gryphon everkigoiiwas proven its ability for

large event dissemination at major sport events like thenPlg Games in Sydney (2000) or the
Wimbledon tennis championship (2001) with more than 100 &fhcurrently connected clients.

Gryphon is a mature publish/subscribe system that proad&s/a Messaging Interface (JMS)
with a topic- or content-based subscription scheme. Gmyplses a fixed, partially distributed
redundant event broker network but is able to automatia#iect and handle node and link
failures. The system is based on a logical (global) inforomaflow graph that specifies the
delivery of events from producers to consumers [BRS]. This graph can be altered using
filtering (using the announcements and subscriptions)ramndformations (aggregation of filters)
and is mapped onto the physical broker topology. For theteliesemination the broker network
implements a multicast technique [BGMI] calledlink matchingthat aggregates subscriptions
on the brokers to decide if an incoming event needs to be foledaover one or more outgoing
links. Therefore the matching algorithin [ASSd] performs an optimized partial matching of
the event content and stops immediately if a definitive decisan be made.

Gryphon guarantees exactly-once delivery of event as redjliy the JMS specification. Events
are persistently kept in the system, that means events rigpdeary disconnected subscribers
will be kept timely ordered on the last broker until the ctieeconnects. As long as a client is
connected it is guaranteed to receive a gapless, timelyentdow of events. Apart from the
event order and persistence, Gryphon provides no other Qafugtees.

JEDI

JEDI stands fodava Event-based Distributed Infrastructufteis an content-based publish/sub-
scribe system implemented in Java[CNFO01]. Events in thd 38em have a name and a set of
named attributes. Subscriptions are specified using a sipgitern matching language. As there
is nothing like the advertisements in other P/S systemscsigtions are propagated in the whole
network to produce a global knowledge. JEDI does not usegestlissemination tree for all
events like the previously discussed systems. Insteadh@mycally builds individual trees based
on the concept o€ore Based TreefBEC93]. The event broker system is partially distributed,
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i.e. again we have an event broker network. This broker ndétwses another overlay network
for its internal communication and coordination in additio the event dissemination trees.

JEDI explicitly addresses mobility. A subscriber that veatd disconnect temporary from an
event broker can suspend its subscriptions usimgeQut and reactivate it usingovel n. The
event broker will store the incoming events until the nodeormects. This is similar to the
persistence feature in Gryphon but on an on-demand basiste & no automatic process to
handle mobile nodes or anything like neighborhood or togpldiscovery. JEDI additionally
provides thertove command that can be used to migrate code from one client moaedther
e.g. to implement mobile agents. JEDI does not provide arfy Qu@rantees other then the event
order and limited persistence. The communication in thelJt#Dwvork uses TCP between the
clients, and the event brokers (callegent Dispatchérto allow for non-Java clients and Java
RMI among the event dispatchers.

XMLBlaster

XMLBIlaster [Ruf00] is aMessage Oriented Middlewa(®OM) that provides a topic-/subject-
based P/S interface. It has been under active developnmea 28000 and is licensed under the
LGPL (Lesser GNU General Public License). Events in XMLBtasre defined in XML and
consist of three parts — the key, the content, and optiomadiyecification of QoS requirements.
The key includes the topic, a unique string identifying toatent, and an arbitrary number of
fields with detail information about the properties of th@emt. The content itself can be any-
thing from an XML document to binary image data. The QoS dmation includes an arbitrary
number of XML encoded attributes that describe the QoS pti@se(e.g. the time since the
creation) and requirements for each event (e.g. persistergge, transport security). Currently
QoS support is limited to the persistence of events whickatized using relational databases.
The XMLBIaster engine does not handles QoS itself, instedelegates it to specialized plugins
(e.g. an encryption module). Subscriptions can be madeeototiic of eventsExact Subscrip-
tion) or using XPath expressions on an arbitrary number of figldbe key of an eveni{Path
Subscriptiof. XMLBlaster is designed to use different underlying conmigation protocols for
event delivery, including TCP/IP, SMTP, HTTP, Java RMI, XRIBC, SOAP, and Corba. This
list can be extended by a plugin mechanism. It supports ggdaatures like encryption and
authentification.

Miscellaneous

So far we discussed only P/S systems that are primary focus&dred networks. We saw the
mobility support in the JEDI system but this is only a methodnform a system of a mobile
client. We did not see any build-in support for mobility omdly distributed event service running
on a MANET. This does not mean that there is not such systerite @& contrary, research in
this area is very active as the publish/subscribe paradsgrary well suited for communication
in such an environment. But currently we see only researctofypes.
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Huang and Garcia-Molina present an overview of the curyarséd techniques[HGMD4]. There
main observation is that all currently used systems thghaupnobility to some degree, rely on
a fixed broker network and hence are not suitable for MANETs Nave systems that use
centralized and distributed event services that are inttigo@ from publishers and subscribers.
That means clients are only users of the event service arainattive part. Clients are usually
connected to exactly one event broker using a unicast linkhikMhe event broker network we
see two basic protocols — distributed broadcast like in tkd Y GM99] system, or distributed
multicast that is used in most systems.

This is not very surprising as we currently do not see any lyideployed MANET. With the
proliferation of third-generation (3G) mobile phones thed focused more on data-driven ser-
vices than traditional voice communication we will see mf8-based services. These will still
be based on a fixed infrastructure backbone but will provigéagground to develop services
that can be later extended to MANET systems.

Cugola and Jacobsen in [CJ02] present an overview of théecdig@s and possible directions
in the development of services for mobile telecommunicasigstems. For such a system the
authors identified the following expected requirements:

* management of mobility of application components,

* management of changes in the underlying network topoltayyad hoc networks),
* scalability to millions of information consumers (subptons),

« scalability to a large number of information providers,

» propagation of events to a large number of consumers samextusly,

* management of high volatility of users interests (“sudfiene”),

 processing / conversion of divers content formats,

 support for heterogeneous notification channels (endtasbnologies),

» support for “approximate subscriptions” and “approxienatents” to increase flexibility
of the systems to handle fuzzy user demands,

* support for high available event dispatching systems,
 support for accounting, pricing, and advertisement,

 support for authentication and secure content delivery.

The authors argue that currently no system fulfills a sigaifiset of these requirements because
they are either focused on wired networks or are researgagisavithout business and/or prac-
tice relations. They present the Toronto Publish/Subeciystem (ToPSS)) [ALJD2], a content-
based P/S system with a centralized event service that vibeudgbplicable for a mobile telecom-
munication system. The system is designed to support HT&Held content. Based on this core

35



3. Related Work

system the current development focuses on the addition df Xiybport, approximate matching,
mobility support, location awareness, etc. [S.][top] forendetails).

Cugola also co-authored two other papérs [CPM0Z,_ CNO1] disauss improvements of the
JEDI system to overcome the problem of the reconfiguratioth@fevent dissemination trees.
JEDI as discusses earlier only supports (to some degree)amtient nodes. With a reconfig-
urable backbone it would become applicable for mobile adredworks. It would additionally
allow to add and remove event brokers dynamically. The pdseusses that we have to deal
with two different cases — the removal of a link and the rephaent of a link. A replacement
would be the case if a link breaks but there is a nearby aligenéhowever this is found). The
default behavior to deal with a link break is the synthesisimgubscription events to be send
along the disconnected part of the dissemination tree. dbisous that such a reaction is sub-
optimal if there is a chance for a local reconfiguration of titee because it will waste a lot of
messages. The reconfiguration works quite simple. If a Inélak is detected and an alternative
link is found, one end of the broken link builds a connectiorrahe new link to the other end
to initiate a tree merge operation. This redirects the traffier the new link and updates the
subscription tables. This operation requires losslesa@ctions with ordered messages on each
link which is true for JEDI as it uses TCP for the connectiofise authors omit the answer how
to find the alternative link and refer the different MANET tig protocols that have to solve
this problem too and so delegate the problem which can beiuffiif the routing layer provides
a method to perform just a route discovery with feedback édhigher layer.

Fiege et al. [[EFGKZ03] present an improved version of tlBBRCA P/S middleware, a research
prototype to provide the publish/subscribe paradigm foatmn-dependent applications. Rebeca
uses an almost static event broker backbone as many othtenmsysThey extend events by a
location attribute that has to match the location of a cltertbke effect. Mobility of clients is
handled by the broker network, clients do not have to annetimeir movements as in the JEDI
system. The broker network forwards events based on thesptiens stored on all broker
nodes. Clients can receive events that are not valid at aliBnause they are out of the target
area — those events will be filtered by the clients. To handibility, the system uses a proactive
approach. It assumes a mobility graph, a per-client graghiticludes all possible brokers the
client could move to, given a maximum speed and a constaetitiberval. Every time a node
attaches to a new broker, this graph is build and the sultgntis forwarded to all brokers in
the mobility graph. These brokers now have the time to upithetie subscription databases. As
a result events are delivered to the broker the client iseotly attached to and to all brokers
nearby. If the client moves to a nearby broker (it is a basgumption that it cannot move
to other brokers) it already provides the client with freskerés. This will waste a significant
amount of bandwidth but allows for a continuous event dejivender ideal conditions. If the
client attaches to a new broker, this will create an autammatsubscribe message for the previous
one. The authors show that this scheme produces a signifinanint of traffic but is still some
oder of magnitude better then a pure flooding-based approadditionally they show that it
becomes more efficient for a lower degree of client mobilgyent brokers are not allowed to
move). It should be noted that if one would omit all event pagters except for the location this
would be come a location-based multicast routing protocol.
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Apart from the fact that we do not see widely deployed MANEGistésting, the main problem
for a P/S system in such a network is the management of spheas and the dissemination
tree. The usual approach to use a single disseminationdrealfevents does not scale well
if we consider mobility. Furthermore it is an inappropridiasis to provide end-to-end QoS
properties. But there are many approaches to solve indilgloblems in such a system.

Anceaume et al[JADGS02] presented a distributed tree raartce algorithm that can be used
for single- and multi-subject trees. Its main focus is #m®nymity of the publishers QoS is
out of scope of this work. The algorithm requires a neighbothdiscovery (that is not further
specified) and stable links between nodes — message lossatedrequivalent to a complete
link break which is an unrealistic assumption in a MANET andwd cause permanent tree
reconfigurations. The proposed algorithm is only discussed theoretical basis and abstracts
totally from actual problems in a MANET, but given the assdngenditions, it would provide
an acyclic graph that is the basis for many of the protocasl s backbone-based systems.

Aguilera et al. [ASOD] present a distributed solution foe throblem ofeconomical atomic
broadcast An atomic broadcast system allows consumers to receiveages in a total global
order. It is call economical if it requires messages only @osknd if an event is transmitted,
i.e. clients should not send any messages to comply withdéfigition. Their approach relies
on approximately synchronized clocks of all producers.(ebg using the GPS time signal)
and the knowledge about the approximate rate of publishedtswn all nodes. Furthermore
the algorithm requires reliable links between nodes. Thbas present two algorithms for a
deterministic merge of the event sequences from the prosltlcat only run on the consumer
nodes to preserve the global order of messages. They claimutning the deterministic merge
on all nodes results in an atomic broadcast. The merge #igois described to be resilient to
small clock skews and varying transmission delays at theafasvent throughput. The authors
present an theoretical prove of correctness of the alguoritiat is sound but never tried it in
a simulated or real network. They also show how this algorittan be applied to multicast
communication. Considering the usual latencies expegmc a MANET the algorithm will
not scale well but could be useful for communication in a $megjion if we can ensure reliable
links.

A P/S middleware explicitly designed for communication iAMETs is STEAM [MCQ02]. In
STEAM all nodes participate in the event service, but nénadesss is not a fully distributed event
service. STEAM builds on the concepts mbximity group§KCMT01]. That are groups of
nodes within a geographical region that are build undertfanal aspects, i.e. several groups
can exist in the same region to solve different tasks. STEAPpsrts three type of event filters
— subject filters for a coarse-grained event selection,ertrfiiters for a fine-grained event se-
lection, and proximity filters. Subject and proximity filseare installed on the producer nodes
to decide if an event needs to be propagated. The client nederms the fine-grained and
probably time intensive content-filtering.

Within the CORTEX CO-operating Real-time senTient objects: architecturd BXperimental
evaluation) project [cor] the STEAM middleware has been extended t@igeoreal-time deliv-
ery of events within a proximity groupp [HCOBb]. The real-8nguarantees are realized using
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a deterministic TDMA-based MAC protocdl [CC02] that proggdtime guarantees for single-
hop communication. On top of this MAC layer an area-basedlwaith admission control and
deadline-driven scheduler control the transmission ohtsven the mediunT[HCOBa]. To in-
crease the coverage area of such a network events have twaeded over multiple hops. This
functionally is provided by a middleware layer that inclegeoactive routing functions, a pre-
diction model to anticipate the changes caused by the noddityoand a resource reservation
component to care about the local resources (CPU and mewfdhg client nodes.

Summary

From the presentation above we see that publish/subsgrdtens have been in use for many
years. Traditionally they are intended for wired networkeeve a common strategy is to deploy
one or more event broker server that build up a logical backloverlay) network to serve a
large number of clients. The main focus for most traditiosytems is to provide a scalable
system that can serve a large number of clients (publishmetsabscribers). The primary re-
guirement on the service quality is reliability and tempgraersistence of events, secondary
we sometimes have requirements on the timely delivery oftsveThe delivery of multimedia
streams or other bandwidth sensitive information seem touteof scope of these systems or
bandwidth is assumed to be available in a sufficient amowrtwited networks, especially with
event brokers placed on the backbone of large network peovithis is an acceptable assumption
even for a large user base. Tabld 3.1 provides a short oveovier the discussed systems.

System Network type Event type QoS properties

CORBA event partially distributed| none, type none

service

CORBA notification| partially distributed| type, content | persistence, priority,

service timeliness

ToPSS centralized content none

Siena partially distributed content none

Elvin4 partially distributed| content none

Hermes partially distributed type timeliness, reliable delivery

Herald partially distributed type timeliness, reliable delivery,
persistence

Gryphon partially distributed| subject, content order, persistence

JEDI partially distributed| content order, persistence

READY partially distributed| content priority, live time, persistence

XMLBlaster partially distributed| subject persistence, (timeliness,
security)

STEAM distributed subject, content none

Table 3.1.: Publish/subscribe, event notification systeanoew
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For wireless networks experience with publish/subscrdmrmunication is still limited. Systems
like TOPSS and SIENA have been extended to support mobéatsliconnected to a fixed back-
bone network. STEAM is the first well known system that is ey targeted for mobile ad
hoc networks and with extensions it is able to provide remétcommunication for local groups.
But nevertheless we see a broad range of research focusediocrabpects of the communication
in a MANET - ranging from a deterministic medium access tdirmguprotocols with multicast
and/or QoS support.
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4. Wireless Communication in an IEEE
802.11 Network

In this chapter we will take a closer look on the unique natfreireless networks — especially
WLAN as defined in the IEEE 802.11 standards [Ifs99]. The tehagtarts with a description of
the standard followed by a discussion of different ways talei¢the behavior of a WLAN.

4.1. The IEEE 802.11 Standard

The term 802.11 oWI-FI denotes a series of standards for Wireless LAN developedhdy t
working group 11 of the IEEE LAN/MAN Standards Committee EIE 802). The working
group 11 has several task groups that develop differentceéspé the WLAN standard — each
denoted by a single letter. Tallle}4.1 depicts the curremtbyin task groups. Within this thesis
only the standards 802.11a/b/g are relevant.

In the following some important aspects of the relevantdats will be presented.

IEEE 802.11 describes two basic network setups -rfrastructureand thead hocmode. In
the infrastructure mode we have wireless nodes connectestostations with a (usually wired)
interconnection between each other. In the opposite we tba@ such a backbone network
when working in ad-hoc mode. Here every node directly comoaies with other nodes in its
transmission range. A communication with nodes outsidaelirect transmission range is only
possible by multi-hop transmissions, i.e. intermediatdasochave to forward packets using an
arbitrary routing protocol.

The IEEE 802.11 standard specifies the physical as well aBI&@ layer (in the sense of the
ISO/OSI layer model). The relevant detail will be discussethe following. WLAN used two
frequency band at 2.4 GHz and 5 GHz. Both can be used liceaseniith some restrictions —
most noticeable, the transmission power has to be at mosn¥0

The standard defines two basic access schemes for the ghggiea— thePoint Coordina-
tion Function(PCF) and théistributed Coordination Functio(DCF). PCF defines a polling
scheme using a central coordinator but it is actually notldseany hardware implementation.
So only the DCF will be regarded in the following. The DCF loally is aCarrier Sense Mul-
tiple Access with Collision Avoidang€SMA/CA) mechanism. It can be briefly described as
follows: a node desiring to transmit first senses the phy/siealium. If the medium is sensed
as free (idle) the node waits for a random time (back-off jigwed then transmits its frame if

41



4. Wireless Communication in an IEEE 802.11 Network

Task group| Finished| Description

802.11 1999 | The original 1 Mbit/s and 2 Mbit/s, 2.4 GHz RF and IR standard
802.11a 1999 | 54 Mbit/s, 5 GHz standard

802.11b 1999 | Enhancements to 802.11 to support 5.5 and 11 Mbit/s
802.11c 2001 | Bridge operation procedures; included in the 802.1d stahda
802.11d 2001 | International (country-to-country) roaming extensions
802.11e 2005 | Enhancements: QoS, including packet bursting

802.11F 2003 | Inter-access point protocol

802.119g 2003 | 54 Mbit/s, 2.4 GHz standard (backwards compatible with 80B)
802.11h 2004 | Spectrum managed 802.11a (5 GHz) for European compatibilit
802.11i 2004 | Enhanced security

802.11] 2004 | Extensions for Japan

802.11k Radio resource measurement

802.11m Standard maintenance

802.11n High throughput

802.11p Wireless access for the vehicular environment

802.11r Fast roaming

802.11s ESS mesh networking

802.11t Wireless performance prediction (WPP)

802.11u Interworking with external (non-802) networks

802.11v Wireless network management

802.11w Protected management frames
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no other node started to transmit in the meantime. To detdlisions a positive acknowledg-
ment scheme is used and the MAC layer tries to correct paokstusing a certain number of
automatic retransmissions.

WLAN uses two different mechanisms for the carrier sensehysipal and a virtual carrier
sense. The physical carrier sense detects activity on tltBumeif the signal level is above
a given threshold (s. sectign¥.2 for more information). Virial carrier sense in contrast is
implemented as part of the MAC protocol. Each packet contaiield calledNetwork Allocation
Vector (NAV). This field tells other stations how long the senderlwge the medium. During
this time they will assume the medium to be busy. The NAV latkesmedium for a certain time
(specified inus). This time can be longer than the actual transmissioneopttket containing
the NAV to allocated the medium for a following packet.

The 802.11 MAC layer defines different timing constanitgef frame spaces (IF$)[Ins99],
section 9.2.3) for the transmission of frames on the medand,a timing granularity denoted as
Slot Time The different IFSs are independent of the stations’ ba& eaten if the transmitter is
multi-rate capable, i.e. can switch the transmission & dynamically. They define the gaps on
the medium between frames of different types. Fidure 4.1ctkethe IFS timing.

DIFS
PIFS Contention window /
SIFS Random back—off
//
/ Busy Medium / /
Slot
Time

Figure 4.1.: 802.11 MAC timing

The following IFSs are defined:

» Short interframe space (SIFS) The SIFS is used for ACK (acknowledgment) frames,
CTS (clear to send) frames, and subsequent fragments aha farst. Because the SIFS
is the shortest IFS, those packets are prioritized ovettladirgpackets, i.e. are send before
them.

* PCF interframe space (PIFS) The PIFS is used by stations operating in PCF mode to
gain access to the medium at higher priority then statiomsaimg in DCF mode. The
PIFS is defined a®IF'S = SIFS + SlotTime.

» DCF interframe space (DIFS) The DIFS is used by stations operating in DCF mode to
transmit data frames and management frames that are netstiihe SIFS. The DIFS is
defined adDIFS = SIFS + 2 x SlotTime.
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» Extended interframe space (EIFS):The EIFS is used by stations if they receive an erro-
neous frame to resynchronize with the virtual carrier sestdeme. The EIFS is defined
asEIFS = 2% SIFS + 2 x SlotTime + t o With t 4ok beeing the time required to
transmit an ACK frame.

The tabldZR2 shows timing values for different 802.11 shads.

Standard SIFS [us] | SlotTime [us]
802.11b 10 20
802.11b/g (mixed mode) 10 20
802.11g (g only) 10 9
802.11a 16 9

Table 4.2.: 802.11 timing values

If a node senses the medium to be idle it is allowed to send.itButl not start immediately,
instead it waits and continues to sense the medium for a rariohee (back-off time) and then
starts to transmit if the medium is still idle. This back-tifiie is necessary to reduce the chance
of a collision because it can be assumed that other statrenaaiting too for the medium to
become free and would start to transmit in the same momerritrast to an Ethernet device
a WLAN device cannot sense the medium while it is transngtt;ndetect a collision. The rea-
son is that due to cost savings WLAN devices are only equipp#gda half-duplex transmitter.
So, in order to detect a collision, WLAN uses a positive asdiedgment scheme. For unicast
transmissions, that are packets intended for a singlevecéhe receiver sends a small acknowl-
edgment frame (ACK). If the sender does not receive this @aeletgment frame within a given
time it will retransmit the packet several times. If all eismissions (usually 4) fail, the node
will drop the packet. It additionally increases the backvahdow size, i.e. the maximum range
the random back-off time is chosen from. Obviously thisalesmission scheme will not be used
for broadcast transmissions, i.e. packets intended foraales within transmission range. The
back-off time is only chosen once for each packet to trandifnihe node has to defer its trans-
mission because another node started earlier, it will usedgmaining back-off time when the
medium become idle again. This ensures a fair access to ttieime

4.2. Modelling the WLAN Propagation

This section discusses how a WLAN system can be modelled.déhelopment of communi-
cation protocols for a WLAN system cannot be solely done gigiractical experiments. We
additionally need a model to predict the behavior a pridrivé have a model that closely pre-
dicts the real behavior, we can test the protocol behavialat of different environments — even
in those that have very uncommon properties. But we alsoatarampletely perform the proto-
col development without experiments in the real world, @lidgsh this is a common approach (or
better to say mistake) within the research community (tkaltieng problems will be discussed
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in sectio4b). We need experiments to verify our model andetermine the effects that the
model cannot predict. Only this way we can create confidemted results that we create.

Wireless LAN uses electromagnetic waves to transport graerd information. This propagation
can be formally described usindaxwell's equationgs. figure[4.R) that describe the behavior
of electric and magnetic fields and their interaction withttera They provide a highly abstract
way to describe the propagation of electromagnetic wavdssarare impossible to use in most
cases. The main reason is that usually one does not have tekoowledge to describe the
environment in which we try to calculate the propagation. weoare required to find much
simpler ways to describe a WLAN system. To do this we have strabt from the real world by
placing assumptions about the environment we are consglefihis way be create modelof
the real world.

V-D = p
V-B = 0
0B
VxE = 3
oD
VXH = J+E

Figure 4.2.: Maxwell's equation

The starting point is a model of the wireless communicatigstesn that we are using (s. figure
HM.3). Our communication system model includes tremsceivergda combination of aransmit-
ter and areceivercomponent) with one antenna each, and a wireless commiamcdiannel.

Antenna Communication Antenna

channel

Medium

Transceive Transceiver

Figure 4.3.: Simplified WLAN communication system

The transmitter creates a signal with a given transmissoovepPr. This signal is than emitted
using an antenna that can amplify (positive amplificationatbenuate (negative amplification)
it. This amplification is given as a constant factan{enna gaih G with different values for the
transmitter () and the receiver(fz). The emitted signal propagates the information trough
the communication medium and reaches the receiver anteithahg signal powetrP;. The
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medium causes an attenuatidrof the signal due to various effects that will be explaingdra

If the signal power is above a given thresholé:§) the receiver detects the wireless medium
asbusy i.e. currently in use by a neighboring transmitter. Thisedgon of other stations is
calledPhysical Carrier SenseAdditionally the receiver defines a second power thresliald
(with Prx > Pgg) for the signal reception. If the received signal power is\&bPry the
receiver starts to demodulate the signal to extract thestnétted information. To explain the
reason for the existence of these two separated power tidssiie have to consider tmeiseat
the receiver side. In addition to the signal of the senderéheiver also receives various other
signals on the same part of the electromagnetic spectrumriedural and artificial sources. The
sum of all these signals that do not belong to the sender lisdcabise (with the powePy).
The ratio of signal and noise is call&ignal-to-Noise Rati¢S N R). The higher this ratio is,
the better the signal can be distinguished from the noises dikectly relates to the probability
that the information on the sender and receiver side areatine SAs we use a digital system our
smallest information unit is a bit and we define the probghdf a wrong reception aBit Error
Rate(BER).

BER(Pr) = fuodutation(SNR) = futodutation <%) (4.1)
The exact BER function depends on the modulation schemefoistiak transmission (s_[LanD5]
for details). But independent from the modulation schenme fimction is monotonic and the
BER decreases with increasing SNR. That me@pns > Pos = BER(Prx) < BER(Pcs).
Usually P is chosen so that we can distinguish a transmitting statiom fthe background
noise with a high probability buBER(Pcs) is too high to extract the original information.
Thats way we set the reception threshold to a value thattseisud BER low enough to extract
the original information.

For better readability amplification factors are specifisDiecibel (dB) and absolute power
values as dBm — the power relative to the reference value ¥¥.1Wke define

% =10 log <%) [dB] 4.2)
P[dBm] = 10 * log (%) 4.3)

In the following we will discuss how to model the differentraponents of the WLAN commu-
nication system.

Modulation scheme model

Current WLAN adapters use a variety of modulation schemgait@mit information with differ-
ent bandwidths. BPSK (Binary Phase Shift Keying) for 1 MBPBSK (Quaternary Phase Shift
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Modulation Speed [Mbps] Sensitivity [dBm]
BPSK 1 -94
QPSK 2 -91
CCK-DBPSK 5.5 -89
CCK-DQPSK 11 -85
OFDM-BPSK 6 -85
OFDM-BPSK 9 -84
OFDM-QPSK 12 -82
OFDM-QPSK 18 -80
OFDM-16QAM 24 =77
OFDM-16QAM 36 -73
OFDM-64QAM 48 -69
OFDM-64QAM 54 -68

Table 4.3.: Cisco Aironet350 Receiver Sensitivity

Keying) for 2 Mbps, CCK (Complementary Code Keying) for 5ridall Mbps, and OFDM

(Orthogonal Frequency Division Multiplexing) for bandwhd from 6 up to 54 Mbps. For the
model of the communication system the function of the maihriascheme is not important —
only its properties. The most important for us is Hemsitivityof the modulation, i.e. the power
level required for a successful reception of a transmissiitin a given bit rate. The tab[e~4.3
gives some example values for the receiver sensitivity efGsco Aironet 350 Card [CisD5].
Other vendors and cards have similar values ([3C004, Fou05]

Antenna model

The second component of the communication system that weigduss, is the antenna. There
is a wide range of different antenna types. In the followirgwill reduce this diversity to two
generic properties antenna gairanddirectivity.

The antenna gain is the ratio of the intensity of the antenrediation pattern in a particular
direction (usually the direction of the strongest inteyjsiv that of a reference antenna. So the
antenna gain describes the amplification of the transmittedceived signal due to the antenna
design. The directivity describes the direction in whick #mtenna focusses the transmitted
power or the direction from what it best receives a transiomssn general, or if we do not have
specific knowledge about a used antenna, we assum@aidirectional antennd.e. an antenna
that radiates an equal amount of energy into each direclioa opposite ardirectional antennas
like Yagi, patch, or parabolic dish antennas, that have oneooe preferred directions. Parabolic
dish antennas have one preferred radiation direction andften used to set up wireless point-
to-point connections. Other directional antennas arefstance used to improve radio coverage
of wireless base stations (access points) in indoor igitalls. Obviously they are a suboptimal
choice for MANETSs because in general we do not know the placgsnof the wireless nodes
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and so cannot optimize the radio coverage beforehand.akhstey could impede connectivity
due to wrong antenna orientation of transmitting and recginodes.

So we assume to use omni directional antennas for wireledssnio a MANET. It should be
mentioned that an optimal omni directional antensatfopic antenngis a theoretical construct
with no exact physical implementation. But it serves as thegat reference to determine the
gain of an antenna. A close approximation can be construnteal set of dipol antennas. In
practice this is not really necessary because under thengsisun that all transceivers are (ap-
proximately) in one plane, other antennas can be considared directional. Examples are
classical dipol antennas (see [Ben00], page 44f.) as weleggally placed whip or discone
antennas. If we look at the cross-section along the assutaeé pf the radiation pattern, all
show an equivalent pattern to that of the isotropic antefii. only difference to the isotropic
antenna is the higher gain. A standard dipol antenna foauntst has a gain of 2.15 dBi (decibel
over isotropic). In our model we will only consider the antargain over an isotropic antenna.

FigurdL2 shows the directional gain of an Hertzian dipééana. The figures have been created
using the “Electromagnetic Waves & Antennas” toolbox for MAB as described in[Orfa7].

It shows that we have zero radiation in vertical directi®n=€ 0°) along the antenna element and
an equal antenna gain in horizontal direction. For comparithe field diagram for an isotropic
antenna is just the unit circle.

45°

05 1

135°

180°

Figure 4.4.: Hertzian dipol gain in absolute units
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Communication channel model

The most important part of our communication system modelgsnodel of the wireless chan-
nel. This model describes the signal at the receiver as difumaf the signal at the transmitter,
the positions of the nodes, their hardware, and the suringrehvironment. Their are a lot of
propagation models{[CraD3, Ben00]) that can be used taibesbe propagation of signals used
in a WLAN system. In the following some selected models wallgresented and discussed with
respect to their relevance for this work.

Free space model

The Free Space Modedssumes an empty environment where electromagnetic wangsrop-
agate without any disturbance. Equatiod 4.4 (also calléd ffansmission equation) calculates
the power of a signal as a function of the distance from thestratter:

GT*GR*)\Q

PRF'riis (d) = Prx (47Td)2

where Pr is the transmission powet;; and GG the transmitter and receiver antenna gain;
the wavelength of the signaji(©, ¢) andgr(0, ¢) the relative directive gains at spherical an-
gles(©, ¢) measured from the pointing direction of each antenna witbravenient reference
direction for¢. As explained before, we assume omni directional antenndsiades that ap-
proximately lie with the same horizontal plane. So we canysé®, ¢) andgr(©, ¢) to 1. The
wavelength can be computed as:

C Co

)\:—:
fr Frxn

(4.5)

wherec is the speed of light within the communication medium giadhe frequency used by
the transmitter. It should be noted that the speed of liglgeineral is slower than the speed of
light in a perfect vacuunx(). The slowdown (refractive index is given as a factor depamndn
the material). For air itis 1.003 and so can be omitted. Soetelge simplified Friis equation:

2
Gr * Gp*c}

PRy, (d) = P
Rrriis (d> T * (47Td * fT)2

(4.6)

The free-space model is of limited use for modelling of a WL&y$tem. It can only be used to
describe the direct neighborhood of the sender.
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Two-ray ground reflection model

The two-ray ground reflection (TRG) model assumes not onliyegcdcommunication (line of
sight). Instead it additionally considers interferencéhweflections from the ground and stations
with different heights above ground. The power of the remeoan be computed as:

Gr* Gr* h% x h%
4

whereGr andGp are the antenna gaink; andhy are the antenna heights above ground. The
TRG model is widely used to simulate wireless propagatiometwork simulations of commu-
nication protocols developed for MANETS. It is known to osgtimate the receiver power for
nodes that are very close to the sender. For longer rangeb s more useable results. So it is
usually complemented by the free-space model to calcuiatesteiver power for nodes in close
range. The major problem of the TRG model is that it does nosicers effects like refraction,
absorption, and dynamic fluctuations of the communicatiedioom. The consequences of such
a model will be discussed in the following (s. sectiad 4.5).

PRTRG(d) = Prx

(4.7)

Shadowing model

To overcome the limitations of the free-space model andwloertly ground reflection model a
third model will be discussed — trehadowing modellt uses a different approach to calculate
the receiver power. The main difference is that the shadgpwiadel does not try to compute the
exact radio propagation but instead provides a model th@atslto experience the same effects
that can be experienced in the real environment. As saiddefadio propagation is effected
by a variety of physical effects. And in most cases we havefilcgent knowledge to describe
the environment exact enough to compute them. So we assgemesalized environmeng.g.
outdoor downtown, outdoor landscape, office, indoor ologts etc. Every such environment is
characterized by two propertiegath lossanddisturbance The path loss describes the average
signal attenuation cause by effects such as fading, refteatiulti-path interference, refraction,
absorption etc. With disturbance we describe the dynamitisa environment. For example, it
makes a significant difference if we measure connectivignffice environment at night or at
day when a lot of people move around in the building[(s. [WJlf6B8measurement results). The
shadowing model defines the receiver power as a functioreadi$tance as:

X

PRShadow(d) = PO * 107Lpe*l09<%)+10 (48)

where Lp is called thepath loss exponernhat specifies the degree of the path attenuati®n;
is a reference power measured at a reference distanftem the transmittert’ ~ N(0, 0?)

a normal distributed error variable that describes theudisince of the environment. It should
be noted that- L is sometimes also callguhth gain exponerib be consistent with the term
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antenna gainBut it is also misleading because the communication patemsauses an ampli-
fication. TabldZ} shows values for typical areas. Typicdlies foro? are between 2 and 10
dB.

Environment Path Loss ExponentL p,
Free Space 2

Open field (long range) 4

Urban area 27-4

Shadowed urban area| 5—-6
In-building line of sight| 1.6 — 1.8
In bulding, obstructed | 4 -6

Table 4.4.: Path Loss Exponents for typical environmerdaggted from[[Gib99])

As the shadowing path model is based on observations (neasuats) in real environments it
is well suited to study sets of randomly distributed nodessdi@ such an environment to gain
statistical results about their connectivity, communaatbehavior etc. It cannot be used to
describe the behavior of nodes placed at pre-defined posiitnoa known environment. Mullen
et al. [MMARO4,[Mul04] showed that fading models containimgtochastic element like the
shadowing model are well suited to explain real-world bé&bragf wireless networks. Their
measurements indicate a signal strength variation of upd?2

Advanced models

There are a lot more models to calculate radio propagatidifferent environment. As explained
before, to create a highly precise model we need an apptegléscription of the environment.
And depending on the available information we get differestially more detailed models. One
of the most detailed models uses a ray-tracing approactetbgithe radio propagation. Despite
the fact that this approach requires a highly detailed 3Dehofthe environment it is also highly
computation expensive. An extensive summary of differeappagation prediction models can
be found in[TY02] and very extensive background informatiio [GIb99,[Cra0B]. But this shall
not be discussed further here because it is out of the scapésafork.

But there is one work that should be mentioned here. In]IS®&panov et. al. discuss the impact
of the propagation model on wireless network simulatioreyftiemonstrate the combination of
a ray-tracing based propagation model with a network sitauld@he most noticeable aspect of
their work is that they build a bridge between the computetieexpensive ray-tracing model
and a network simulator that needs to compute a large nunfliEaresmissions to analyze the
behavior of a MANET. Their approach separates an outdoaramwent (specified as a 2.5D
model) into a 5m x 5m grid and calculates the radio propagédto a representative point of
this grid element. The result is a propagation map that & laded for a fast lookup. This way
they manage to speed up the computation of the propagatibhatof the previously presented
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analytical models. But it still has a major drawback — the-grenputed lookup maps do not
consider disturbance of the environment.

4.3. Implications of the Propagation Models

In the previous section we have discussed some models théecased to predict the propaga-
tion of wireless transmissions. This section will discuss implications of the different prop-
agation models and compare them with real-world measuremerdetermine their relevance
and pitfalls. We will start with a discussion of possibleeirgctions between different wireless
devices (nodes).

We already discussed that the free-space model and theanground reflection model are only
of limited use to predict the propagation of WLAN systemsvétéheless, we will include them
in the following sections because they are representabivalf models that do not include a
random component like the lookup-based ray-racing modeséstion’4.PR). We will see that
these models conceal some of the serious problems but cate @sificial problems that can
hardly be experienced in the real world. So, if we test a mpaitdevelopment with models with
and without a random component and make it insensitive foosibible problems it will perform

better under real conditions.

4.3.1. Communication, Interference and Collisions

A node transmitting a message can affect another node ia thiferent ways:

1. Communication: the second node receives the messagenitted
2. Interference: the second node is blocked to transmitaltieetphysical carrier sense

3. Collisions: the second node cannot correctly receive ssage from a third node due to
the transmission of the first node

A transmission is successful if the receiver signal is alibeereceiver thresholdHzx) and if
the signal-to-noise ratio is high enough. In the previouwdise we only requeste®, > Prx
and Py < Pgg for a successful transmission. For only two nodes this requent is sufficient
becausePrx and Pcs are set to values that guarantee an adequate SNR. If we haeetinen
two nodes this is not longer sufficient because we have toidenthe additional noise caused
by other nodes. To consider a network of more then two noddsawe to extend our equations.
For a transmission from node, to noden, we get:
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PRaHb = PMOdulation(daﬂb% PT = PTa (49)
Py, = Ppo, + Y Pr_jVii#avi#b (4.10)
P
SNR, = -—fe=t (4.11)
Py,
P
SNRyym = —X (4.12)
Pes

where Py, _, is the power of a signal transmitted from nodg and received at node, in a
distancel,_., fromn,; Py,,... IS the power ohoise floorof the environment, i.e. the background
noise caused by other sources than the nodes in our modeloWeeplace the requirement for
a successful signal receptidty > Prx by SNR, > SN R, i

If Py, < Pcs we getSNR, > SNR,,;, and can compute the maximum transmission rahge
from:

PRX = P]Wodulation(dt) (413)

In a similar way we can compute the minimum interference eafg.e. the minimum range for
that P, > Pcs applies to every node which this range as:

PCS - PJ\/Iodulation(di) (414)

Figure[4) depicts the two ranges. In the following we wifereto the inner circle as thigans-
mission areaand the outer annulus as timeerference areaThat means we will distinguish the
area where communication is possible from that where onlyyaipal carrier sense is possible.

The interference with other nodes can cauase#isions of messages. Figufe—4.6 depicts this
problem. If node A sends a message to B and C at the same timeotdyDD will successfully
receive a message. As C is out of the interference range oté&nmot detect the transmission
of A. But B is within the interference range of C and so B causase above the carrier sense
threshold. This does not necessary means a collision asl&sis  the maximum transmission
range of A.Pr > Pry is still valid, but Py > Pcg which means thabNRr > SNR,,;, IS
not guaranteed anymore. Depending on the exact distancécofAERNnd C this requirement can
become invalid which means that the message cannot be edosivrectly. As an example for
all propagation models without a random element, the figudesdows the conditions at which
a collision can occur. The yellow region depicts all corlateins where node C is outside of the
interference range of node A but can still prevent the node i®¢eive a packet send from A.

The circular border of the interference range in figuré 4 ®oisthe maximum range in which a
node effects other nodes. The electromagnetic waves paitpéay beyond this point and add to
the noise level of nodes further away. If this noise from plétnodes adds up, it can also cause
a collision.
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Figure 4.6.: Message collision

4.3.2. Transmission-to-Interference Range Ratio

A critical parameter for the WLAN communication model is ta¢io of the transmission to the
interference range. It defines the probability that a nodepravent another one from transmit-
ting a message due to the physical carrier sense. It furtiveraffects the amount of noise that
is caused beyond the interference range. The reason is simaaléer ratio indicates a stronger
signal attenuation.

Figure[£8 depicts a comparison of the signal power as aifimoff the node distance for the
three different propagation models. The following numberge been used to compute the signal
propagation:

» Transmitter:Pr = —5dbm (free space, two-ray ground reflectiof}; = 20dbm (shad-
owing) atf, = 2.412G Hz (channel 1)

* Antenna: omni directional witli*r = G = 0dbi
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Figure 4.7.: Node placement for collisions

» Shadowing:Lp, = 3.6 (urban area)s? = 4db
* Modulation: BPSK Prx = —94dbm), Carrier Sense dtcs = —104dbm

Because the shadowing model includes a random componemigtram shows the median and
the lower and upper bound of the possible values. The paesrsetting shows a widely used but
crude misuse of the first two propagation models. If setup thi¢é parameters for the shadowing
model, both models deliver much too high values for the digosver and so the maximum
transmission rangex1000m). So, to bring both models into the range of values oredsn the
real world, the transmitter power is significant loweredi® tinrealistic value of -5dbm (0.3mW)
or the receiver sensitivity and carrier sense thresholdisea by 25db.

The diagram shows some other effects. First, that the tywagraund reflection model over-
estimates the signal strength in the near range (it is imiples® reach a signal power above the
free-space value). Second, that the models result in diffdransmission-to-interference range
ratios (TIRR). The exact values will be discussed in theotwihg.

The TIRR is defined by:

TIRR = — (4.15)

&
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Figure 4.8.: Propagation model comparison

Free-Space Model

For a given signal poweP the distancel can be computed by reversing equafion 4.6:

= ¥ Prries 4.16
Py (4.16)

If we setP.s as the power at distanek and Pry for d; we can compute:

| P
TIRRFM'Z'S = % (417)
Cs

For the given values of -94dBm and -104dBm we gétUa& Ry,;;s ~ 0.316.

\/%*GT*GR*CO
d

Two-Ray Ground Reflection Model

To compute the TIRR for the two-ray ground reflection modep&dgorm a similar computation
by reversing equatidn4.7:
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P
— iﬂ/iT * G+ Gg* h3 * I (4.18)
Again we setP-g as the power at distande and Prx for d; to compute the TIRR as:

P
TIRRrre = {f % (4.19)
cs

For our threshold values we geffd RRr e ~ 0.562.

Shadowing Model
To determine the TIRR for the shadowing model we use the melare wf the propagation func-

tion, i.e. we remove the error variable. As for the previouslgls we reverse the propagation
function to calculate the distance for a given signal power b

(log(PRShg;ow(d)> )
d=10 * d (4.20)

and the TIRR by:

TIRRshadow = 10( (4.21)

For our threshold values and the given path loss exponeneneelly R Rshaq00 =~ 0.527. Figure
M9 depictsl'I RRsnhaa0w @S a function of the path loss exponént for different ratios of carrier
sense and receive thresholds. We se€tti&Rs;,.4.., IS @above 0.5 for all relevant cases (s. table
H.4) and is significant higher if we have only small differeabetweerPrx and Pcs.

4.3.3. Connectivity

After discussing how nodes can effect each other, we will daaguss the effect of the radio
propagation on the connectivity of the notes in the netwdik connectivity between two notes
we define the ability to communicate between them.

Figurel4ID shows the results of a simulation experimengterchine the probability of a node to
receive a packet in a certain distance from the sender. Tin@aiion used the same parameters
as specified in sectidn 4.8.2. The receive probability isréhative number of packets received
in this distance to the number of send packets.
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Figure 4.9.: TIRR in the shadowing model for different thielsl differences

From the diagram we clearly see that the free-space as wétleasvo-ray ground reflection
model result in a 100% or 0% probability. The only thing thatill cause a packet loss is a
collision. This will be discussed later as we do have onlynglg sender in this experiment. At
this point we will not care about the fact that the setup usgsalistic setting for the transmitter
power (as explained before). The relevant result is thatetineodels deliver a packet every time
or never to a receiver in a fixed range. In such a model it is éaslecide if two nodes can
communicate with each other and so have connectivity.

For the shadowing model we see a range with 100% receiveapilitly and than a transition
range with decreasing probability — an effect that can beegpced in the real-world. The most
noticeable point is that the range for 100% probability iis tase is about 70m, but we receive
individual packet still at a range of 400m. With such a modét more difficult so define the
connectivity between nodes. So, in the following we will tise termlink quality as a synonym
for the receive probability, and connectivity between tvanles as a link with a quality above a
required threshold. This threshold depends on the comratioicthat should happen on a link.
This should be explained by example. If we have a link and ussmranunication protocol that
uses retries (like the IEEE 802.11 MAC protocol for unicaahsmissions), we can tolerate a
burst of n transmission failures. This reduces the avaldlaindwidth but increases the packet
loss rate on the link. If we do not have such a retransmissibarse the effective communication
range is smaller. Ageffective communication rangee denote the maximum distance over that
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two node can communicate with an acceptable packet lossTiageactual value depends on the
requirements of higher software layers.

Figure[4.11 again depicts the results from the simulatigreerent. This time the results of the
shadowing model and additionally the ratio of 1-, 2-, anda8ket burst failures are shown in
the diagram. If we assume a maximum of three retransmissibbagpacket receive probability
is the sum of the receive probability and the three bursbsabecause these errors would be

compensated by the retransmission scheme. As we see, n@ffébttve communication range
increases from 70m to 100m (approximately a 50% increase).

So far we studied the effects one node can have on other nlodés. following we will focus on
the interactions of a set of nodes in a network. We will studydonnectivity and link quality in

the network. For this study we will use the two-ray groundetfbn model and the shadowing
model and a grid as well as a random topology with differemtendensities.

The two propagation models have been chosen because theyttsheffect of a deterministic
and a probabilistic transmission/interference range.gfltetopology with its regular structure is
unlikely to be found in the real world but is ideal to study greblems caused by the interference.
Under the assumptions that the horizontal/vertical ditametween neighboring nodes is less

the transmission range afid RR < 1/./(2) (which is the case for the presented models) every
node in the grid has at least two nodes within transmissiageand one within interference
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Figure 4.11.: Receive probability and burst error ratio

500

range. So every node can possibly be effected by collisiensgctiof’4.3]11). Additionally the
grid topology serves well to study the effect of noise beeaws have regions with different
noise levels. Nodes in the middle receive higher noise assiod the borders of the grid.

The random topology in contrast much more represents avadd topology. It allows to study

the problems of dense and sparse regions. This cannot berdihreegrid topology because here
we have a uniform node density. So a random topology will tgdde used to investigate the
link quality and connectivity within the whole network.

To study the influence of the propagation model on the diffetepologies with different node
densities the following experiment has been conducted. n@l@s where placed in a square
region either in a grid or a random topology. The size of tlggore has been chosen so that these
nodes result in a desired node density. Each of the nodes adad frequency beacon (1 second
interval) to discover its neighborhood. The number of beageceived from neighboring nodes

has been used to determine the link quality. To detect btn@mtseeach beacon carries a sequence

number.
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1414m 1414m

Figure 4.12.: Grid and random topology with two-ray grounadel (50 nodeg/m?)

Figure 4.13.: Grid and random topology with shadowing m¢g@Inodestm?)
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Figure 4.15.: Grid and random topology with shadowing m¢#ied nodes¢m?)

The figure$ 244182414, ahd4.15 depict the link qealitor the grid and a random topol-
ogy with two different node densities using the two-ray grdueflection (TRG) as well as the
shadowing model. The link quality is represented by thercofdhe links. Green links have a
guality (receive probability) of at least 80%, yellow of 5680%, and red for qualities of less
than 50%. If the two nodes on the link have a different peiioepdf the link quality, the links
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are drawn with two colors — the side attached to the node shswsrceived link quality. In the
following we will denote such links assymmetric links

If we look at figure[4IPR it seems that we do not experience aoplpms if we use the TRG
model. But if we double the node density (s. fighre #.14), we tbat we start to get links
with lower quality as well as asymmetric links — especialty the random topology. As the
propagation model does not include a random componentani®nly be caused by collisions

or an increased noise level. In contrast the figlired 4. 1Bdfshow that the random component

of the shadowing model causes a lot of links with medium or ¢mality and also a significant
number of asymmetric links.

The given figure only show two example densities and onlynaftor a subjective impression of
the number of high, medium, or low quality links. To get aneutive result we run multiple

scenarios for a wide range of node densities and countedutinéer of high, medium, and low
quality links as well as the number of asymmetric links argrtimaximum asymmetry, i.e. the
difference of the quality measured at both sides of the liAkspecial case of asymmetry are

one-way links where only one side knows about the other SJitle.ratio of those links is given
as well.

100

60

Link ration (%)

40 |

20 i 7 f High quality .
! ' ; i Medium quality -------

’ Low quality - -

Asymmetric -

L i One-way :

L Maximum asymmetry --=--:-

" I 1
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Figure 4.16.: Link quality vs. node density in grid topologith TRG model

Figure[4.16 anf4.17 depict the results for the grid and rantdpology using the TRG model.
The results for the random topology are averaged over a nuofiliedependent replications (s.
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Figure 4.17.: Link quality vs. node density in random togylavith TRG model

sectionfZ7} for more information on this topic). We sed tiwth topologies deliver similar
results. As expected, we get a ratio of high quality links lodat 100% and only very small
ratios for asymmetric or one-way links. But we can state shath links can happen even in
a model without a random transmission range componenth&umore we see that if we get
asymmetric links, the asymmetry can be very high. That méd@idwo neighboring nodes can
have a completely different view of the connectivity to eater.

The figure§4.18 ad 4119 depict the results using the shadanodel. Here we get a significant
different result. We see that all types of links can occurhi@ hetwork. The results for both
topologies look very similar. With one major exception —ie grid topology the results for node
densities below 50 nodes/Knshow a significant divergence. But this can easily be expthin
Due to the regular placement in the grid topology the nodesinply too far away from each
other to create high quality links and with greater distaseen medium quality links. For
densities up to 1000 nodes/knwe see an almost constant ratio of high quality links thahlyig
increases for higher densities. This seams to be a veryesiteg result in the first place but
should not be overrated. The reason is that the number chlbvedes used for the experiment is
always 100. That means that the number of nodes in direct conuattion range increases and so
the probability for collisions decreases. At a density @iuard 20.000 nodes/khwe get a fully
connected network where every node can communicate witly etleer node. And so there are
no nodes left to cause interference and collisions. So tlerimg discussions will only refer to
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Figure 4.18.: Link quality vs. node density in grid topologith shadowing model

the values for node densities up to 1000 node$/kmthis region we see an approximately equal
ration of high and low quality links=£ 40%) — twice the ration of medium quality links:(20%).
This means that most links are very likely not useful for astccommunication. We additionally
see that we have a significant number of one-way and asynunietks. The consequences

of such asymmetries for the communication in a multi-hopvoek will be discussed later (s.
sectiof 5 4N).

At last we will take a closer look at the high quality links. A& can see in figule 4118 ahd 4.19,
the maximum asymmetry reaches values of 80%—90%. That nieans/e have asymmetric
links that are of high quality in one direction and of (verg\Min the opposite. This value shows
only the maximum. So the interesting question remains howhnaf the high quality links
are effected by an asymmetry. The most useful links are tti@ehave a high quality in both
directions. We will denote such links agerfect links The most awful are those that are high
quality but only one-way. The figur€s 4120 4nd 4.21 depicbtrerall ratios of high quality links
as well as the ratio of perfect and one-way links. We see thaite80%—-90% of all high quality
links are also perfect links and that the ratio of high qyadihe-way links as about 0%.
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Figure 4.19.: Link quality vs. node density in random toggievith shadowing model
4.4. Real-World Measurements

In the previous sections we discussed the behavior of WLANcds on a theoretical basis.

In the following we will discuss different experiments tongpare the theoretical results with
real-world results.

4.4.1. Antenna Characteristic

At first it should be noted that the following experiment waigimally intended to analyze the
loss probability as a function of the distance of two nodeariropen park area. Due to the test
conditions it was a huge failure but provided us with insightesults about the characteristics
of the used WLAN devices. Additionally it showed us someglisfthat have to be avoided to
perform successful measurements in the real world. So igaal test conditions, results, and
lessons learned will be discussed at this point.

For the experiment we took two identical laptops equippett RCMCIA WLAN adapters (Net-

gear WAG511, a Prism54-based IEEE 802.11b/g complian) cate first laptop had been sta-
tionary placed about 50cm above ground and transmitted be@ton frames at a rate of 10 per
second. The second laptop functions as a receiver and wasdcaround by a person (about
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Figure 4.20.: High quality / perfect links vs. node densitgrid topology with shadowing model

120cm above ground). During a measurement period of 60 deawe counted the received and
lost beacons. The second laptop remains at a fixed positiamgine measurement but we took
no special care of the relative orientation of both laptapgirds each other. We only made sure
that we had a clear line of sight, although there were somecles (trees, small bushes) within
the first fresnel zone (s_[Cra03] section 1.4.1.7 for ds}ail

The results of the measurement were very surprising. In &ae range of the transmitter (up
to 70m) we noticed a packet loss rate of 0—-5% — as expectedveliis range we noticed a
higher loss rate. But we also noticed that small changesatientation of the second laptop,
as small as 10could change the loss rate between 0 and 100%. This puts alured loss rates
into question because we could never ensure that we perfen@agurement with an identical
relative orientation. So we will not discuss the concretlts of this setup here. We came to
the conclusion that the assumption of a nearly isotropicstratter (s. sectiof 4.2 for details)
is not valid for this specific WLAN card. We skipped the initgoals of the experiment and
instead investigated the directional gain of the antenrld uto the WLAN card. It turned out
that the antenna gain is not equal in all directions but hasesareferred directions. That means
that the radiation field does not look like a sphere, moredikembination of different ellipsoids
along the preferred directions. Figlire 4.22 depicts théemed directions and the relative gain
(longer arrows mean a higher gain). The figure should be dersil a sketch but it gives an
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Figure 4.21.: High quality / perfect links vs. node densityandom topology with shadowing
model

impression of the card’s behavior. Additionally it is onlysegle example — other cards will
very likely show a different behavior. I [BPO0] the authdiscuss the practical problems of
the directional antenna gain for a RF-based location trackystem. They conclude that it is
necessary to measure the signal strength at least in foinolntal directions. Our observations
show that even this will not be enough. But it clearly shows things:

1. We have to consider a directional antenna gain,

2. acircular radio propagation cannot be assumed.

Usually we are not able to calculate the directional anteyaia because of missing information
(e.g. antenna specification, relative positioning/oaéinh of nodes). So we have to include this
uncertainty in our WLAN model. The shadowing model allowsaisclude such a probabilistic
component.

4.4.2. Near-Range Loss Rate

A result from all discussed propagation models is that twdesothat are located very close
together (e.g. with 2m distance) will never experience paldss. This theoretical result will be
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Figure 4.22.: Estimated directional gain of a WG511 WLANcar

tested with the following experiment. It had been origipgkerformed to calibrate our emulation
(real-time simulation) setup [MIO#E, MID5] to reproduce tbhysical conditions measured in a
test environment.

The goal of the experiment is to measure the raw packet ldesbetween two laptops. As
we are using standard WLAN hardware we have to ensure thahéfasurement is not falsified
by automated retransmissions of the MAC layer. To avoidwesuse broadcast packets. The
application used to measure the packet loss rate igithg command that sends ICMh{ernet
Control Message Protocpmessages. It usually sends unicast packets. But if wealigtmap
the IP addresses of the two laptops to the broadcast MAC ssl@E: FF: FF: FF: FF: FF)
we can perform the measurement without any automatic igti@sions. As the direct result of
the measurement we get the ICMP successpaigp = %. We only receive an ICMP
response for an ICMP request if both transmissions are ssftde So we can calculate the raw

packet loss ratep(,.,) as:

# Received :
= — = 1 - 1 — Mraw 422
Prcmp 4 Send ( p ) ( )
Praw = 1 — /(1 —premp) (4.23)

We ran the test in different environments with small (8 byaglpad) and large (1000 byte pay-
load) ICMP packets. For each test we send 100.000 packetsast af 100 per second. The
results of the experiment are listed in tablg 4.5. In the eféavironment we had a number of
active WLAN and other electronic devices. In the undistdrbavironment there were no such
devices nearby.

The results of the experiment show that although there drer aisturbing devices present,
they do not have a significant influence on the packet trarssoms. If the propagation model
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Environment PIrCMP DPraw
Office; small packets 99.954%| 0.022%
Office; large packets 99.400%| 0.300%
undisturbed; small packets 100% 0%
undisturbed; large packets 100% 0%

Table 4.5.: Close-up range packet loss rate

already includes the possibility to create partial packssés, this will be sufficient. But if the
environment is filled with electrical and electronic deddkat cause a stronger disturbance, this
will not be covered by the propagation models and has to beidered separately.

4.4.3. Transmission and Interference Range

In section[4.32 we already discussed the transmissiantéoference range. Because this is
essential for the developed communication protocols (@isd5.4.1[5.B) we will test the actual
behavior in an experiment.

The interference cannot be measured directly with star\ddr8N hardware. So we need an in-
direct measurement. We have the additional problem thate®d to know when a node actually
transmits a packet. Because standard WLAN hardware usdtduipéex transmitter we cannot
lister for our own transmissions and we do not get any feddfram the operating system about
when a packet has been transmitted. To solve both problendegided for an experimental
setup that comprises of four laptops — two active transmsitad two passive observers. The
passive observers solve the problem of the half-duplestnétters as they listen all the time.
We place an observer directly beside each transmitter. orédteive all packets that the active
node receives as well as all packets that it transmits. Irpteeious section we have already
seen that the loss rate between two nodes that are locateel tolgether is negligible low. So
this will not falsify the results. The second problem is tdinectly measure the interference
effect. We know that a node is able to transmit after it setisesnedium as free. So if two
nodes are within interference range they will prevent eahlerdrom transmitting and so share
the available bandwidth even if they cannot communicate.willeexploit this behavior in the
following way. Both nodes try to transmit enough packetsatusate the medium. If a node
has to share the medium with the other one, it will not be ableansmit as much packets as it
tries. The passive nodes beside the transmitters will dinepackets they receive. If it receives
packets at a full rate from only one node that means that tiex abde is outside the interference
range. If the rate decreases, this indicates that the naafteisted by the other one through the
physical carrier sense. Finally, if it receives packetsrfimoth nodes, this means that they are
within transmission range.

Figure[Z:ZB shows results from two experiments and two stiarls. The diagram shows the
relative overall bandwidth utilization, that is the sum df@ackets received by the passive ob-
servers. We conducted two real-world measurements — omm®iirahd one outdoor with two

70



4.4.3 Transmission and Interference Range

100 - T T T T

80

S
e
S
= 60 |
=]
c
©
o]
[
<]
3 w ol
o .
o 40 - |
=
K
[J]
[va
20 | |
Simulation shadowing model(4,4)
Simulation two-ray ground model -------
Outdoor measurement --------
Indoor measurement e
0 | 1 | . |
0 50 100 150 200 250 300

Node distance [m]

Figure 4.23.: Real-world and simulation results

different sets of wireless cards. Additionally the figureludes two simulation results for com-
parison — one using the shadowing and another using theaywgfound reflection model. We
see that the graph for the two measurements have a similae siibe overall bandwidth starts to
decrease at some point, reaching a minimum at a midrangeisgscdagain at higher range. This
clearly indicates that we are affected by the physical easense but cannot receive a packet
at some distances. We also see that we do not have an aldongaituation where we either
receive a packet, detect only the physical carrier, or araffiected by the other node. Instead we
have a gradual transition between these areas. If we conipate/o measurements we notice
that they show a different range for the minimum, differerdtiv and depth of the through in the
chart. The reasons for this will be discussed later in se#id.4.

If we compare the measurements with the simulation resudtsee that we also get a range
with a decreased overall bandwidth utilization. But onlg #hadowing model shows a gradual
transition. The reason is that only the shadowing modetiohes$ a probabilistic component and
so does not creates the all-or-nothing case for the receptipackets at a specific distance.
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4.5. Summary

The main goal of this chapter was the modelling of a wirelessl communication system. From
this discussion we will draw some conclusions about theceffand properties of a WLAN that
have to be considered during the design and testing of agobtespecially if we strive to pro-
vide quality of service guarantees. The design, developraad testing of a new communication
protocol is usually done with the help of simulations. Itreseobvious that a simulation-based
testing requires at least a careful parameter setup andagial of the simulation results. Op-
timally, a cross-checking of the simulations with real expents is performed. Only this way
we can create a high confidence in the results we obtain frarmalations. Although it seems
obvious, many protocol designers do not care much aboutataeters they are using for their
simulations and how they perform the simulation and theuatan of their results.

There are several reasons why simulations are performerbpegy — ignorance, laziness, or
insufficient resources. To perform a cross-checking of aikition with a real experiment usually
a lot of hardware, software, and manpower is required. Introases it will be impossible
to perform such an experiment. Nevertheless, if it is imgedo perform a full experiment,
at least certain aspects should be tested. Another serfobtem is that most users that use
simulation for network protocol development and testing iigvithout knowing its fundamental
principles and assumptions. They never question its cioress and ability to produce valid
results. Additionally, using simplified simulation modétsvery attractive because it has the
(virtual) advantage to produce better results. These eslaimall be supported by some evidence.

Kotz et al. [KNEO3] list six common axioms used in wirelesswark research (that will be dis-
cussed later in this section) and compares them with thdétsesfueal measurements. They also
performed a survey of papers published in the MobiCom pidioge in the years 1995 to 2002
to determine the radio propagation models used in netwanklsitions. Their survey shows that
90% of all papers presented simulation results based orsuiyle propagation models like the
free-space or two-ray ground reflection model. The remgidi®?o papers, which mostly came
from researchers interested in the actual radio propagatidrom the cellular telephone com-
munity, used more realistic propagation models. That méaaisthe majority of all presented
simulation results are very likely flawed. An example tostiate the problems arising from sim-
ulations using simplified propagation models can be four{i§65]. Here the authors compare
the performance of the AODV routing protoc6l [PBRID04] usidifferent propagation mod-
els including the two-ray ground reflection model, a ragitng based model, and propagation
model similar to the shadowing model but without the randomgonent. The results show two
things. First, the performance numbers are overall bdttee iuse a simple propagation model,
that means higher throughput, smaller hop counts, and snmtbtocol overhead. And second,
that a shadowing-like propagation model reproduces thaldgpcal properties like connectivity
quite well for a set of randomly placed nodes, mainly becaliseshadowing model computes
comparable transmission ranges. In comparison with théraayng based model it only fails to
model the effect of large obstacles like houses in the patikaiTet al. [TMBO1] performed a
similar study to identify the effects of the physical modejl on the measured performance of
the AODV and DSR routing protocol in a MANET simulation. Theyeasured metrics like the
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packet delivery ratio, end-to-end delay, and managemesrhead of the protocols for different
physical models. Their results clearly show that the proitobehave better if we use simplified
models, i.e. if we ignore signal fading, noise, or the ovathef the MAC framing.

In [PJL0O2] Pawlikowski et al. highlight another serious smuof problems. Many researchers
(not limited to communication networks) that are using bastic discrete-event simulations
seam to ignore the functional basics of such simulations ilgnadow randomnesss mod-
elled. Network simulations include random events at maaggs, starting with random back-
off timers and ending with random motions of nodes in a nekwdihe authors emphasis that
a simulation-based evaluation does not only requires tiol lawwvalid model but also to use it in
a valid simulation experiment. This includes an approprigge of random-number sources and
analysis of the simulation data output. As we heavily relyrandom number generators, an
improper use will very likely falsify the simulation ressiltA basic principle of such simulations
is that we can use a single simulation run only to perform ational check of a communication
protocol. We cannot derive statistical significant restridgn it. To do this we have to apply a
method calledndependent replicationsThis means that we have to run the simulation several
times with independent random-number sequences. As alg@da minimum number of 30
replications is considered sufficient for most network datians to receive significant results.
The authors also conducted a survey of 2246 papers publisited Proceedings of the IEEE
INFOCOM, the IEEE Transactions on Communications, the |AEB Transactions on Net-
working, and the Performance Evaluation Journal. The suskiewed that more than 50% of all
papers presented results based on stochastic simulatibasdund 75% of them seamed not to
be concerned with the random nature of the results obtanoedtheir simulations.

A last (but less representative) example for how less matwark researchers seam to care
about propagation models can be found on the ns-2 usersngndigt. A common question
asked is how to setup the transmission range of wirelessonketslevices. This shows that this
value is often improperly treated as a property of the trattemand not as a result of the radio
propagation and the interaction of transmitter, recemed the medium.

As mentioned before, there are six axioms commonly usedtimark research:

1. The world is flat.
. Aradio’s transmission area is circular.

. All radios have equal range.

2

3

4. If I can hear you, you can hear me.

5. If I can hear you at all, I can hear you perfectly.
6

. Signal strength is a simple function of distance.

The assumption of a flat world has already been discussediios@.2 because it is a require-
ment to use the model of an isotropic antennato calculatgigin@l propagation. The assumption
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of a flat world is valid under the following conditions: we leea flat terrain and the network ex-
tends not to far. Otherwise we are subject to the earth aueathe directional antenna gain,
or additional ground reflections. Just as an example for #nth eurvature — if we place two
antennas each 1m above ground we get a maximum distance legthline of sight of 5km.
This is much more than the usual transmission or interfereacge. So we have a flat terrain or
nodes on the same floor inside a building, we can assume a ftlat fsoa MANET simulation.
But to be generic we should not rely on it.

The second axiom is that we have a circular transmission dieia is what all distance-based
propagation models in combination with an isotropic anéetetl us. But as we showed in section
B4 already the antenna of a ordinary WLAN card behavegtataly different. The results
from the ray-tracing based propagation model [IS05] disedsn sectiof 412 clearly show that
this is not valid if we consider obstacles — something eveeyoan easily experience just by
walking around with a laptop inside a building. As a resulteamnot and should not assume a
circular transmission area.

The third axiom, that all radios have an equal range, is oaligl\f we use comparable hardware.
The transmitters used in current available WLAN devicesjaiiee equal. But the antennas used
in laptops, PDAs, and access points significantly differgéiber with the awareness that the
second axiom is invalid we can conclude that we should ngtoela transmitter determined
range. For a simulation we have to consider the heterogeofkihe used hardware (if we have
no concrete knowledge) in a more general way. As we haverdiftgparameters that influence
the propagation range, we can add the antenna heterogémeitgm by either increasing the
random signal variance or by choosing node configuratisasgmitter and antenna parameters)
randomly from a set a predefined profiles.

The assumption given in the forth axiom that we have symmiktiks has been discussed already
in sectionfZ318. There we saw that symmetric links are visiyl if the propagation model
does not include a random component. But even than we carsgeinaetric links because of
collisions. So we cannot rely on the symmetry axiom. Fietdsés. section 71 for an example)
support this theoretical result.

The fifth axiom tells that we have an all-or-nothing receivelqability. We already investigated
this in sectior.4.3]13 arld4.4. The results show that thismapian is completely wrong and it
is easy to experience this problem in the everyday life. Asrssequence we have to cope with
gradual link qualities (loss rates) that additional arey\iiely to change dynamically.

The last axiom tells that the signal strength is a simple tionaf the distance between sender
and receiver. We already discussed that this is only trueiflavnot have to consider obstacles,
reflection, refraction, multi-path propagation, and so @fe also saw that we can approximate
the effect of different environmental distortions using #inadowing model and dynamic changes
in the environment using the random signal variance inadudé¢he model.

For this work we have to consider the following facts:

» we are able to reproduce a lot of effects in a simulation htitaut a cross-check we cannot
be sure if we simulated something useful,
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 the shadowing propagation model can be used to reproduimsaeffects for a specific
type of environment but can not be used to calculate the kgoaagation in a specific
environment,

* communication links can be asymmetric, e.g. have differeceive probabilities in both
directions (especially if they have a low quality),

» communication links have a gradual loss probability thatéases with the distance,
» we can have variable transmission ranges between anyfpades,

« distance and signal strength/quality are not stronglyetated and cannot be used to cal-
culate one out of the other,

» we do not have circular coverage areas,

» we can only trust a measured connectivity.

4.6. Testing and Evaluation of Applications in Wireless
Networks

An essential element in the development cycle of every softywroduct and hence for a commu-
nication protocol and its implementation is the testing awaluation phase. It will show if the
implementation functions as specified and if the protocoVjtes the intended properties. The
most important thing that we have seen in the previous sectsthat a WLAN and the different
effects experienced in a real-world environment can be iexiésimulated) quite accurate. But
we are not able to simulate the actual behavior in a concreieomment and can not live without
real-world experiments.

The major problem with real-world experiments is that we rastly unable to perform full-
scale test because of hardware and personal resourceasotsstiSometimes they are not even
possible because the required hardware is not availabtagttoment (e.g. still under develop-
ment). So we need to combine different test methods to gedtgpssible coverage of the target
environment. We will use real-world experiments to perfamall-scale tests and to test basic
components of the system. This is supplemented by simoHlsed experiments to test the
system under various, sometimes uncommon, extreme consliéind to perform full-scale ex-
periments. If we manage to reproduce the results of a redl-sgae experiment in a simulation
we are able to get a good approximation of the properties oll-s¢ale system.

Most academic projects that develop new communicatioropod$, especially for wireless net-
works, share the same problem — they lack a practical evatuaf their protocols. The main
reasons for this are often the same — the lack of hardware @main resources to perform ex-
periments of adequate scale. So most academic developesmslation as the only source
for measurements of the behavior of a protocol. From an ac&dgoint of view this can be
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sufficient (depending on the simulation methodology) butlie acceptance in practice it is not.
Furthermore not only the plain numbers of the network progetike end-to-end delay, band-
width utilization, etc. are important. For an end-user tlestimportant question to be answered
is, how the applications he is using will perform on a netwahkth other words, what his usage
experience will be like — will the application run smoothly glow with long response times.
The negative side-effect of the limited testing possileitis that promising developments do
not find their way into practice and so do not get the chanceatura which slows down the
technological progress.

In this section we will therefore discuss different teclugg that can be used to measure the plain
performance metrics as well as to test the user experienae afbitrary application communi-
cating on the network.

The testing and evaluation includes the following compasten

a set of formal or informal assumptions about the enviramme
* the protocol specification,

* one or more protocol implementations,

the test setup or simulation environment,

the test applications,

» and metrics that define the properties of the protocol.

Functional test

The first step of the testing is a functional test, i.e. we ifeffte implementation is executable
in the test environment and if it includes obvious implenaéioh errors. This point should not
be underestimated — common implementation mistakes liksing variable initializations, im-
proper memory addressing, improper type conversionstgusame a few, can cause any kind
of strange protocol behavior. If we use both real-world antbgation experiments we need an
implementation for each of the test environments. We anlthily need a way to prove that all
implementations work equivalent. Otherwise we will hardyable to compare the results ob-
tained from the different implementations or even to usestimlation results to extrapolate the
results in the real-world. Secti@n®.2 presents GEA, a tbitghbility layer that allows to develop
event-based applications and protocols that can be useddified in either environment. This
solves the equivalence problem of multiple concurrent en@ntations. We will not discuss the
problem of implementation errors as it is a common problemef@ry software development.
But we will show an interesting by-product that can be usedsband debug distributed software
implemented using GEA on a single host.
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Protocol testing and performance evaluation

If we assured the principle operability we have to test if gnetocol implementation works

as specified. In the next step we have to measure its perfeenaith respect to some pre-
defined performance metrics. This is mainly done using netwonulation complemented by
some real-world experiments. To test single componentseatdres synthetic applications like
traffic generator are commonly used instead of real appbicatiike a web browser or a video
conference system. There are two reasons for this decibiost, traffic generators are able to
create arbitrary traffic patterns. And second, traffic gaetwgs are commonly available inside
a simulation environment whereas other applications ate hothe context as this work all

simulations are done using the network simulator ris-Z2 |h&2Isectiod 4712 for detail).

Application testing

As said before, users are more interested in the actual lmehafvan application than in the
plain performance numbers mostly gained by measuring stiotapplications. For a small-
scale network it is often possible to test an application lfieaenvironment. But this way it
is almost impossible to test an actual application in a $alde network or in a network that
operates in an environment that is not accessible for theldeers. Here a possible solution
is to use network emulation (real-time network simulatithgt integrates real applications with
a network existing only inside a simulation. Section 4.7#&spnts a solution that bases on an
improved version of the ns-2. Network emulation provideg@osd solution to the problem of
concurrent implementations but has a limited scalability.

Test methodology

We can summarize that we need to include real applicatido®ur testing, that we have to avoid
separated implementations for testing and deploymentjfatdve need simulation at least to
test for scalability. Cavin et al_.[CSS02] presented a camspa of different network simulators
with an actual test-bed. Their results showed a significargrgence from the results obtained
from the test-bed. So they concluded that network simuidtgks the credibility to be used
for serious protocol development. A look on the used sinutaparameters, mainly the use
of the free-space propagation, shows that they better dhmaime the simulation setup for the
bad results. But apart from this misinterpretation of theuhes their work clearly showed that a
simulation without a careful simulation setup and at leasbas-checking of the basic elements
of the system very likely leads to totally flawed simulatiesults.

As a consequence we propose the following methodology teesuobst problems:

1. Use simulation for small- and large-scale testing ofaasinetwork topologies. Com-
plement the simulation with real-world experiments (witle targest scale possible) and
compare with the same setup inside the simulation to vergysimulation results. Extrap-
olate the real-world results of a large-scale setup fronsiimailation.
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2. Use a unified, event-based implementation to preventuragrat implementations and the
need to proof their equivalence.

3. Use network emulation to connect legacy applicationt wisimulated network and an
interface-bridge (s. sectidn$.6) to connect the appbeatiith the deployment version of
the protocol. For newly developed application, check ifytkan be implemented in an
event-based manner to be integrated directly with the implgation of the communica-
tion system.

This methodology cannot solve the following problems: Iin@ an replacement for a full-
scale test of the whole system in the real world. It only pdegi an approximation with some
uncertainty. This uncertainty has to be minimized by a mecomparison of some small-scale
real-world experiments with comparable simulation setlipsso does not completely removes
the need to proof an equivalent behavior of two implemeaoiatbut it reduces it to the event-
based runtime system (s. sectlonl 6.2 for detail) that isegslim and shared by all possible
implementations. This eases this problem significantly.

4.7. Network Simulation and Emulation

In this section we will take a look onto the principles of netiw simulation and the difference
between simulation and emulation.

4.7.1. Definitions

A simulationis an imitation of some real device or state of affairs. Satioh at-
tempts to represent certain features of the behavior of aiphlyor abstract system
by the behavior of another system. [Wikipedia]

Simulation is a widely used technique to examine systemgamtkesses that are hard or impos-
sible to observe. Systems can be hard to observe becausehiduege their state very fast (i.e.

some chemical reactions) or very slow (i.e. the evolutiogalfxies). So a simulation is used

to change the time scale of such a process. Simulation isugksth to perform experiments that
are otherwise impossible in reality. This can be becauseeitiher to dangerous to carry out an
experiment or because it would require an unreasonabledfigtt.

In the context of this thesis we use simulation as a techrtigegperiment with communication
networks that are hard to realize because of various reagandistinguish those experiments
from other possible meanings of the term simulation we \eifiér to it asnetwork simulation

We definenetwork simulatioras a technique where entities of a real network, such as nodes
routers, switches, links, are modeled by simulation coneptsithat imitate the behavior of there
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real-world counterparts, i.e. produce the same sequerstatefchanges when provided with the
same input data.

When we speak of network simulation we require that it inesathe internal behavior of the
simulated network entities as close as possible. We do nkéraay assumptions about how
many time is consumes to compute the sequence of state chaAgespecial case where we
require a special timing behavior isétwork emulation

An emulator in the most general sense, duplicates (provide an emnlafiothe
functions of one system with a different system, so that de®sd system appears
to behave like the first system. [Wikipedia]

In the field of simulation, emulation is often referred tor@al-time simulation

We definereal-time simulationas a modeling technique where components of the simulation
(simulator objects) reproduce a timing behavior similaequal to the timing behavior of the
simulated targets (simulated entities).

The major difference between simulation and emulation a we do not require an emulator
to precisely model and reproduce the state of the deviceamegs the we simulate, only its
behavior observed at a defined interface.

We definenetwork emulatioms a technique to reproduce the functional properties cfities
of a network and the timing behavior observed at the networériaces of the nodes of the
network.

In practise this means that we strive to replace an arbjtragt network with an emulation of
it, so that applications communicating over the network ioéeract with the emulation exactly
the same way they would with the real network. One importaatgguisite for a simulation
system in order to become an emulator is that it does not eplisoduces the timing behavior of
the network, it also has to deliver the data the same way,ghlenetwork would. That means
that the emulator has to carry the whole payload of a paclkeadditionally has to perform any
modification on the network packet headers that would happtre real network.

4.7.2. The Network Simulator ns-2

The network simulator ns-21ns2b] is a widely used simul&dovarious kinds of communication
networks. Itis a discrete-event simulator that usuallysw@seiscrete-time model but also supports
continuous-time models. NS-2 was originally developed a$ pf the NFS/DARPA founded
Virtual InterNetworking Testbe{VINT) project. It is a successor of the REAL{rea] network
simulator that has been developed at Cornell Universitil 4807. The simulator is developed
as an open-source project and freely available, the masoreahy it became a defacto-standard
in the network research community. During the last sevegaly a large number of volunteers
has contributed improvements, extensions, and helpes todhe ns-2 project. Since 2005 the
project has changed into a community controlled open soprgject [nsZ2k]. The source code
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(about 400.000 lines of code without external contribugjois now licenced under the GPL
[Ere91].

ns-2 provides a wide range of simulation models for diffettechnologies and protocols for
wired, wireless, and optical transmission systems, rguytitotocols, and some application mod-
els. Overall, a clear focus on the lower network layers casdem. So it fits very well for the
simulation needs in this work.

There are other network simulators, most notable OPNETGUFTI/Modeller [itg], a commercial
simulator mainly targeted for the enterprise market anccéepecially focused on the simula-
tion of higher protocol layers and applications. Of causeiiports a wide range of technologies
and protocols on the lower layers. Other well known simuktre GloMoSIim[[ZBGY4, ead9]
and OMNeT++[[VarOR[ Var(1] that can be used for MANET simiglat Only little data exists
that compares the different systems with each other. At easthe most widely used (ns-
2 and OPNET) there are some studies [LPE#) [Mal04] that compare their performance for
several network types, the design and usability. They cmlecthat both produce almost equiva-
lent results that match the result gained from test-bedrexpats, although they have different
weaknesses simulating certain protocol aspects.

4.7.3. Network Emulation with ns-2

Real-time simulation is a modeling technique where comptsgsimulator objects) reproduce
a timing behavior similar or equal to the timing behavior bé tsimulated targets (simulated
entities). During the development of an application it rat#s with the simulated environment
in the same way it would interact with a real one. This allowtest it in different environments
with relatively small effort before.

Network emulation systems have been used for many yearsnjilga are EmMuNET (first ver-
sion) [Men97], DummyNe{[Riz97], x-Sinl [BP9Y6], the hitboggudo-device [DLY95], and Nist-
NET [CS03]. These are all systems that do not emulate theigadysoperties of the communi-
cation but instead reproduce effects like packet delaydexong, jitter, bandwidth limitation on
a statistical basis which is sufficient for many tasks, esfigdfor the emulation of wired net-
works. For MANET simulations these systems are not suffici8gpstems that target the area of
mobile communication are the newly developed EmuNET [KEHM#hd Seawind [KGMQ1]
primarily designed for GPRS networks, as well as MarNET piemarily addresses the problems
of mobility management and client integration [EEMS04]shibuld be noted that the MarNET
emulation environment is also part of the special focus EWSPP1140 to which the results
of this work belong. It will be integrated with the emulatisolution presented in the follow-
ing that primarily addresses the problem of an exact enwdaif the properties of the wireless
communication.

The network simulator ns-2 already provideseamulationfeature [Fal99], i.e. the ability to

introduce the simulator into a live network using a soft +i@le scheduler which tries to tie the
event execution within the simulator with the real-time.isTfeature has not widely been used
and maintained for years because it was intended for wirrdank research where more efficient
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solutions are available. It gained new interest in receaty&r wireless network research but
proved to be unsuitable. The main reason is that event eraatdan hardly be tied to real-time
without deviation. There are several factors that incréhsedeviation. First, if the execution
of an event takes longer than the corresponding action imgleworld. This often happens
in the simulation of hardware devices or physical media erogs. Second, by the nature of
network simulation, the simulator has to execute multipengs at different nodes at tlsame
time. This can hardly be achieved even with a distribute@ mersion [REA99]. So they have
to be serialized. And third, the simulator heavily intesawith the operating system during the
execution of events which causes unpredictable additidelays. So, normally the scheduler
executes events with a delay from the real-time which isiaf@specially for the performance
and behavior of wireless network protocols. The followingmple will illustrate this.

Consider a RTS/CTS frame-exchange sequence in the IEEEBp&tocol [[ns9P]. At the be-
ginning atransmitevent at the initiating node starts a transmission timerekithis timer expires
and still a CTS frame has not been received, the node corxthdethe RTS/CTS exchange has
failed. However, due to delays in the event execution duthirgexchange, the node receives the
CTS frame after the timer has expired, even if no transmissioors have occurred.

We see that the timing of the event-processing becomes antedsomponent of an emulation.

But this is only one component of an emulator. The second meajmponent is the integration

of legacy applications with the simulator engine. The deped emulation environment consists
of an improved version of the ns-2 simulator core combinetth &ispecial network setup that
can integrate native clients running inside unmodified afpeg systems either using a virtual
machine (e.g. UML[[cifc]) or on separated hosts. Fidqureldi@dicts the principle setup.

The modifications of the ns-2 include a number of performadegancements to increase the
overall event throughput but more important architectaratlifications and a modified handling
of time in the simulation models. A detailed description loé imodifications can be found in
[MI04c, IMIO5] and an in-deep explanation of the practicaligen [MI040,[MI0Za].

4.7.4. Simulation Model Setup

Based on the discussions and observations in the previatisrsg this section will detail the
simulation environment used for all simulation-based expents throughout this thesis. The
main goal of this section is to define a simulation setup thaisi close to a real-world setup as
possible. This means that the simulation has to producdfatite that can be observed in the
real world. It furthermore should allow to adjust a simwatito a specific hardware setup to
mimic the transmission and propagation properties of tled bsrdware — if known. This allows
to cross-check simulation results with real experimeniatoease the confidence in the results
gained from a simulation.

We already discussed that the shadowing propagation metie ionly one that suits our needs
and is applicable even with little knowledge about the emwinent. If we need to include the
effect of large obstacles in the simulation, ns-2 providesx@ended shadowing model that uses
a 2D ground view to determine obstacles between transnantigtireceiver. Two open problems
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Figure 4.24.: Network emulation setup

remain. The first is to setup the parameter of the shadowiogggation model based on real-
world measurements, and second to model the near-rangetpasg.

All simulation are done using the network simulator ng-2hijsversion 2.28 including the real-
time improvements developed together with Svilen Ivamse[iMI04¢[ MIO%]. AppendiX’All
lists the full set of simulation parameters. The most imgarparameters will be discussed in
the following and we will investigate their effect on theutts of the interference experiment. In
the opposite direction this knowledge helps to setup a sitionl based on the results measured
in a real-world environment.

The most important parameters are the transceiver prepentid the parameters of the propaga-
tion model. The parameters and their variable names ins&lag-2 are listed in table4.6. The
transmitter power is often reported by the WLAN device. Tbmial values for the carrier sense
threshold and the receiver threshold are usually unknowsoime cases (4._[CiS05, 3Cb04] for
example) the receiver threshold and rarely the carrieresdmgshold can be found in the data
sheets of the device manufacturer. The receiver threshalifen denoted agceiver sensitivity

At first we will investigate the influence of different valués the carrier sense and receiver
thresholds. All following experiments use the values frovainterference experiment explained
in section[Z413 as a starting point. Figlire #.25 depictsésalts from the interference with
different carrier sense to receiver threshold ratios. imgbries of experiments we set the param-
eters of the shadowing model to 3.6 for the path loss expaarehiddB for the standard signal
variance. We set the receiver threshold to -94dBm and varyc#nrier sense threshold from
-110dBm to -94dBm. We see that the shape of the chart is simikll cases. With a growing
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Variable name | Description

Pt transmitter power

CSThresh carrier sense threshold

RXThresh receive threshold

pathlossExp Path attenuation exponent

std.db_ standard distributed signal variance

Table 4.6.: Important ns-2 simulation parameters

difference between both thresholds the interferencetedleo grows. That means that the range
in which a node is blocked from transmitting by the physicatier sense but cannot receive the
transmission of the other node increases — visible as thinwitthe range with decreased rela-
tive bandwidth. The starting distance of this effect is ¢ansin all cases but the distance where
we find the minimum relative bandwidth increases with theshold difference. The minimum
relative bandwidth value decreases with an increasingliold difference. But the minimum
will not drop below 50%. The reason is obvious, even if we hawenfinite carrier sense and
nearly zero transmission range, the 802.11 MAC layer wiluga a fair bandwidth sharing be-
tween the two nodes, but one node will not see packets frorottier one. That means that we
will measure a relative bandwidth utilization of 50%.

Interference simulation using shadowing model (3.6,4)
100 T T T T

40 | 4

Relative overall bandwidth [%]

20 -
RXTresh=-94dBm, CSThresh=-110dBm
RXTresh=-94dBm, CSThresh=-106dBm -------
RXTresh=-94dBm, CSThresh=-102dBm --------
RXTresh=-94dBm, CSThresh=-98dBm
RXTreshI=-94dBm, CSThreskllz-94dBm ——————
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0 200 400 600 800 1000

Node distance [m]

Figure 4.25.: Interference experiment with varying carsense to receive thresholds
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The second series of simulations varies both thresholdseatame time and keeps their differ-
ence and all other parameters constant. Usually theséthidssare fixed in a present hardware.
But changing the thresholds and keeping their differencestamt is equivalent to changing the
antenna gain, e.g. by replacing the antenna with a diffeseat Figurd-4.26 shows the results
from these simulations. We see that higher thresholdstresamaller transmission and inter-
ference ranges. As a consequence the range at which theedlahdwidth utilization starts
to decrease grows with smaller thresholds. The same holdedaange where the bandwidth
utilization reaches a minimum. The minimum value is notette by the chosen thresholds.

Interference simulation using shadowing model (3.6,4)
100 T T T T

Relative overall bandwidth [%]
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RXTreshI=-84dBm, CSThresrllz-94dBm -
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Node distance [m]

Figure 4.26.: Interference experiment with constant eagénse to receive thresholds

The third series of simulations investigates the influerfice@parameter for the signal variance.
The thresholds are set to -104dBm for the carrier sense auB for the receiver. All other
parameters are not modified. For the signal variance we ehadees from 0dB to 10dB. From
the results shown in figute 427 we notice that this paranadseraffects the ranges at which the
bandwidth utilization starts to decrease, where we haveninenum utilization, as well as the
minimum value itself. But we notice two special points that@an use to calibrate the simulation
parameters based on real measurements. All charts intergeo points left and right from the
minimum. The left intersection (with the lower range) is thest interesting point because it lies
exactly in the middle between the minimum and the point wiieeebandwidth utilization starts
to decrease. That this point is not just a coincidence carxpkaieed with equatioi’4l8. The
propagation model includes a standard distributed randemmale. The mean value is constant
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regardless of the chosen parameter for the signal variaheghwesults in an equal number of
events with a transmission range of the intersection point.

Interference simulation using shadowing model (3.6, x)
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Signal variance 6dB e
Signal variance 8dB ----:-
Signal varialnce 10dB -----:-
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Node distance [m]

Figure 4.27.: Interference experiment with varying sigraiance

The last series of simulations investigates the influendbepathloss exponent parameter. Fig-
ure[4.28 depicts the results from this series. We see thaatidoss exponent affects the range
where the bandwidth utilization starts to decrease as weh@range where it reaches the mini-
mum. But it has no affect on the minimum value of the relatigadwidth utilization.

The previous observations showed that the simulation cdinéd-tuned in several ways. But
there is no exact solution to choose the parameters based actueal measurement. The main
reason is that all parameters have an effect on most of tiifisant points in the chart and so
create some ambiguities. But with the help of informatioawhihe actual setup we can resolve
them. If we know the environment type, we can restrict thgeaof possible values for the path
loss exponent. If we have access to the specification of teé WALAN cards we can fix the
power thresholds.

In sectiof 4.4 we saw that even in the direct neighborhdadtmnsmitter we can experience
packet loss — although the loss rate is very low. This effanhot be modelled by the shadowing
model so we have to add it on-top. To do this we use the simglatality to drop packets based
on a separated error model. NS-2 allows to apply an arbigengyr model to each transmitter
and receiver. Dropping a packet at the transmitter is a battelbecause there is no reason why
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Interference simulation using shadowing model (x, 4)
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Figure 4.28.: Interference experiment with varying pasklexponent

a packet should not reach all transceivers within transonsange. Additionally, each packet
dropped at a transmitter would not occupy the wireless oblaand so falsify the bandwidth

usage. Appendik’All shows the source code to add an errorliwtecreates a uniformly

distributed packet loss with an adjustable loss rate. Aawmmfdistribution has been chosen
because we can only determine a statistical mean value dnldenconcrete distribution.

4.7.5. Practical Problems

In theory there is no difference between theory and practinegoractice there is.
[Lawrence Peter “Yogi” Berra]

Limited transmission range and interference are not thg solirces of message loss and dis-
connected nodes in practice. There are more things thataggreh and should be mentioned in
the following. From a pure academic point of view these peots are irrelevant but in practice
one has to be aware of them and consider them in an produgstens.

The most serious problem is the implementation of the ad hmaenm current WLAN cards. If
a card is switched to the ad hoc mode it should start to sentl bewcons to announce itself
to other cards. The beacon contain€dlID, a unique identifier for the ad hoc network, and
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the service set identifier (SSID). If two nodes with the sarfB88meet, they should agree on a
single CelllD (merge). Here the problems start — some caodsad start to send beacons and
fall back to the managed (access point) mode, some are rotgnib merge their CelllDs, some
periodically choose a new CelllD if they do not received oroat other hosts at startup which
can confuse other nodes that try to merge. These problenadlyusause the network to break
apart.

In practice we experienced a wide range of other strangetlyrdréver related problems with
current WLAN cards. Just to name a few examples — some dneset the card under heavy
load, some silently drop packets for unknown reasons, seae €nd non standard compliant
frames.
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5. Providing QoS for
Publish/Subscribe Communication

In this chapter a publish/subscribe communication systdhwe developed that provides end-
to-end quality of service guarantees. The chapter stattsandefinition of the intended system,
its abilities and limitations, and the assumptions thatnehmade about the operation environ-
ment. This is followed by a discussion of the basic functidmacks that are required to provide
publish/subscribe communication. The chapter continu#s avdiscussion of the fundamental
problems that have to be solved to provide quality of serince MANET with a special focus
on the problem of bandwidth sharing and management on thedess medium. This problem
discussion is based on the studies and results given ineti@pt

5.1. Objectives

In sectionlZP we saw several possible P/S models. Not akaueally well suited to provide
QoS guarantees. A basic principle is that we need a kind @fraétism and computability to
enforce the quality guarantees we give to an applicatiomithahally not all QoS properties are
equally easy to enforce, some are conflictive. For exampdecamnot strive for high reliability
and throughput at the same time. Reliability usually reggisome kind of redundancy which
decreases the capacity of the communication channel. ohhs been a tradeoff between them
— the more reliability we require, the less bandwidth we déero

5.1.1. Publish/Subscribe Communication

But first we have to decide for one of the P/S models. A suljjased P/S system, sometimes
also referred to afirst generatiorP/S system, provides less flexibility in terms of the al@btto
select interesting events compared to a content-base@B(&réferred to asecond generation
P/S system). An increased flexibility of course results inremeased uncertainty about which
events are to be delivered to which subscribers. If we alloly one subject to be assigned to
each event, all events created by a publisher have to besdativo the same set of subscribers.
This set will only change if subscribers on the subject entdeave the system. So we get a
comparatively static relationship between publishersarkcribers. All other P/S models are
more flexible and hence more dynamic. So the subject-basdBdel will we chosen. This
seems to be a very serious limitation of the P/S communiecattbeme, but only in the first place.
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We will not sacrifice the flexibility and expressiveness ofiarérchical subject-based or even
content-based P/S system to provide QoS guarantees. Wenljlisacrifice the optimization
potential in terms of the overall network traffic of those ratsd This statement will be explained
in more detail in the following.

First we have to discuss how we can map a hierarchical subgseid or content-based P/S to
a simple subject-based P/S system. And second, what oveviantroduce by such a map-
ping. The basic principle for the mapping of a complex to thsib P/S system is to aggregate
subscriptions on a single subject and perform the fine-gdafiitering locally on the receiving
node before passing the events to the subscriber. For adharal subject-based P/S system
this mapping is straight forward — we only regard the topeleubject in the event service and
filter the sub-level subjects at the destination (as in the/A&AW system [MCO2]). For a content-
based P/S there is no such trivial mapping. We need to aggreghascriptions — how this can
be done, highly depends on the actual subscription meaharitsr systems using for instance
XPath-based [W3C99, W3CD3] subscriptions like XNet [CHGUrh an aggregation is done at
run-time. But for a mapping to a simple subject-based P/&Bysve need a static aggregation,
i.e. a function that transforms content-based subscrptito a subject, or a distributed service
that performs this aggregation. If we use a key-value-paictured content we can disregard the
value part from a subscription and use the key as the sulfjec last resort, e.g. for systems us-
ing binary predicate objects, we can map all subscriptionis¢ same object, those transforming
the P/S system into a broadcast overlay network betweemnilighers and subscribers.

A more flexible P/S model not only provides a more fine-graieeeht filter mechanism, for the
system it allows for more traffic optimization. If a subsenilzan select events in a more specific
way, the event service probably has to forward less evehige Imap a complex subscription
scheme to a simple subject-based and perform a fine-graitexthfy at the destination, we ob-
viously waste bandwidth on the network — every event thatbvag discarded at the destination
has been transmitted unnecessarily. In the contrary sudpt@mization does not come at zero
costs. In order to filter events closer to the source we needrtomunicate subscriptions back-
ward in the network, e.g. to update the aggregated filtersgatle distribution path. How this
is actually done depends on the concrete system, but it imo$that it has to be done. This
means that the overhead for the mapping from a complex toitinges subscription scheme is
smaller as thought in the first place. Another aspect shoalchbntioned at this point. So far
we only looked at the network traffic. But the processing adrés on intermediate nodes also
requires processing power. This is especially true if wes@®er a content-based P/S system. For
example, if we encode events as XML documents and use XRaibdlsubscriptions, we have
to perform XML processing on each node. This obviously rexgimore computing power than
a simple subject matching. There is little information abthe actual computation overhead
of the event matching. An example can be found an the XMLBlasiebsite [[Ruf00]. They
measured a throughput of 672 messages per second on a 600 FWBizSoch a CPU seams
quite slow compared to current desktop CPUs but is stilefatstan most mobile CPUs. So this
event throughput is smaller than the possible number of agessa mobile device can receive
per second which makes it unsuitable for such devices. We taeonsider the processing
time for another reason — more processing time also incsdasedelay of events transmitted
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over multiple hops — something we have to be very carefully we are going to provide QoS
guarantees.

We can conclude that the decision for a subject-based Pt&nsydoes not expel complex sub-
scription schemes — we can map every complex subscriptioense, more or less efficient, to
a simple subject-based P/S system. By doing this we ackulgel¢hat we potentially waste
bandwidth on the network. At the same time we significantlgrdase the processing overhead
on all nodes that have to perform event matching. By choasitmmplex subscription model we
would definitely waste scarce processing power and risedtiverlbounds for possible end-to-
end delays. That means we have to decide whether we accepsiblpdandwidth degradation
or a definite delay increase. Because the later would inbdstain delay-sensitive applications
like VOIP we have another argument to decide for the sulijased approach.

5.1.2. Quality of Service

In sectior 2]l we already defined some QoS properties that beuelevant for a P/S system. In
the following we will discuss the QoS properties that wiltudly be regarded in the developed
system and give reasons for the decisions made.

As a first group we havéatency bandwidth andjitter that relate to the timing of the event
delivery.

Latency is measured as the time from creating an event wstieception. The problem with
this measurement is that it requires synchronized clockallomodes. Such a synchronization
is possible up to some degree, but it requires additionalhconication. We therefore replace
latency byage In an ideal case, where we have synchronized clocks, thefageevent would
be the same as the latency. But this is something we cannghass$so we will measure the age
of an event in a distributed fashion (s. secfiad 5.7).

The end-to-end bandwidth that will be guaranteed by theegys$ specified on a packet base,
not as a byte per second value. A data stream is determinedl@s af packets each with a
maximum given size and interval. Individual packets of tleevfcan be smaller but not larger
than the specified size. The reason for not choosing a bytsgoend approach is that it would
produce an indeterministic number of packets. But such ercheistic flow of packets will be
needed to coordinate the bandwidth usage on the medium ¢sors&.%) and to detect QoS
violations.

Jitter will not explicitly be handled in the developed systdt is an implicit result of the traffic
flow definition. Each flow has a given period. The system wilaguntee that a packet will
arrive within this time period. So the jitter can become rasgér than twice the period time
without causing a QoS violation. The actual jitter can bellmébut this depends on the actual
implementation

The second group of QoS properties, that more relates to/@eafher then the network part,
includesreliability andpersistence
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Reliability is very difficult to enforce in an wireless commioation system. Here it will be han-
dled an a static basis. That means the system will allocateghpropriate amount of redundant
resources to increase the reliability. There will be no direliability QoS property that can
be controlled by an application. Instead an application @amrol how much overhead (e.g.
multiple transmissions) the system will spend or which $irf&.g. specified by a minimum link
quality) it will use to increase the reliability. Unnecessallocated resources will be used for
non-QoS communication but not for other communication V@t guarantees. The reason for
this is simple, non-QoS traffic can be skipped at any timeoutimotice. But if we dynamically
reallocate resources from one QoS stream to another we rokagesour initial promises later. If
there is optimization potential, the system will use it. Bus not guaranteed that it will spend
more resources to react to bad conditions. Because theoalgrstatistical or empirical relations
between the spend resources and the obtained reliabilityillveot speak of reliability guaran-
tees. But there is a guarantee associated with relialtiiegguarantee to detect violations of a
required reliability and to give a notification in time. Thian easily be done using traffic mon-
itors. Based on the flow specification they can count receivest, and delayed events. These
measurements are also required to detect other QoS viwasind so introduce no additional
overhead. The measurement results can be simply compattethwashold values (e.g. average
loss rate, burst loss count) to trigger a notification abtswiplation.

Finally, we have to discuss the persistence property. Insggems that do not provide QoS
guarantees for bandwidth, latency etc. it is a common featuassign events a lifetime and to
store the events for at least this time. If a subscriber jtiessystem during the lifetime of the
event, the P/S will deliver the event also to this new subgcriSuch a persistence does not make
much sense if we concurrently have a latency requiremergdohn event. The reason is that the
lifetime can only be as high as the maximum latency. If a subscjoins the system after the
event has been created its existence first has to be annatsrsgyscription has to handled and
then the event has to be forwarded to the subscriber. In nassiscthis requires to allocate a
route that supports the required QoS properties. All thiviies take some time, usually much
more than the actual event forwarding. So it is very likelgttve will not have enough time left
to successfully deliver the event to the subscriber. As aeguence we will not provide such
a persistence property in the system. Events will only beveledd to subscribers that already
have established a connection to the publisher. A node inghgork will only store an event to
forward it to a number of other nodes or during the time of aegapair.

5.2. Communication Environment Assumptions

In this section we will discuss the assumptions we make aeutnvironment in which we will
operate. These assumptions provide a basis for the disouskihe developed protocols. Some
are direct consequences of the observations made in thimpseshapter (s. sectidn 4.5 for a
summary).

What assumptions do we make about the communication emagot
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» Heterogeneity Mobile stations are equipped with heterogeneous travse(transmis-
sion power, thresholds), antennas, and system resourceg§sor, memaory).

* Interoperability All mobile stations use IEEE 802.11 compliant communimatievices.

 Link Quality: A uni-directional link between two nodes can have any qudloss proba-
bility) between 0%—100%.

» Asymmetrylf node A can receive information from node B, that does neamthat B can
receive information from node A.

» Cooperation All nodes run the same software stack and we do not have imadieodes,
i.e. nodes that deliberately violate the protocol spedifica

» Scalability The developed protocol is intended for networks up to 10fes.

* Node IdentificationNodes are identified by a fixed, uniqgue number that has tosgraex
locally.

Heterogeneity is a direct consequence of the applicatienas@s. As we assume a variety of
different devices (laptops, PDAs, ...) in an open environtwmee cannot make any assumptions
about the hardware like byte order, processing speedbililyeof the hardware and so on. But
what we require is that they run the same protocol stack inop@@tive manner. That means
that we require that all nodes use IEEE 802.11 compliant WidEMices and compatible ver-
sions of the P/S communication stack. Compatible does regssary means identical binaries
but we have to make sure that they all use the same messagatdorifhe cooperation is a
very important requirement because the developed prataeitil not focus on the problem of
malicious behavior. The protocol will handle all problerhattarise from the communication
medium (message loss, delays, reordering) but not probtansed by a deliberate misuse, e.g.
invalid modification of parameters in forwarded messagdse middleware will ensure that it
only generates valid messages but will not perform any nreasio check or enforce the in-
tegrity afterwards — this is out of scope. Cooperation is &by important to provide QoS. Just
as a quick counter-example. If we have one or more maliciodes that constantly pollute the
medium with uncontrolled messages we have little chancetimpn any bandwidth reservation.
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5.3. Protocol Layers

The publish/subscribe communication system can be divitedhree layers (s. figuie3.1).

Application

\l/

P/S Application Interface

P/S Management Protocg

P/S System

P/S Transport Protocol

N

Network Interface

Figure 5.1.: P/S System layers

The application interface defines how an application aesetise P/S communication system.
This includes the definition of the communication endpaiet, how an application can send or
receive events, the method to specify the content of an gasmwell as the method to express
interest in events and the associated QoS requirementsndin@gement protocol describes how
the system handles publishers, subscribers and their rjpiises. As we are going to provide
QoS guarantees the management protocol is also respotwsiideform the necessary resource
allocation and admission control. Finally, at the lowesklethe transport protocol describes
how an event is delivered from a publisher to all interestdassribers. The transport protocol
is responsible to enforce the quality of service guarantee$e following we will take a closer
look on an abstract version of a P/S system to explain thelipeities of the developed system
that are necessary to provide QoS guarantees. The conceeteanisms and implementations
will be discussed afterwards.

5.3.1. P/S Application Interface

To provide a publish/subscribe communication the appboanhterface at least needs to provide
primitives to send events, to express interest in certansy and to receive events. Additionally
we need to define how to describe the content of an event. d$ipbint we already discussed
with respect to the QoS constraints in seclion®.1.2. Thisaeowas made to use a subject-based
P/S system because of its comparable good predictabilitst fheans that we will describe the
content of an event by a flat subject. If necessary this carsbd to build a more fine-grained
P/S system on-top of it.

As predictability is a key element to provide QoS the appidccawill have a significant difference
to other P/S systems. To fulfill the P/S communication schiénsesufficient that a subscriber
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explicitly expresses its interest in various events antldhaublisher just creates an event. The
P/S middleware will route the events to the subscriberstareheir content. To deliver events
within a given time-bound it is necessary to know the routiedore the event is transmitted.
The reason is that we have to find a route that ensures a tineélyedy beforehand. Usually
this includes a reservation of some bandwidth along the. pattorder to allow the planning
and reservation of the routing path the application inte&rfilequires an explicit registration of a
publisher. So publishers and subscribers are treated the say. An application that wishes
to publish or to subscribe has first to register with the P/8dheware. This registration creates
a one-way communication end-point that is bound to the tmégson of events with a given
subject. For the middleware software, especially the P/Gag@ment protocol, this registration
allows to determine the sources and destinations and hbeagetessary delivery paths for all
events related to a certain subject before they are actor@gted. Other P/S systems (s. section
B2) like SIENA and Elvin use an explicit publisher regisiva to filter events as close to the
publisher as possible.

After an application has successfully created a communpitand-point Publ i sher or Sub-
scri ber) it has to wait until it becomes active. This means that tlggsteation creates an
interface object and concurrently calls the middlewareaionect it to all necessary peers. This
can take some time. So the application will be notified wheas $letup process is finished.
Afterwards an application can start to publish events orstiigect. A subscribing application
does not need to listen for the activation notification beeatwill be notified about incoming
events anyway. If the middleware detects an error, e.g. kebroonnection or QoS violation,
it will send a notification to the application. If an appliat does not longer wants to publish
events or is not longer interested in a subject it has to ogshe interface object. This will
instruct to middleware to release the internal connectams corresponding resources. If a
communication end-point is not destroyed, e.g. becausappécation using it crashes, the
middleware will later destroy it because of buffer overronQoS violations. Figule .2 depicts
the whole life-cycle of a P/S communication end-point.
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Figure 5.2.: P/S communication end-pont lifecycle

The registrations of a publisher or a subscriber requiresgecification of &ubj ect object.
This object encapsulate the subject description and thesReSfication. We have to distinguish
between arnternal subject and aexternalsubject. An external subject is used by applications
to describe its interest or the events it creates. An exitsuigect can have multiple or even no
QoS specifications. This way a subscriber can specify @iffieQoS sets that would be sufficient.
This feature only makes sense if used together with diftempplication QoS requirements. As
an example, it makes virtually no sense to accept the sanme witl different maximum delays
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because the larger value would supersede the smaller oné rBakes a lot of sense if we can
select events containing e.g. audio data encoded in ditfevays. Than each maximum delay
would relate to the coding scheme used. An internal subgescthe name implies, is only used
internally to match and route events. In contrast to thereatesubjects an internal subject con-
tains only a single QoS specification. So, an internal stibgatbe seen as an instantiation of the
template provided by an external subject. The externakstibdditionally provides a conversion
between the external and internal representation of a sldfer the user or an application de-
veloper it is very convenient to be able to use human-readalidject descriptions, e.g. in XML
format. But for the system it is not. It is obvious that matghbetween strings takes a lot more
time than matching between e.g. integer numbers. A P/Srayidte XNet [CEO4b] that uses
XML throughout the whole system including the routing [CFG8/ent filtering [CEGR02], and
subscription management [CED4a] introduces high resaldeogands for the run-time system,
especially if we consider to use embedded devices with \estyicted resources. But even if we
provide sufficient resources we have the problem that thegsging of an arbitrary XML doc-
ument takes an unpredictable time — something that is netinsa friendly. Additionally, this
processing time adds to the end-to-end delay for the dglwean event which is very undesir-
able. To avoid such processing induced delays we will useamdreadable subject descriptions
only externally. Internally we will map them to simple nuneeidentifiers. This can easily be
done by applying a hash function to the subject descriptimh & binary storage of all QoS
parameters. As explained before, an internal subjectdedwnly one set of QoS parameters.

To supply events with different application QoS proper{eg. encodings) we have to solve
another problem. We need a way to distinguish them on bo#ssidihe reason is that a client
probably will needed different processing functions foemg with different application QoS

properties. Furthermore we need a way to avoid the creafiemased events. If there is no

subscriber for a subject, it makes little sense to createctteat in the first place — from an

efficiency point of view because the P/S system should dgthale details such as if there are
subscribers to a publisher. As a tradeoff we will hide theialclist of subscribers but disclose
the used QoS profiles to the publisher. For publishers thigt mmovide events with one set

of application QoS properties this will retain the origimaiblish/subscribe scheme. If it uses
multiple profiles it assigns them to individual event flowsttlare multiplexed at the receiver
side. The received event is augmented with the event flowtifderso that the subscriber can
distinguish them. Subscribers that are not interestedfiardnt application QoS properties can
safely ignore this extra information.

5.3.2. P/S Management Protocol

The P/S management protocol is responsible to intercorthegqiublishers and subscribers reg-
istered by the applications. To do so it has to perform thiedohg tasks:

» Search for matching publishers and subscribers

* Allocate routes between publishers and subscribers tead@vents with QoS
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» Monitor route usage for broken links

» Monitor end-points to determine dead publishers or suibss

As explained before, we need to find and allocated routes albipublishers to all matching
subscribers to be able to give QoS guarantees. But beforam&art to create any routes we first
have to find the matching publishers or subscribers. As dtresuget a list of matching peers.
The next step is to find a route from each publisher to eachimmagfsubscriber, using a multicast
mechanism if available. When we have established thesesoume notify the publishers so
that they can start to transmit eventée(\Subscr i ber signal). In the following time we
have to monitor the established links for activity and Qo8ations. When we detect such a
QoS violation we need to notify the peers on both e@sSVi ol at i on message and signal).
Additionally we have to try a local error correction, thatluides a local route repair or alternative
packet forwarding schemes. If this local repair is not sasfiéd the publisher has to reestablish
the complete route. If a publisher quits (or dies) we havestease all routes originating at it.
Similar, if a subscriber quits we have to release all roudetthat are only used to deliver events
to it.

The search for matching peers is a distributed processuhatwithout any real-time constrains.
That means that it can take an arbitrary time to finish a seaftie concrete implementation
of the search process is explained in sediioh 5.4. The spaockss runs asynchronously. That
means we do not start a search process and wait until it ib fimstead we initiate the distributed
search process and react on each returning result. These@eal reasons for this decision.
First, because it is very difficult to define what “finished” ams for a distributed search. From a
global point of view a search would be complete and finishéugfinitiator received information
about all matches. From a nodes point of view it is imposgibbecide if the search is complete
if we have no a priori knowledge about the number of nodesemttwork. So we could define
a timeout and declare the search finished at this point. Theehas the problem to define the
timeout. If we define it too short we would miss some resuftg.i$ too long we slow down the
following protocol steps. Additionally we do not know hownlg it will take to search through
the whole network. Another reason to work asynchronouslizgas we can utilize this behavior
for announcements. If a new publisher enters the system icgaounce itself to all subscribers.
If a subscriber acts as soon as it receives an answer foraitshsea new publisher can just send
out an answer without being searched. Clients not intesteste drop this answer, all other have
an active search and will react by connecting to the new phéfi

For every result that we receive we try to build a route from$hbscriber to the publisher that
provides the requested QoS properties. This is subjecet@As transport protocol. If the route
is established successfully we start to monitor its agtiaitd healthiness. A route is defined to
be active if we regularly receive events that comply with@@S specification of the publisher.
This specification includes a value for the event period.ifS@e do not receive an event within
twice this time we are sure that there are missing eventshwhdicates a QoS violation. There
can be two reasons for this. First, the publisher has stofipeckate events without informing
the subscribers about this. Or second, we lost an event andleto the node, either because of
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a single transmission error or a link break. Each QoS viatas reported to the locally running
applications and the transport protocol. The transpottiood will then try to correct the error.
If it is not able to correct the error it will report back to theanagement protocol. This will than
notify the application and start to reinitiate the connacti.e. performs the same steps it would
for a new publisher.

The second part of the monitoring controls the activity @& épplication. A publisher that does
not create events as specified in its QoS specification caotsdered dead. That means, if
we do not get an event from an application registered as daghaolon the local node within
twice the time of the specified event interval we can be suakttte publisher missed to create
an event. If we miss a specified number of consecutive evemtsaume that the application has
finished without performing a de-registration. In this casenotify the connected subscribers
and intermediate nodes that the publisher has finished.

5.3.3. P/S Transport Protocol

The P/S transport protocol is the most important part of tfstesn because it has to ensure the
compliance with QoS guarantees. Only if the lowest layebls to provide QoS guarantees we
can gives these guarantees to higher layers and the appicain top.

The main task of the transport protocol is to provide the érdhyers with a kind of multicast
tree that is able to deliver events from one publisher totaltonnected subscribers. This task
can be divided into the following subtasks:

* Manage medium access and bandwidth allocation on the gddysedium,
 enforce bandwidth limits on all nodes,

» multiplex QoS and best-effort traffic,

« establish uni-directional routes between two given nadasprovide a certain QoS,

* build a multicast tree out of the point-to-point links thebvides end-to-end QoS proper-
ties,

 provide multicast packet routing,

* monitor routes for activity and QoS compliance,

» monitor neighborhood for local route repairs / optimioati
* monitor neighborhood for link quality,

 provide network broadcast optimized for reliability,

» perform node / low level service discovery on the network.
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The wireless medium is a shared medium and we have to coh&@ldcess to it. Only this way
we are able to give any QoS guarantees. All stations haventohelsame protocol stack and
to behave cooperatively. So the first step is to control thdiume access and to implement a
coordination scheme among stations that share the meditine isame region. We will solve
this problem by a combination of neighborhood discoveryniadion control, and locally pri-
oritized traffic shaping (s. sectidn®.5 for details). Uphbistbandwidth management scheme
we will build multi-hop point-to-point links with defined @properties and arrange them in a
tree structure (s. sectidn®.8 for details). This tree mglesius with a multicast feature that is
used to deliver events from one publisher to all its conrtestéscribers. Each such tree will
carry one flow of events. After the tree has been constructetiave to monitor and maintain
it. Due to changes in the environment (e.g. moving, leajimigjng nodes) we will experience
a different connectivity between nodes over time. This @uire us to adapt the tree to retain
the end-to-end connectivity of the tree. In order to detewirenmental changes we monitor
the received packets for new or vanished neighbors, changles quality of links to neighbors,
and the bandwidth utilization. At this level we do not monitoe compliance with QoS require-
ments, this is done on the management level. Instead we &octie tree and the forwarding of
the data packets. If the link quality to a neighbor that ig p&a route across the node degrades
or if the neighbor vanishes at all, we start a local route iregrad notify the management layer
about the problem.

Another important service that the transport protocol tes is a network broadcast service.
This is a flooding primitive that is primarily used to discoveutes to other nodes or low level

network services running on remote nodes. There are savayalto implement such a broadcast
primitive. But because we use it to discover reliable routeswill use a protocol that considers

link qualities in the network (s. sectign5.K.1 for details)

5.4. Searching for Peers

The problem to find a matching peer (publisher or subscribéne same like any other informa-
tion or service discovery in a mobile environment. Such rieodvironments have to be divided
into systems with a wired backbone, e.g. a classical offisg@mment with mobile laptops and
PDAs, or a mobile wireless telecommunication system, amstesys without such a backbone
like a MANET. In systems with an almost static backbone wetipdisd centralized or partially
distributed systems. Such systems comprise of one or mateateearch servers that are known
to all clients and that perform a coordination and synctratmon among each other. A well-
known example is th®omain Name Syste(@NS). A mobile user that connects to an access
point, wireless hotspot, or something similar only needkrtow the IP address of a reachable
DNS server to be able to lookup the IP address of any host lwasi#sl name.

Systems with stationary, centralized event servers likeTibronto Publish/Subscribe System
(ToPSS) [[ALJ0R] or LeSubscribe [PERJ,[PELSOD] that use a single server on a wired back-
bone do not need for any search facility. They just need a wayorm new peers of the central
servers. All nodes register at this server that in turn hesitie event matching and distribution.
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Systems that use a partially distributed (i.e. on somebigjastatic hosts) event service have
to cope with the search problem. Examples for such systemSiana [CRW01], READY
[GKP99], Elvin4 [SABF0Q], and JEDI[CNFO1]. All systems use different impleméioias but
they follow a similar scheme. The nodes that run the disteithievent service (also denoted
asdispatching serverbuild an overlay network to communicate with each otherthildithis
overlay network each node acts like a super-peer that is scabbr and publisher at the same
time. This super-peer works as a proxy for all connectediphéis and subscribers. If possible
it aggregates the subscriptions from the connected siiessrto reduce the overall number of
subscriptions that have to be handled within the overlawoet. Each publisher forwards all
its events to the connected event server that republiskeshthin the overlay. At the opposite
side another event server receives the events and forwsedstb the subscribers behind it. In
our system we will have a fully distributed event servicattimeans all nodes are equal and each
one participates in the event forwarding.

In a MANET we need a fully distributed event service becausecannot rely on the existence
and reachability of some central nodes to perform the ewentarding. To find matching peers
we have to compare the query with the information on everyenadsually that means that we
search for publishers of a given topic. We can generalizeghoblem as follows. We have a
query Q and a predicat@®,, (with n being a unique node number) that defines whether a node
matches a search or not.

1 if @ matches;

. (5.1)
0 otherwise.

If we perform a search we expect an answlee= {n,, no,...ng} with P,, = 1V1 <7 < k. We
start the search with a requeg2)(that we send into the network. Every node that matches the
query answers with a reply message that contains a parsaleamd; C A. If we do not have
any caches each answer will contain only a single elemergether all partial answers should
result in the complete answed(= (J A;).

To fulfill this goal we have to ensure three points. First, ve@énto make sure that the query
reaches every node. Or if we have caches, the query has to eeacigh nodes to give an
answer for every node. Second, we must ensure that the resgles the node that started
the search. And last, we have to strive for a best possibéhifress of the results. We always
have the problem that an answer that we receive gives intavmabout the past. The older
this information is, the higher is the chance that the tangete does not longer match f@se
positive or more seriously, we do not get an answer for a node thaaoma match. Because
we only get positive answers we will not datse negatived.e. the out-dated information that a
node does not contain a match.

In a P/S system we have another difficulty. We do not have dessgprch, instead we have a
continuous search process. That means once we start th $eancatching peers we would also
like to know changes to this search result in the future. Dhisgs us back to the problem to
build a global view of the state of all nodes. We will solve greblem in the following way. We
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will investigate how to realize a reliable broadcast proto@his broadcast protocol will be used
to send messages to every reachable node in the networlseag:h queries or status updates.
Additionally we will use this protocol to discover routes the answers to the search requests.
The details of the protocol will be discussed in the follogin

We have to consider the following cases that change the lgbténe:

1. A subscriber joins the network,
. a subscriber leaves the network,

. a publisher joins the network,

2
3
4. apublisher leaves the network,
5. the network splits into pieces,
6

. two or more networks rejoin.

Although we will strive to prevent message loss in the firsicel we have to consider it. That
means we have to cope with the problem of incomplete results.

5.4.1. Efficient, Reliable Flooding

An essential element for the search protocol is the broagecatocol (also denoted as flooding)
to send messages to all reachable nodes in the network. fdasidast protocol will later be
used not only for the search for publishers and subscrihgrf®oball search tasks.

Broadcasting has a primary goal — to deliver a message tg reeke in the network. Butitis also
a very expensive operation (in terms of bandwidth conswnjpand so the secondary goal is to
keep the required number of messages respectively the maasbandwidth as low as possible.
As we intend to use our broadcasting protocol not only foolimfation dissemination, i.e. a
one-way communication, but instead expect an answer, we ttamake sure that we discover
a reliable route at the same time. This route then will be wsettliver the answer back to the
origin. We will exploit this restriction also to limit the bawidth utilization, i.e. we will not
waste messages to reach nodes that very likely are not adesteer. This last requirement need
further explanation as it is really uncommon. There are rsd\eifferent broadcasting protocols
and all seam to care about the bandwidth problem. Often bastgrotocols are used to discover
a target and a route to it. A common approach is to record thie rsequence of nodes passed
on the way) to the destination and use it in reverse diredbammute the answer. But it seams
that all protocols that use this approach do not care abeuptbblem of the reliability of the
way back. The reliability problem will be discussed in thédwing.
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N7l oaN 7 | 095

0.95

Figure 5.3.: Link quality in a small scale grid topology

To illustrate the problem we have to look back to the resuttsfsectioi 4.313 about the quality
of links. Figurd®.B is an extract from the link quality messuents depicted in figuie4]15. The
picture shows nine nodes from the grid with the links of déf& qualities between them — the
link qualities are denoted as numerical values. If we nowhrsadcasting to discover a route
from node 1 to node 9 we have several possibilities. We willsader only three of them:

1.1—-5—9
2.1—-6—9

3.1—.2—3—6—9

At this point we do not discuss how we came to these routeswhat they mean for us. If
node 9 tries to answer on the discovered routes we get tlovioly probabilities that the answer
reaches node 1:

2. p1—s—9 = 0.70-0.70 = 0.49

3. P1—-2-3—-6—9 — 0954 ~ 0.81

We see that for the short routes it is more likely that we dogsbdtthe answer back to the origin
which is an undesirable situation. In section4.3.3 we dlyezaw that retransmission can have a
significant effect on the receive probability of a packetw\Nid we consider retransmissions (a
maximum of 4) on the way back, we get the following receivebatalities:

1. prosae = (1= (1—0.95)%) - (1 — (1 —0.20)%) ~ 0.59

2. P1—6—9 — (1 — (1 — 070)4)2 ~ 0.98
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3' P1—2-3-6—9 = (]- - (]- - 095)4)4 ~ 1

From these results we learn several things. First, it camaberébly to use a longer route to
increase the overall (end-to-end) reliability. Secondharesmissions significantly increase the
reliability so that we can accept weaker links (with lowealjty) on the route. Third, the overall
reliability with retransmissions is much better than thetbesult without. And last, even with
retransmissions we should avoid links with a very low qyalit

Now we have to investigate the different strategies usedhfeément broadcasting / flooding.
There are basically three strategies to solve the probleme fiooding, virtual overlay networks
[OBPO5a], and ring search [CHO3]. The first two are intendaeach every node in the network.
The ring search only tries to locate a target with minimabeff

Pure flooding

Pure flooding works as follows. The starting nodes sends kepa@a WLAN broadcast. Each
node that receives such a broadcast rebroadcasts it. If @mea search and the node is a
match, it additionally sends back an answer. To limit the benof messages each node performs
a duplicate suppression. Depending on the task there areethioiques for duplicate suppres-
sion. First, if we only need to reach each node once, the rnodessa backlog of flooding packets
identified by the originator address and a sequence numbenatthes incoming packets against
this list. The other alternative is to record the path thekpatakes through the network and to
check whether the packet already contains passed the nbgeme€thod discovers all possible
path in a network. In a wired network it works quite well bueaMANET where we have much
more interconnections between nodes, it can cause an ensmuonber of messages. The first
method performs better because each node will only sendittieponce. The overall number of
transmissions grows linear with the network size. Thereaarember of other optimizations that
try to limit the overall number of messages furtHer [OBR@SED3,[SCS0Z, YGK(03, NTCSH9]
using some heuristicpfobabilistic flooding. The individual approaches will not be discusses
but they share a common idea. All assume that using physioaldbast transmissions to for-
ward flood packets results in overlapping coverage areafigsre[5.4). Obviously all these
optimizations assume a circular coverage area.

Figure 5.4.: Overlapping coverage area (frddTCS99] figure 2)
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Under the assumption that the coverage area is circularditi@@al coverage areal(;) can be
calculated as the coverage area of the first nadg Minus the intersection ared (_g):

Ag(d) =7r* — 4 / Vr?2 — x?dx (5.2)
d/2
According to [NTCS99] we get the maximum additional coveragea ford = r as A; ~

0.617r2. That means the second node increases the overall coveemerdy by 0..61%. Fur-
thermore, for a node randomly placed inside the coveragedarA we get an averagé, of:

T

. 2 _
Ay = / 2m - (ar Ad(x))dx ~ 0.417r? (5.3)

2

0

The authors further explain that; decreases if we consider more nodes in the network. This
is obvious as the coverage area of a third node C within tresssom range of node B will
probably overlap with A. By simulation they claim that thepexted additional coverage area
falls below 5% for node that are within range of 4 or more otimies. Based on this observation
several optimizations have been proposed. For instancewafd a broadcast packet only if we
have not received it by more then 4 neighbors, to forward Iy evith a certain probability,

to forward it based on location information, or even basedhenestimated (from the signal
strength) distance between nodes. The problem with aletbpsmizations is that they base on
unrealistic assumptions (already discussed in seCiia@¥ Bven if we consider an open terrain
without major obstacles where we have an equal signal paedjgarginto all directions, we do not
get the assumed circular coverage area. We get circulamegiith an equal receive probability.
One could argue that this is not a problem, but it is. The neasthe implicit assumption that
defines the redundancy of the coverage areas. All optimizatiase on the assumption that the
coverage area has a discrete border and that if one nodenhikiregion receives a packet all
other do as well. But this would only happen if we have a 100égike probability within the
coverage area — which is not the case as explained before.

Now, if we consider obstacles within our communication emwvinent, things get more compli-
cated. Obviously we do not get circular coverage areas sctmse. Even if we neglect the signal
fading for a moment we can find topologies where they are agmoductive, i.e. are the cause
for a serious fault that would not happen without it. Just me®ample we can consider the
topology in figurd 5. We start a flooding at node 1 and applyuster-based optimization with
a forward threshold of 3, i.e. if a node receives 3 packethiwi certain period of time it will
not continue to forward because the expected additionarege area would be too small. On
the left we have seven nodes depicted with there assumethgavarea and connectivity. On the
right we inserted a wall that avoids a communication betwssse 7 and 3, 4, 5. Without the
wall the forwarding scheme would produce the expected teBut if we consider the wall and
node 5 receives packets from 2,3, and 4 before it decidesw@fd the packet, the forwarding
will stop at this point and 6 and 7 will not get the information
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Figure 5.5.: Indoor topology

We see that there are several problems related to the siegisisumptions made in the develop-
ment of the proposed optimizations. With a special focus ogliable behavior of the protocol
these optimizations are contra-productive. Additionaligre is no indication that any of the
proposed optimizations has been tested in a real-envirotvmanother reason better not to rely
on their effectiveness.

Overlay networks

Another class of broadcasting schemes use virtual ovedayarks (VON) to control the flow
of packets. Overlay networks are a common technique toadistom the physical topology the
create an application friendly topology, e.g. to route imnfation more efficient. Ina MANET itis
not desirable to abstract from the physical topology beeé#us a scarce resource that should not
be wasted. In a MANET we need a overlay network that resplketpltysical topology. Oliveira
et al. propose an overlay network for resource discovery ANETs [OBPO5t[ OBP0O5b]. This
overlay network is based on dynamically determined clgst@rhat means a group of nodes
within broadcast range elect a head node (broadcast graderneBGL) that coordinates the
forwarding within the broadcast group. This cluster stuoetis adjusted according to changing
connectivity conditions. The authors present two algangh The first, considering a 1.5-hop
environment, is an improved version of the algorithms presa by Choi et al. [[CP02] and
Peng et al. [[PLOO]. The second, considering a 2.5-hop emviemt is an improvement of the
algorithm presented by We et &l. JWLO3].

We will not discuss the protocol details, instead we willdeon the most noticeable properties of
the protocols and their contribution for this work. The ¢&rs1g scheme is based on a beaconing
protocol. Every node periodically broadcasts a beacondraontaining one or more of the
following information: only local information (1-hop), ¢hBGL (1.5-hop), a list of neighbor
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nodes (2-hop), or the neighbor nodes with their BGLs (2.pyhdhe beacons are used to perform
the BGL election (which will not be detailed further) andkiquality measurement at the same
time. This is noticeable as most protocols completely igribe link quality and stability. The
link stability is defined as the number of consecutive remgilseacons. If one is lost, it is set
to zero. The search algorithm now works as follows: BGLsaalcast a packet as soon as the
receive it — the packets are marked by the BGLs they havesdisiNon-BGL nodes back-off
for a constant plus a random time while they listen for packetm other nodes. They monitor
packets for visited BGLs. If the timer goes off and they did rexeived packets containing all
adjacent BGLs (and the neighbor's BGLs in case of the 2.53&wpion) they rebroadcast the
packet to cover the missing BGLs otherwise it is dropped beedt is redundant. The authors
show that the 1.5-hop version performs better in cases diehignobility because this mobility
cases a lot of outdated information about the 2.5-hop neididod. It should be emphasized that
this protocol is an advancement over most other protocalause it only relies on the detected
connectivity and does not assumes anything like a circaeer@ge area. But it still has a major
problem, it assumes that packet loss is only caused by ionlfis In an environment where we
have links with gradual link qualities, the stability metwill deliver a lot of links with a very
short lifetime. A second consequence of this assumptiohasthe protocol will rebroadcast
packets unnecessarily if a non-BGL node just misses a p&datan adjacent BGL. This will
decrease the efficiency of the protocol. There is a simplkoreahy this problem did not occur
during the evaluation of the protocol — the evaluation haanbdone in a simulation using the
two-ray-ground reflection model that is unable to produ@elgal link qualities.

Ring Search

Ring search is intended to find a fixed (a priori known) numbea@ets. The algorithm works
quite simple. A searching node starts a pure flooding likatdcast with a very limited maximum
hop count (usually 2). If the target is not within this regibrstarts a second search with an
increased hop count and so on. There are a number of vareitstrease the maximum hop
count in different ways or try to utilize already gained knegge for the subsequence searches.
One example is to get a feedback from the nodes where thehsesaches the maximum hop
count. The searching node then instructs those nodes bycastipacket to continue the search
without flooding the already searched area. As we do not hawe @riori known number of
targets, we can not utilize this technique and will not dssciiin detail.

Link Quality Overlay Flooding

In the following a new flooding scheme will be explained thambines the overlay principle
with a link quality measurement. It does not uses a cluggesaheme or other methods to min-
imize the protocol overhead in order to improve reliabil#ys we intend to use the protocol for
target discovery and not only for information disseminatice have an important constraint: the
reliability property is limited to those nodes where we haveigh probability for a successful
answer. With other words, we do not try to reach nodes thatenglikely not able to answer
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using unicast communication. The need for such a link quabhstraint has been impressively
demonstrated by the OLSR experiment discussed in sdcflbn 3.

It should be emphasized that the presented protocol doesala assumptions such as a circular
coverage area and considers gradual link qualities. It mallgs on a measured connectivity and
link quality between nodes. The measured link quality isrbgluct of the beacon-based neigh-
borhood discovery and bandwidth coordination protocdlwithpresented in sectidnd.6. At this
point we only need to know that we have a link quality vadue; (0 < ¢,_.; < 1) that specifies
the packet loss probability for a broadcast packet from rnddenode;. Additionally we have

a forward threshold;,, (0 < ¢4, < 1) that specifies what we consider as a high quality link.
The value oft;,,; depends on the requirements for the loss probability of eastitransmission
(including a given maximum number of retransmissions).oif otherwise specified (e.g. by a
QoS requirement) it has a value of 0.8. If we consider a mamimiifour retransmissions on
the way back, a 80% link quality means a 99.8% success pridigaifithe answer packet on the
link.

It should be noted that we did not discussed the effect of fickeqt size on its receive probability.
The reason is that the packets used by the beaconing sewaige a& comparable amount of
payload as the packets used for searches. So we alreadymméasprobability of packets of a
size we considering at this point. Additionally we have tonti@n that the answer packets will
be send as unicast transmissions, i.e. are subject to thECRESmechanism to minimize the
risk of collisions. The RTS/CTS packets itself are alwaysken than the beacon packets and so
have a smaller loss probability.

The flooding protocol now works quit simple. The initiatingde creates a packet and than acts
like any other node that receives such a packet. A flood paskéentified by the station ID of
the originator and a unique sequence number assigned byigfiegador. The packet additionally
includes a list of nodes (station IDs) that it passed alrépdih history) and a time-to-live (TTL)
value. Every node that receives a flood packet first decrehagéSTL value and checks whether
it has already seen the packet. This is done using a FIFO ghatistores a fixed number of
recently seen flood packets. If the packet is new and the TTueva greater than zero, the node
will store it in the FIFO queue and forward it. The forwardisglone in the following way: the
node looks at the list of neighbors and the measured linkityu#l the link quality is above the
forwarding thresholdt(,,;) and the target node is not already in the path history of ke, it
will forward the packet using unicast transmission.

It may surprise to use unicast communication to implememtdilog in a MANET that bases
on a broadcast medium. But there are two major reasons ®d#uision. First, on standard
802.11 hardware, broadcast transmissions were done useniassic rate of 2 Mbps whereas
unicast communication is done at higher bit rates (depgndimthe link quality) of up to 11
Mbps (802.11b) or 54 Mbps (802.11a/g). This means that desingcast packet takes less time
to transmit than a broadcast packet of the same size. Taaisetbe reliability of the forwarding
we have to transmit a broadcast packet several times. Uipaekets are subject to the automatic
retransmissions performed by the WLAN device. Overall, & mave a small number of target
nodes € 3) and do not utilize the maximum number of automatic retrassions we hereby
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reduce the medium utilization. The second reason to choo®ast transmissions is that we
intend to use the flooding mechanism for target discoverythag expect an answer that will be
send by unicast transmissions. So it does not make much&etiseover a path to the target that
is not appropriate for unicast transmissions. But if we sgstully flood packets using unicast
transmissions we have a high probability that the link israppate to deliver an answer back.
At least we are sure that it is not unidirectional because wel@vnot choose it if we were not

able to at least receive beacons from the other side.

Modifications

There are two modifications to the basic flooding protocdishall be presented in the following:
flooding with high speed broadcast transmissions, and fhgodith end-to-end constraints.

One reason to choose unicast transmissions to forward {saiskthat broadcast transmissions
are done with a smaller bit rate. If we have a network where aveensure that all participating
nodes are able to transmit broadcast packets at a highextdjtwe cannot longer benefit from
unicast transmissions. In this case the forwarding will bedified in the following way: a
node will store the list of neighbors that should receivegheket (have a link quality above the
threshold) inside the packet. Each node that receives a flackiet then additionally checks if
the packet is intended for itself. To increase the religbdf the transmission the flood packet is
transmitted several times (maximum number of unicast trégsons).

If the flooding protocol is used to discover paths with spgmiaperties (e.g. end-to-end reliabil-
ity) we need another modification. In this case it can be pbsshat a node receives a duplicate
flood packet later that used an alternative path with bettgpgrties. In the basic version of the
protocol it would be dropped because the node has alreadyitse®o we modify the protocol
in the following way: if a node receives a packet, it procese packet if it has not seen it
before or if the new packet used a path that provides bettgrgpties than the one of the packet
stored in the FIFO history. In this case the node will forwtrel packet as usual, remove the old
packet from the history, and insert the new one. It shoulddiedhthat using this modification
can significantly increase the overall number of transmittessages as we do not longer limit
the number of forwards per node to one.

5.4.2. Search and Update Protocol
In this section we will discuss the protocol used to searckchiiag peers and to update their

relationships. It is based on the link quality overlay flogglpresented in the previous section.
In the parent section we already listed the six cases thatwe to consider in the following.

A subscriber joins

If a new subscriber joins it needs to know the list of matchindplishers in order to receive
the events they create. In order to discover active pubkshanitiates a broadcast search
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(Sear chPubl i sher message) including the machine-readable subject, andnaptappli-
cation QoS requirements. Each node that has a matchingspeblreplies with an answer
(FoundPubl i sher)that includes its concrete application QoS propertiebatthe subscriber
can adapt to them after the connection process (in caselitad@do so). The usage of applica-
tion QoS requires that both sides use the same way to speeifg QoS parameters. They can
embed these as an opaque QoS property in the network QoSicgtem (s. sectioh 6.4.4). If
a publishers has multiple matching QoS profiles it will cesaultiple event flows. Therefore it
has to include multiple entries in ti®@undPubl i sher message. That means that it actually
is treated as multiple publishers. The answer additionadludes a list of all active subscribers.
All nodes that have already subscribed and connected to ehingtpublisher will reply with

a full list of publishers FoundPubl i sher message). The searching node will collect all an-
swers and store them for some time to detect inconsisterfstestionally the subscriber builds
a list of all matching publishers and starts the connectioegss immediately.

The inconsistency detection needs further explanationsanlideal case each answer from a
subscriber should include the same set of publishers asdsétishould match the set of pub-
lishers that answered. Similarly each publisher shoulavansvith the same set of connected
subscribers that should match the set of subscribers thbt t@ our search. But due to lost
discovery packets, broken routes, the inability to essaldi route, or other reasons there can be
inconsistencies in the returned results. To correct theatled inconsistencies the node sends a
messageHoundPubl i sher) to each affected subscriber node to announce the missing pu
lishers as new publishers. Each of the subscriber nodeshaifl try to connect to the missing
publishers. This message also includes the set of knowm (fine@ir answers) subscribers.

A subscriber leaves

If a subscriber leaves this can be because of three reasons:

1. The application deregisters the subscriber,
2. the application crashes,

3. the node running the application crashes or shuts donganedly.

The first case is the easiest one. If an application deregistedestroys the subscriber we send
a St opSubscri ber message backward the event distribution trees to the [ngiofis These
remove the subscriber from their lists of active subscab@dditionally the P/S transport layer
on the intermediate nodes is notified to update the forwdnigsa

If the application crashes, this will be detected by the RiBdport layer (s. sectin5.B.1). It will
then perform the deregistration process itself and ndtiyptublishers accordingly. The last case
will be detected by the node that is one hop closer to the glidtiusing its forwarding table and
neighborhood information (s. sectibnls.8 for detail). Itlwhan issue theSt opSubscri ber
message if a local repair fails.
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A publisher joins

If a new publisher joins the network it will announce its mese by aFoundPubl i sher
message that is flooded through the network. All nodes tha hanatching subscriber will in
turn try to connect to the new publisher.

A publisher leaves

If a publisher leaves this can have the same three reason asfibscriber:

1. The application deregisters the publisher,
2. the application crashes,

3. the node running the application crashes or shuts dongaantdly.

In the first case the publisher will sen&aopPubl i sher message along the event distribution
tree to inform all subscribers and intermediate nodes. Thsaibers will thereupon delete the
publisher from their lists of known publishers.

If the application crashes this will be recognized by thetiore system because of the mission
events (a QoS violation). The run-time system will then stiedst opPubl i sher message to
the subscribers. If the node itself crashes this will be geced by all nodes on the distribution
tree in a 1-hop distance because of there neighborhoodnatorn and forwarding tables. They
will then send theSt opPubl i sher message along their branches of the tree. It should be
noted that all other intermediate nodes as well as the sibleserodes will recognize the missing
publisher as a QoS violation but cannot detect that the plidtihas gone because itis notin a
direct neighborhood. They will assume a link break and stdmtal repair that will be stopped
when theSt opPubl i sher message is received.

The network splits / rejoins

As there is a network split we do not have a direct way to ddtast If the separated part
of the network does not contain any active publishers or@uiers we will not even notice a
difference because nothing is missing. Otherwise we wikcdkea series of broken connections.
As the traffic monitoring will already detect and report linkeaks and lost peers (s. secfiad 5.8)
we need a heuristic to distinguish dead nodes from split orkdsv We will assume a dead node
if a neighbor (1-hop distance) that is on the multicast tegmorts the missing node. Otherwise
we will assume a link break in between.

If we assume a network split, publishers and subscribersrealct in the following way. A
publisher will remove the subscribers from its list of cooteel subscribers and waits to be re-
discovered. A subscriber will actively search with inciegsandom intervals. To reduce the
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overall number of messages a subscriber will include a fisbanected publishers in its search
request. Other subscribers that receive this search wWél dieeir own search for a new random
time. But they will perform the inconsistency check. If treaesch includes unknown publishers
they will try to connect to them. If they are connected to jmh®rs that are not included in the
search they will report back to the originator. A publishettreceives the search request checks
if it is on the included publisher list. If not it will immedialy respond with an announcement.
This way all other subscribers will get informed and therorewcted to the publisher.

5.5. Bandwidth Management in a MANET

Now that we are able to locate peers in the network, we havistosis the problem of bandwidth
management in a MANET. It has already been explained thatvitedess medium is a shared
medium and therefore we have to control the medium accesbamdividth usage in order to
be able to ensure QoS properties. In this section we wilk stéh a general discussion of
the problem to answer the questions with whom we have to sharemedium and how much
bandwidth we can utilize. Afterwards we will present a beabased coordination scheme.

5.5.1. Capacity of a Wireless Network

As the first question we will discuss the capacity of a wirgllestwork. With capacity we denote
the number of information that can be delivered end-to-&mdimportant question related to the
maximum capacity of a MANET is how such a network scales. Wddalso ask, if it really
make sense to build large-scale ad hoc networks.

Gupta and Kumai JGK0O0] presented a very formal paper thalaes this problem. They as-
sumed to have a network consistingxafiodes each able to communicate at a maximum possible
bandwidth ofiV bits per second. The paper further assumes that all nodegtagame circular
coverage area and that we are communicating using a natfeirgiece protocol. The central re-
sult of their work is that each node will only reach a througthgf @(En) for the communication
with a randomly chosen destination even under optimal oigtances. If the nodes are randomly
placed the throughput is bounded(By%). They further explain that it does not matter if we
use a single channel or dived it into several sub-channélsteTare basically two reasons for this
result. The first reason is the shared medium. Each node kaste its bandwidth with all other
nodes in its local neighborhood. Even if we consider optiplated nodes and their coverage
areas, we see that with a growing number of nodes the pratyabiloverlap with another node
grows. If we consider randomly placed nodes and keep thetgeisiodes constant, the overall
coverage area (extension of the network) grows with the rurobnodes. This obviously means
that for larger networks and randomly chosen communicaigirs the average path length in-
creases. As a consequence we notice that the same amoufdrofation transmitted between
the two nodes results in an overall larger bandwidth congiomf the path length grows. From
these results it seams very pointless to strive for largle SdANETSs because their efficiency
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will tend to zero. But the authors also point out that the npaiwblem in this calculation are the
randomly chosen communication pairs. If we can limit comroation to short ranges we will
benefit from the extended range of the network as we get imilgpe areas of communication.

In [LBDF01] Li et al. investigated the problem further. They put aciplefocus on different
traffic patterns and their influence on the overall capacligey argue that the assumption of
randomly chosen communication pairs is not necessarilgl vallarge scale MANETS. In a
larger network it is more likely that a user will connect totgypically nearby node, e.g. students
in a lecture working on the same task. Another example anenaght services. If we have a
network that is intended to support a large user base wely$unal redundant systems to ensure
service levels and availability. The authors perform areeaed discussion of the capacity of
a chain of nodes. In a multi-hop wireless network a packetté® transmitted over multiple
hops that are at least pairwise in transmission range. fiegeiith the influence of interference a
single packet will consume bandwidth multiple times at eantte. This effect shall be explained
using figurd5J6. The picture depicts six nodes in a chain.dulestion now is, how these nodes
effect each other. If node 1 transmits a packet, node 2 wilsend because it senses to medium
to be busy. If we assume a physical carrier sense range toite tlve transmission range, node
3 will be blocked by the physical carrier sense. Node 4 wosltss the medium to be idle and
could start to transmit. But this could cause a collision@a2. So, the capacity on the path
would reduce by a factor of 4.

Figure 5.6.: MAC interference among a chain of nodes (fioBDE01)])

An important result of this work is that the authors verifié tresults of the chain capacity
in a real world experiment. As a benchmark they used the tdo@mmunication (unicast with
RTS/CTS) between two nodes and determined a throughput7oMbps at a data rate of 2
Mbps. This value complies with the theoretical maximum.He simulation as well as the real
experiment they were able to achieve an end-to-end thraughfpabout 0.41 Mbps which is
97% of the expected maximum. But they also noticed two oftmgrortant things. First, that
the 802.11 MAC layer is able to achieve the optimal chain dateebut it is not able to discover
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it on its own. That means, if node 1 would be a greedy sendeernheto-end throughput falls
from i to % of the maximum. The second result, which is more a side nodkdmaper, is
important with respect to the discussion about the modgbina WLAN (s. sectioi4.714). The
authors noticed that it was not that easy to setup the rearempnt to mimic the behavior of
the simulation because they experienced a gradual losslpitity that was not present in the
simulation. The reason was the same as in most other papbesusé of the two-ray-ground
propagation model with all its problems (s. secfiod 4.5) tl8y placed all physical nodes in a
way that they had a negligible loss probability on the linkgheir respective neighbors.

5.5.2. Bandwidth Coordination Area

The second question that we are going to investigate is, whibm we have to share the wire-
less medium. Additionally we have to discuss the problenwibhom we can coordinate the
bandwidth through direct communication.

In sectiof4.311 we already discussed how one node can affether one. And in the previous
section we saw how nodes affect each other in a chain. If wecomsider the bandwidth sharing
in the area we have the same effects. For a unicast tranemissi directly block the nodes that
are in transmission range. Additionally we block nodedtertaway through the physical carrier
sense. Beyond this range we still can affect other nodes Byn@do their experienced noise
level. For a unicast transmission we have to consider ACKkgtacand probably RTS/CTS

packets. An RTS is transmitted by the node itself so it doadiiter from a short broadcast

packet. But the ACK and CTS packets are send from the destmand so probably affect

nodes one hop further away. This means that if we plan to fattvaffic to another node it is not

sufficient to reserve some bandwidth in the own neighborh¥del additionally need to reserve
some bandwidth on the next node and in its neighborhood.

We still have to answer the question how far the affected e#aahes. In section4.3.2 we
calculated the transmission-to-interference range.ratie higher this ratio is, the shorter is the
interference range compared to the transmission rangeaweatculate a minimum TIRR value
if we assume a flat environment without significant obstablesising the equatioris 4J19 and
E20. We calculate@d' I RRrpe ~ 0.562 > TIRRshadow ~ 0.527 > 0.5. That means that the
interference range is less than twice the transmissioreréhg maximum 2-hop range) in both
cases. If we assume an indoor environment or more senggtvedvers (smallePrx / Pog ratio)
the affected area shrinks further (s. figlird 4.9). As a reseibee that we have to coordinate our
bandwidth usage with all nodes within a 2-hop range, i.eh alitnodes that we can communicate
with and all their respective neighbors. This 2-hop rangelwei larger than the affected area of
the sender.
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CA0)

A: direct C:no pos.sible
connection connection

B.1: indirect (2 hop) B.2: indirect (n hop)
connection connection (horseshoe)

Figure 5.7.: Example topologies for bandwidth coordinatio

We know that we have to coordinate with all nodes within a p-famge. The remaining question
is, how to realize it. A theoretical solutions will be dissesd in sectiofi’5.5.3, and the actual
solution developed in this work in sectibn&15.4.

At this point we have to discuss a general problem. If we haveobrdinate with a node in
the affected area we can A) communicate with it directly, Bjnenunicate with it using an
arbitrary number of intermediate nodes, or C) cannot comacai® with it at all (s. figuré€hl7
for examples). Case A is without any problems. Case C is watigad because we do not have
a chance for a communication and have to solve the problemothar way. Case B can be
critical as well. If we have a limited number of intermediatides, especially exactly one (case
B.1), we can still handle the problem. But if we do not know howch intermediate nodes are
involved (case B.2), it is virtually the same problem as isec&. Additionally we have to keep
in mind that it becomes significantly more difficult to coordie nodes over a growing number
of hops because of the increasing packet loss probabildyead-to-end latency.

If we are not able to perform a direct coordination becausbawve no connection or it has a long
distance (hop count) we can still try to detect it. As a resfithe physical carrier sense we still
have to share the available bandwidth with nodes outsideeofransmission range. Simulation
and real-world measurements about this effect have alree€ely presented in sectibn414.3. If a
node tries to utilize more bandwidth than it is available lo& ¢thannel it can recognize this by a
growing output queue. It than has to adapt by reducing whag#rds as the maximum channel
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capacity. If we had two nodes that transmit at full speed tladable bandwidth for both would
drop to about 50%.

When we remember the results in figlire 4.11 in sedfion.3.3eeethat the problem is only
that acute if we assume a fixed transmission range. But aswesshaariance in the transmission
range and hence a gradual loss probability the effect ishadtabrupt. Just as an estimation
we look at figurd-4.4]3 and the results of equafionl4.21. Irfithee we see the larges distance
with almost 100% receive probability at about 75m. WitH'AR Rsj4400 ~ 0.527 we get a
interference range of about 140m. But at this range we stiteha receive probability of more
than 50%. That means, if we assume a node that fully effedby its carrier signal, we have a
good chance to communicate with it. Nodes further away vélleha smaller effect on us. We
will introduce a second threshold,(...,) that defines with which neighbors we will perform a
bandwidth coordination. This threshold has to be lower tiienforward thresholdt¢,,q), €.0.
0.5 for an indoor area and 0.3 for an outdoor area as we havealkesmIIR and hence larger
interference area there.

In practice, if two active nodes move towards each otherwikyirst notice a small degradation
of the channel capacity. This degradation will continueratrecreasing rate. But at the same
time the probability for a communication with the other nalereases at a growing speed. We
will react to such environmental changes dynamically (stise[5.5.4.B).

5.5.3. Complexity of the Bandwidth Coordination Problem

In this section we will discuss the problem of the complexifythe bandwidth coordination
problem. With other words, how much effort we have to speng@edorm an exact or best
possible bandwidth coordination. Allard et al. [AGJWMO04$dissed the problem with respect to
the existence of interference in a WLAN. They assume a sy8tatruses admission control and
resource reservation to provide QoS guarantees and modetla@ss network as an undirected
graph. The authors explain that it is very important to rerinernthat it is necessary to reserve
bandwidth not only on the sender node and in its coveragebartesso at the receiver node and
in its coverage area. They proved that the problem is NP-éetenpnd hence cannot be solved
exactly in an actual setup. The authors proposed threedtiesrihat assume that all nodes have
global knowledge of the network connectivity. This is a veryical requirement in a dynamic
ad hoc network. Furthermore, a look on the proposed algostehows that the authors have
another implicit assumption — that every node in an n-hoprenment of a node is reachable
via n intermediate nodes. This assumption seams very conion@h graph-based algorithms.
But as we have seen in the previous section, we can creatl¢pp®where a communication
between nodes that need to perform a bandwidth coordinetiompossible. Two nodes within
interference range that cannot communicate with each aitgea perfect counter-example for
all graph-based algorithm. But nevertheless the papelgeswsome valuable results. First, that
even if we can ensure a way to communicate with all nodes imtegerence range, the problem
of an exact solution is NP-complete. Second, a bandwidthniha is possible using the local
knowledge about the used and remaining capacity of a nodeope with the horseshoe and
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similar problems we have to extend the idea to include a dymaode capacity measured online
(s. sectiolB.5413). Finally, the simulation results ifgdi in a very simple simulation model)
show that routes that support QoS are usually longer tharelffest routes. This supports the
investigations in sectidn’5.4.1.

5.5.4. Beacon-based Bandwidth Coordination

In section[&. 52 we saw that it is necessary to perform a 2d@umwidth coordination that
also dynamically adapts to a changing channel capacityed¢hia[5.5.B we discussed that it is
practical impossible to perform an exact coordination agwlce we have to use a heuristics. In
this section we will present a heuristics that uses a beag@uheme to perform a neighborhood
discovery and bandwidth coordination at the same time.

The basis for the coordination protocol is a periodic beasmmder running on each node. Us-
ing this beaconing service nodes perform a distributed Watit allocation. This allocation is
enforced on the medium using a local traffic shaping and ip@ation in combination with the
standard IEEE 802.11 MAC protocol (DCF).

5.5.4.1. Beaconing Service
The periodical beacon includes the following information:

» The identity of the sender,

* the beacon interval time,

the airtime allocated by the sender,

* the estimated bandwidth utilization in the nodes neighbod,

a list of all known neighbors and their allocated airtimeesg estimated bandwidth utiliza-
tion.

Airtime

We will not use account transmitted as consumed bandwidthytes per second, instead we
account the channel utilization of a node as the percentgjetine it consumes. There are sev-
eral reasons to do so. Most important the fact that the saroer@inof data transmitted in several
small packets requires more airtime compared with largkgiabecause of the prepended head-
ers. Furthermore the same amount of data requires diffargithes when send with different
modulations (transmission rates). But one part of the hg#lde preamble) is always transmitted
using the lowest transmission rate{C Prate = 1%). The airtime required for a broadcast
packet is calculated as:
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payload(P) + headers(P)  preamblesize

ATgo(P) =
so(FP) datarate(P) * PLCPrate
payload(P) + headers(P)
head 54
datarate(P) overheadse (®-4)

If we use unicast communication from nod&® j we have to calculate the required airtime for
both nodes:

O <payl0ad(P) + headers(P) + RT Sretry;p - RT'S Size)

datarate; p

AT, (P) =
i=1
preamblesize(1l + RT Sretry; p)
PLC Prate
retry(P) . .
ACKsize + RT Sretry; p - CTSsize
are) =Y

i=1

+retry(P) - (5.5)

datarate; p

preamblesize(1 + RT Sretry; p)
PLCPrate

+retry(P) - (5.6)

Each unicast transmission can cause several automaaasatissions of a packetefry(P)).
If we use the RTS/CTS mechanism we first need to transmit a RTkep (with sizeRT Ssize)
and will try it several timesRT'Stry; p). The destination node will answer each RTS witha CTS
packet (with size&”T'Ssize) and the payload packet with an ACK packet (with sit€ K size).

As we do not know how many times an unicast packet will be trattied we have to assume
the worst caser¢try). Usually this value is set to 4. For the number of retransiarss of RTS
packets we also have to assume the worst c83& (etry) which usually is setto 7.

In practice we will simplify the calculation by assuming areeage number of retransmissions
(retry) and RTS packets per tnR({"Sretry). Additionally we will assume that the transmission
data ratedatarate(P)) will be constant for one packet, i.e. will not change for gibe retrans-
missions. This simplifies the airtime calculation to a pagsize dependent and an independent
part.

118



5.5.4 Beacon-based Bandwidth Coordination

payload(P) + headers(P) + RT Sretry - RT Ssize

AT;(P) = retry-

datarate(P)
S ret preamblesize(l + RT Sretry)
retry -
Y PLCPrate
payload(P) + headers(P)
= ret headep, 5.7
retry ( datarate(P) + overheadsenq (5.7)
ACKsize + RT Sretry - CT Ssize
AT;(P) = try -
5(P) ey datarate(P)
S ret preamblesize(l + RT Sretry)
retry -
Y PLCPrate
= retry - overhead,cceive (5.8)

Neighborhood discovery

Each node periodically transmits a beacon frame to anndtseeistence, bandwidth utilization,
and known neighbors including their bandwidth utilizatiohhe period of the beacon can be
chosen arbitrary. A common value is 1s, but for fast movindesat can be favorable to choose
a shorter period so that neighbors notice topology charagtsrf This approach resembles the
neighborhood discovery used by the OLSR protocol as welhastaptable beacon frequency
found in Fast-OLSR (s. secti@nB.1).

Each node that receives a beacon from a neighbor node stamgssiown neighborhood table.
This table contains for every neighbor the information sraitted with the beacon and the time-
stamp of the last received beacon. The lifetime of such ay entlefined in a number of beacon
intervals and so can have a different value for each neiglibie nodes does not receive a sub-
sequent beacon within the defined lifetime, the entry wilbdieéeted and the neighbor regarded
as lost.

Neighborhood bandwidth utilization estimation

As explained before, we are not able to perform an exact ledlon in all cases because of the
interference problem and gradual link quality. We will merh an estimation. Furthermore it
is only an estimation because a node can calculate the bdtimutilization only with the data
provided by the neighbors but this information arrives vatkertain delay. This is especially
true as we also need information for nodes that are in 2-hstprmte.

From the neighborhood list of nodeve get the following data:

N the list of direct neighbors,

* g, the link quality for the neighboy (s. sectiofi.5l6),
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* N the neighbor list of nodg,

a; the allocated bandwidth of nogereported by itself,

b; the estimated bandwidth utilization in the neighborhoodade; reported by itself,

ay ;, the allocated bandwidth of nodereported by nodg,

b, j, the estimated bandwidth utilization of nokleeported by nodg,

t;, the time-stamp of the last update,

with j #4, 5 € N;, k # 1.
A node allocates bandwidth for QoS flows, the best-effort agament traffic (beacons, search

queries, ...), and to compensate for the measured differbatween the theoretical and the
actual channel capacity (s. section5.3.4.3).

As we can see, the neighborhood list contains redundaniaion because multiple nodes can
report the allocated bandwidth and bandwidth utilizationthe same node independently. As
the first step we compensate update inconsistencies in @watise way. This means that we
will use the maximum value reported for the allocated baxthvof a node and the estimated
bandwidth utilization.

In the next step we perform a local update of the reported waltd allocations, i.e. we make
sure that all entries relating to the same node have the sale.f we update a node’s allo-
cation entry we have to update the corresponding bandwidiration estimation in the beacon
entry too. This is simply done be increasing it by the differe of the old and the new value.

After this preparation we compute the bandwidth utilizat@lue ¢;) as the sum of the updated
bandwidth allocations of the node itself and of all knowndmeighbors withy; > t;cqc0n, and
corresponding 2-hop neighbors. This value will be storeti@mopagated in subsequent beacons.

Bandwidth allocation

If we need to allocate bandwidth on a node we first have to coenjxe required airtime. We
than have to check if we are able to allocate that amount bifrear This is possible if there is
enough airtime left in our own neighborhood and in the neagghbod of our 1-hop and 2-hop
neighbors. We compute the available free airtime as thermim of the remaining free airtime
estimated on the local node and all its 1-hop and 2-hop neighbf this remaining airtime is
less tharu we can accept the allocation (s. figlrel5.8).

The new allocation will be stored in a local allocation tabled the modified airtime estima-
tion propagated using the beaconing service. To speed uprdipagation of the allocation we
propagate the locally updated beacons of our 1-hop neighbor Figuré 519 depicts the update
process. To make it more readable it shows only those bedhahsarry new information for
one of the neighbors. We see that without propagation otpledlated neighbor beacons we
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Figure 5.8.: Beacon-based bandwidth coordination

need four steps to complete the neighborhood update instéad. We additionally see that the
1-hop neighbors take longer to come into an consistent si#tteut the optimization. Together
with the conservative merge of inconsistent values we getiehnmore reliable bandwidth co-
ordination. The reason is that if the update is incompletkthe conservative merge does not
correct this we have the possibility to makdadse admission So it is important to propagate
allocation updates as fast as possible to avoid this.

Method standard beaconing beacon withpre-calculated updates
Step/Node| A B C D E A B C D E
0 abe abed abc’cd bede cde abe abed a'b'cd e bede cde
> >
{bcd} {b/'dd'}
1 abe ab'cd abc'cd bc'd'e cde abc  abdd adbdde Vde  cde
«— «— «— «—
{al/ '} {dd'e} {a'b/ '} {dd'e'}
2 adb'ed  abdd ab'dcd bdd'e dde | dbd  a'b'dd adbdde bvde Jde
—> —> —>
{a'b'} {v'dd'} {d'e'}
3 a't'd a'bt'dd ab/ddd  bVde  Jdde
«— «—
{a'V/ '} {v/dd'}
4 ab'd  adbt'dd  dvdd  bVde  Jddé
z: original value;z’: updated valuet’: calculated update

Figure 5.9.: Bandwidth estimation propagation

Releasing allocated bandwidth

To release allocated bandwidth it is only necessary to eléhet corresponding entry in the allo-
cation table. Afterwards the node will propagate the reduz@ndwidth allocation in its beacons.
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Because of the conservative strategy to resolve inconsigtethe reduced bandwidth allocation
will be recognizes by the 1-hop and 2-hop neighbors with aydellThis causes a temporary
over-estimation of the allocated bandwidth. To speed-uig filocess we can apply the same
optimization as for the bandwidth allocation — to updatestoged beacon data based on local
knowledge and propagate their value. In this case it is raitdtitical to delay the update but it
probably will cause a new bandwidth request to be rejectbdadh it would be possible.

Handling bandwidth over-commitment

There are two possible reasons that can lead to a bandwidticommitment. First, due to the
propagation delay of allocation updates it can happen wanbde within 2-hop distance inde-
pendently accept different bandwidth requests. Secorelf@topology changes, e.g. a merge
of two networks, we can get into situations where the alledairtime exceeds the available air-
time. In these situations we have no other chance than tdisasrone or more local allocations
in order to save the remaining.

In most cases an over-commitment will be caused by two mhrtadindwidth requests. If two
networks join it is more likely that we will experience Qo®Mtions because of the interference
before we start to receive beacons. As a result we will priyb@bease one or more QoS flows
with solves the over-commitment situation at a higher level

A special case where we have parallel bandwidth requesk®iseservation of routes. In this
case we will use the address information from the resenvataket to pre-calculate the changes
in the neighborhood and store them locally until we receiveadated beacon.

5.5.4.2. Traffic Shaping and Prioritization

To enforce the allocated bandwidths we have to perform d tcaféic prioritization and shaping.
The IEEE 802.11 MAC protocol will ensure an almost fair mediaccess, i.e. if all senders
that have to share the medium try to saturate the bandwidth wdl be able to transmit an
equal amount of data. To shift the bandwidth distributiorfawor of one of the senders we
have to ensure that the others will not try to occupy the nradati all time. This can be done
using a local traffic shaper. The prioritization is necegsarfavor some packets over others (s.
appendidXAZP for defined classes). Primary this is needlé@ihsmit packets belonging to QoS
flows before any best-effort packets. But it can also be usegtimize the end-to-end delay of
certain flows, e.g. by assigning a higher priority to latekess.

The goal of a traffic shaper is to limit the transmission rate tertain amount. This limit can

be specified either as a number of bytes per second or as a nafigaekets per second. As we
do not use packets of fixed size we decided to use the bytegpend versions but specified as
the required airtime to account for headers and differemtsimission rates. We cannot control
the transmission of individual bits so we have to make susedhleast at the beginning of each
packet the bandwidth limit is not exceeded.
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The traffic shaper consists of two parts — the time triggeiegeé gnd an input queue. The time
triggered gate is basically a temporal lock variable. If vemsmit a packet of sizeand have a
bandwidth/airtime limit ofut,,., the gate will block further transmissions fy,,. calculated as:

airtime(s[byte))

tlock [5] - (59)

[ ——
The current implementation (s. sectibn6l4.2) will notihetupper layer (usually a priority
gueue) whenever the lock becomes free to request the neketsend. If the sender utilizes the
allocated bandwidth the queue should never run dry, i.elwidys should contain at least one
packet to send.

The function of the traffic shaper in combination with the EEB02.11 MAC protocol shall
be explained in the following. We will omit the airtime trdosmation for better readability
in the example. We assume that we have tree nodes that eathvevdransmit a packet with
the sizess; = 10008, s, = 15008, ands; = 20008 each with a traffic limit ofb; = b, =

bs = 500*%L. |f all three nodes try to send at the same time, two thingbhaippen. First, the
traffic shapers on each node will block the node to transméicarsd packet fot;,.,, = 16ms,
tiock, = 24ms, andt ..k, = 32ms. If the wireless medium has a transmission bit raté%‘fﬂ
the actual transmissions will take approximately = 4ms, t,, = 6ms, andt,, = 8ms.
As all nodes are subject to the random back-off mechanismamaat say which node will
win the contention for the medium access — as an exampleassisme node wins. It will
start to transmit its packet and then has an empty trangrbitféer as the traffic shaper blocks
further packet transmissions. The remaining two nodecsiithpete for the medium access. Lets
assume, nodé gains the medium access next. It will transmit its packehettme from6ms—
10ms and then has an empty transmitter buffer as well. Last, rioden access the medium
in the time10ms—18ms. During this time the traffic shaper of nodepasses the next packet
to the transmitter that can be transmitted immediatédyr(s—22ms). After this transmission
the medium will be busy fo2ms because all nodes are blocked by their traffic shapers. The
medium access is depicted in figlre $.10. We see that regardfe¢he random order caused by
the MAC layer we get all packets transmitted because of #fédrshaper. It should be noted
that we left out the time required for the packet headers asdiple retransmissions to simplify
the example. In the actual system they will be included incéidleulation as well.

Node 1:/ 1.1 1.2 1.3 I
Node 2:[ 2 1 2.2 |
Node 3: 3.1 3.2 I
Medium:| 21 | 1.1 3.1 1.2 2.2 3.2 1.

Figure 5.10.: Medium access with traffic shaping
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5.5.4.3. Dynamic Adaptation

In sectiof 5.5 we already discussed the problem of intmfee outside of the bandwidth co-
ordination area, i.e. the problem that two nodes have tcestiar bandwidth but are unable to
perform communication. So we have to solve the problem usirgpactive approach. We start
with the assumption that we do not have the interferencel@mobThan the beaconing service
and traffic shaping are sufficient to coordinate the bandwidilization among nodes. If this

assumption is false we can detect this using the traffic stepmbespecially its input queue.

We assume that applications will transmit packets perailjiat a given rate. Applications that
use burst transmissions can be converted to a periodic sesitg a leaky bucket filter. Now, if
the applications fill the traffic shaper queue at the sameitratensmits the packets we should
get a constant average queue length. Additionally, if wé& lmo the lock times and the transmit
buffer (one element) of the traffic shaper we should see aaonaverage idle time, i.e. the time
the transmit buffer is empty but the lock variable prevemsther packet to be send. It should
be noted that it requires a feedback from the network driveletermine this value which maybe
not available (s. sectidn 4.7.5). We now can see differdates. First, if the queue length grows
or the idle time shrinks we know that the actual channelaatlon is higher than expected. In
the opposite, if the idle time grows we know that the chantigkzation is lower than expected.
The queue length will not shrink as long as the traffic shaperthe same transmission rate
as the applications. Both values, the queue length as wélieaglle time have to be used in
combination. The idle time provides us with an indicatiom@&fak changes whereas the queue
length indicates rapid and significant changes. If a new maméd start to transmit at full speed
in close range this would cause an almost instant significen¢ase in the queue lengths. The
idle time of the transmitter would fall to zero but the cakield average would take some time to
indicate this rapid change.

When we detect an over-utilization of the channel we can haweeasons: a false admission, or
an interfering node. In both cases we need to reduce our @uartrission rate which obviously
means to sacrifices some packets. The surplus bandwigtlis (equivalent to the growth of
the average queue length. A decreased idle time is just acaiioh that the channel capacity
started to degrade. If the surplus bandwidth is low we willuee the bandwidth allocation
for best-effort data and send a warning message to the lppéications. Although we do not
know who causes the channel degradation we have to adapt3o e will storeb, as a local
bandwidth allocation without using it, and report it to athedes using the beaconing service.

In the opposite direction we have to adapt to an under-atibn of the channel. This can happen
in two cases: the channel degradation caused by an integfeade vanishes, or we spend less
time on retransmissions than we have planned — which is a conzase. We will recognize this
situation by an increased idle time of the transmitter. Tis¢ fhing we have to do is to revert any
compensation for an over-utilization. Second, we will myempty the input queue of the traffic
shaper. This is done by an immediate reset of the temporakiothat the next packet can pass
through. This can cause the input queue to run dry, i.e. weotlbawve any packets left to send.
This will be signaled to the higher layers that react e.g.repting on-demand best-effort traffic.
We can also decide to do nothing. In this case we will provitteonodes with an increased
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chance to send their traffic.

There is another possible usage of the under-utilizatidaatien. If we have a mostly static
network, e.g. in an office environment, or if we mostly use timmledia applications that can
tolerate packet loss of some degree at the application\eyebn also perform an optimistic air-
time calculation. In sectidn 5.5.4.1 we useckary factor to calculate the bandwidth required for
unicast transmissions. This is usually set to the maximussipte number of retransmissions.
But if we recognize a permanent under-utilization we carucedthis factor too. This would
allow to admit more QoS bandwidth. It should be noted thatwiil not be done by default as it
could lead to a significant number of QoS violations in a dyicaenvironment. So this feature
requiresexpert knowledge.e. a manual activation depending on the application.area

5.6. Link Quality Monitoring

As explained before, link monitoring is an essential parwf system as we have to cope with
gradual link qualities. The link monitoring algorithm pegged in this section has the following
objectives:

estimate the probability for a successful broadcast tnegson to a certain neighbor,

estimate the usability of a link for unicast communication

include link stability in quality calculation,

» perform conservative estimation (avoid overestimatibguality),

consider dynamic of the network.

The link quality monitoring is based on the received packei® neighboring nodes that give a

clear statement about the quality of a link. That means, if@eeive a single broadcast packet
from a neighbor this only gives us the information that su@doemunication is possible. But

it does not help us to determine the loss probability of a dbcaat packet. In contrast, if we

know that nodes are sending periodical broadcast packatsritiude a sequence number or
something similar (e.g. a beacon) we can count receivedastgackets to determine the loss
probability. From the loss probability of broadcast paskee can estimate the usability for

unicast communication. Unicast communication includesaomatic retransmission scheme
to increase the reliability. But there is another sourcen@rimation to determine the usability

for unicast communication. If we receive a unicast messeage & neighbor we can take this as
a very reliable indication that our neighbor is able to traitsnessages to us via unicast. This
does not necessary means that we will be able to do the saneeis éirare situation but cannot

completely be neglected.

When we calculate the link quality we have to keep the linkidits in mind. If a new neighbor
starts to transmit a beacon, we will receive a first packetanudd calculate a link probability
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of 100% because we received all packets so far. Of causedbks bt make much sense. So
we will limit the maximum possible quality by the time we kn@lout a neighbor. A neighbor
first needs to successfully transmit beacons over a corstitimee before we assume the link
to be stable. After the timg,,, a link can become a medium quality link and aftgy a high
quality link, based on the loss statistics. There is anati&son to require a certain number of
frames before defining a link to be stable. We only count xezkframes but we will estimate
the success probability for packets transmitted in the sip@direction. In section'4.3.3 we saw
that we have to consider asymmetric links, i.e. links thatehdifferent quality values in both
directions. We additionally saw that high quality links aey likely to be of high or at least
medium quality in the opposite direction. So, before we deéiflink to be of high quality, we
have to be confident about this, which is only possible witlhuaber of probes. In contrast we
have to keep the dynamics of the network in mind. For exampige have two nodes close
together for a long time, we could for instance count 997 sssfully received out of 1000 send
beacons. Now, if one node starts to move away it would takeng tome and hence a large
number of lost beacons to reduce the estimate loss protyaiginificantly. To cope with this
effect and to be able to detect link degradations or breattéma short time we will introduce the
following measures: a bounded time of acceptable link séef;;....), and a moving average
calculation of the link quality value. If we loss a certaimmboer of consecutive probe frames we
define the link to be broken regardless of the number of sstulsreceived packets earlier. To
limit the computational overhead of the link quality and nmgvaverage computation we will
only count received and lost packets and compute the qualitiee on demand. For the moving
average calculation we will halve the counted numbers dadived and missed packets in a fixed
interval (¢,.)-

For the quality of a link from nodéto j we define:

Gimg = 0.5, 7205 ) Whng Sty < gy (5.10)
Freev Eniont if £ > thg

The number of received packets, (.,) is initialized as 1 if we receive the first packet from a
new neighbor. The number of lost packets, () is determined based on the sequence numbers
included in periodic transmissions — beacons in most cadksstore the sequence number of
the last beacon and calculate the difference to the nextvexteequence number. If it is more
than 1 we know that we lost some packets in the meantime. Haehate receive a packet from

a neighbor we store a time-stamp. We periodically checkist@i known neighbors if we have
received a packet withity;...... If not we remove the entry from the list and report a link lirea

If we consider periodic beacons (interval,..,) as the source for our measurement we usually
use the following valueSience = 5 - theacon, tmg = 38, thg = 55, aNdt g = 10 - theqcon-

Received unicast packets get a special treatment. In deifex@ receive a unicast packet we
count it as one successfully received packet. If the paskpait of a flow we additionally set
niess = 0 (equivalent tal,_.; = 1) if we receive subsequent packets because establishing a flo
requires to successfully transmit packets in both diresti@. sectiofbl8). If we lose packets of
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a flow we increase,,,;. For active links that periodically transport data (e.ga@oS flow) this
means a more detailed monitoring of the link.

For links that are not actively used we can improve the linknitawing by an active neighbor
probing — we simple send RrobeRequestia unicast to a neighbor that has to answer with a
ProbeReplyIf we receive the reply we can be sure that the link is fullgdtional — we increase
Nyecy AN S€Nss = 0.

5.7. Packet Age Estimation

One of the supported QoS properties is the end-to-end détawe use the IEEE 802.11 MAC
protocol we have little chance to influence the medium acaasgshence the end-to-end delay
(s. sectioh5.5.412 for details). So, aside from the loc@lrtization this is mostly a monitored
property, i.e. we will measure the packet delay and repotations of QoS requirements.

The delay {) of a packet: is defined as

dn = thow — tsendn (511)

If we had synchronized clocks on all nodes the delay calcratould be straight forward — store
a time-stamp when a packet has been created and calculai&dnence to the current time. But
unfortunately there is nothing as a synchronized clock insystem — this is a standard problem
in almost every distributed system. As it is a standard moblthere are also various solutions
to synchronize the clocks but they require a lot of time, sglycif the number of nodes grows.
Additionally they cannot provide an arbitrary precisio. i will not try to improve the quality
of the clock synchronization in this work, instead we arengdio estimate the delay with least
possible effort.

The proposed solution uses the notion oféigeof a packet. The age) is the sum of the times
the packet: spend on the different nodes:

l

ap = Z(treceivedn - tsendn) (512)
i=k

with ¢,...ived, D€ING the creating time of the packet ang,,;, being the time the packet is handed
over to the application. The age estimation works as follamsenever a packet enters a node (is
created or received) it gets a local time-stamp. When itdsdkie node (transmitted or handed
over to the application) the difference of the current tinnel $he stored time-stamp is added
to the age stored in the packet. Obviously we introduce accunacy each time we transmit a
packet to a neighbor node. This time includes the actualggation time on the medium which
can be neglected and the time between the moment we updaigditaad the actual transmission
on the sender side, and the moment we receive the packetaedtst local time-stamp on the
other side. To reduce the introduced error we need the supptre network driver. Current
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IEEE 802.11 compatible network cards include a local tinsedfor the back-off timers that can
be accessed by the driver. Currently this is often used fomtbnitoring modeof the cards, that
is a special mode of operation specially designed to moaltgrackets received by the network
card. Using this timer can significantly reduce the measargrarror. Otherwise we can only
compensate the error by adding the average (or more comisertree maximum) delay that we
cannot measure.

If we compare the age measurement with synchronized clockpiieferable for two reasons:

1. we do not need any clock synchronization and therefore samne communication — we
can neglect the local clock skew during the time the evemiesson the node,

2. we are free to perform an optimistic (e.g. average casggssimistic (worst case) estima-
tion of the transmission time and so can satisfy differeguin@ments to the compliance
with a maximum event age. If we always assume a worst casgniiagsion time we will
never deliver an event too late but possibly report some{atssitive QoS violations.

5.8. QoS Multicast Tree Construction and Maintenance

In this section we will discuss the actual delivery of megsdgom a publisher to its subscribers.
Basically we have two possibilities: multiple point-toipbconnections, or a single multicast
tree. As we discussed in sectibnB515.1 a MANET will only sdalee limit the length of the
routes between peers. So the obvious choice is to use theastliree option. With a growing
number of subscribers for a publisher the probability to ingbde on the tree in short distance
grows. Additionally, if we have to use a long route this inrntuesults in a higher number of
intermediate nodes that all can be used as the source of amaeshb Figuré 5. 11 depicts 10
randomly placed nodes in a 10x10 grid. We have one publisharked by a square) and nine
subscribers (marked by a circle). On the left we see a p@stipblogy created by using a short-
est path algorithm. On the right we see a multicast tree edeasing shortest paths to other
nodes on the tree. In practice we possibly use longer routesdye we are going to compare
the minimum traffic caused by this node placement. For thetgotpoint connections we count
38 messages that need to be transmitted for each eventciwatae publisher. For the mul-
ticast tree we count 21 individual message and this withoytaptimization like broadcasting
to multiple neighbors at once. We see that using a multicast¢an significantly reduce the
overall bandwidth utilization. In some cases when we havettidmeck in the network, a mul-
ticast tree can be the only chance to deliver the event taibB@ibers behind because we will
use the bottleneck link only once. Of cause we have a drawbackulticast tree can be more
error-prone as a single node failure can potentially diseshmore nodes from the publisher as
in the point-to-point scenario. Nevertheless we will ugertiulticast tree version as it is the only
chance to build a scalable system.
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Figure 5.11.: Point-to-point connections vs. multicasetr

5.8.1. Tree Construction

Each node of the tree can either be the root, a leaf, or amietiate node. Each tree carries
exactly one flow, e.g. events with one specific subject. Sexyevode that is part of the tree can
function as the source of the event for node that is goingitotjee tree. But the nodes differ in
the following parameters: the distance to the root, and ¢jeecd the events arriving at the node.
To forward messages along the tree each node lasnvard tablethat stores the identities of
the leaf nodes further away from the root on the same brarggther with the identity of the
neighbor that leads to the leafdwnstream neighbdr Additionally the forward table includes
the serial number of the message that last updates the expiained in the following). Each
node will also store the identity of the successor node irire Upstream neighbgr

Due to the IEEE 802.11 MAC protocol we have no direct contu@rdhe order of transmissions
on the medium and so cannot directly influence the delay oEkgiaWe can only try to improve

it by a local order, but this does not affect other nodes. Saisgea monitoring-based approach
to provide end-to-end delay properties. Each nodtores for the flow the distance (hop count)
to the root (,,) of the tree, the minimald,), averaged,,), and maximumd,,) delay of events of
the flow, as well as the number of received and missed evestisr(dined based on the sequence
number).

The multicast tree is the result on an evolutionary procesgery node that we connect to the
tree creates a new branch. This works in the following steps:

1. Route discovery and resource pre-allocation,

2. route selection among alternatives,
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3. branch activation.

The route discovery searches for possible routes to oneafdte existing tree that provides the
required QoS properties. This search process includesalpation of the required bandwidth.
As a result we get one or more possible routes for the new briduat will be reported to the root
to select the most suitable. To create a new branch we wilyradt nodes along the route about
the new upstream node. All these nodes will update their dodvtables accordingly. Nodes
that do not have been part of the tree before become new ietkaite nodes. Together with
the route activation any pre-allocation converts to a pa@enaallocation. This means that from
the moment of the activation the route is subject to the Qo8itmng and tree maintenance
process. The individual steps shall be detailed in theotig.

Figure[RIP depicts the single steps to create a new brarf@hsdarch process uses a modified
version of the link quality overlay flooding (s. section8lyto ensure reliable path. Itis initiated
by the new leaf node and uses the same forwarding mechanismilbiorward search requests
only if the following additional conditions are true:

* The node is not currently part of the tree,
* the node could allocate enough airtime for the flow,

* the route so far satisfies the QoS requirements.

The search requestl oWwREQ) includes the following information (the message formats be
found in appendikA211):

The searched flow (specified by the root node and its localitlewtifier),

the identity of the new leaf node,

the bandwidth specification (packet size and period),

the allocation timeout,

further QoS requirements (e.g. minimum/maximum/avecay, event loss rate).

Each node that forwards the search request pre-allocaesdhired bandwidth and sets a time-
out (allocation timeout If the route will not be activated within this time the atktion is
automatically removed. This soft-state approach for thedbadth allocation is similar to the
soft-state of routes in AODV (s. sectibn13.1). The decismfotward a packets depends upon if
we can allocated enough airtime in the neighborhood. Fsiittls not sufficient to check whether
the local node could allocate enough airtime but also ifddeéonodes in the environment can do
it as well. Search requests where prioritized (s. appendX2) over the beacons. This means
the stored beacons represent an old state that will notdedhe new reservation. The estimated
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airtime utilization will increase by the airtime requireat the new flow multiplied by the num-
ber of nodes that will forward it in our 2-hop neighborhooditWdut any further knowledge we
have to assume that we have five nodes. If we know the sourci ianzhly one hop away we
can decrement it by one. If we additionally know the destomatind it is within the 1-hop or
2-hop neighborhood we can decrement the multiplier by twpeetively one. Unfortunately we
will usually not know how far the destination is and so peria too pessimistic airtime check
at the end of a route. But we will know the distance later inrtie@ntenance phase (s. section
B.38). We have the option to reduce the maximum number of asddanwarding nodes. In the
general case this will include some optimism (and posséadéd ko QoS violations) but would be
completely valid if we have a small-scale network with a maim known extension of up to
five hops.

If we reach a nodeHit) that is already part of the tree it is a possible source femgw branch.
This node will send 8r anchREQmessage backward to the root. In the example we see three
such messages (the root reacts like a intermediate nodesadcasmessage to itself). Actually
there will be much more but have been left out for better rbditha These messages arrive at
the root at different times. The messages contain the faligiwnformation:

Identity of the new leaf node,

* the estimated age of the packet at the branch node,

hop count for the route from the new leaf to the branch node,

the latest flow statistics (delays, loss rate) at the brawocte,

the QoS requirements of the new leaf.

The root will defer the first message for a small amount of timeollect other messages before
making a decision. After that it selects the most suitabd@mbin node and route to the new leaf. If
we have end-to-end delay requirements (maximum or averagealill estimate an upper bound
of the delay to the new leaf from the delay measured at thechmaode plus the packet age, and a
lower bound by scaling the measured per-hop delay to the n@mch length. As search packets
have a lower priority than QoS traffic the age from the leahtlranch node is an upper bound
for the delay on that path.

It responds with &8r anchConnect message that includes the following information:
* identity of the branch node,
* identity of the leaf node,
* route from the branch to the leaf node,

* a serial number to identify the message.
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This message will be forwarded along the tree to the brancle nsing the normal forward
tables. Each node along the path to the branch node exteadsrtiard table by the new leaf
node. The branch node forwards the message along the routel s the message to the leaf.
The following nodes (except the leaf node itself) becomermediate nodes. That means that
they create a new forward table for the flow and start to morite flow and to keep the flow
statistics. The leaf node itself will be notified of the sussfel connection and starts to monitor
the flow too.

As the Br anchREQ messages arrive at the root node at different times it capdrathat the

it finds a better branch. In this case it creates two messag&rsanchConnect message to
activate the new branch andBaanchDi sconnect message to deactivate the old branch. To
allow a seamless branch migration BreanchConnect message gets the higher serial number
but is send out first. ThBranchDi sconnect message with a lower serial number follows
thereafter. A node that receive8BaanchDi sconnect message checks if the serial number
stored in the forward table is less than the serial numbeh®htessage. If so, it removes the
entry from the forward table and deallocates the associatedwidth. If not, it just forwards the
message. A node that receives BreanchConnect message will add a new entry to the for-
ward table or updates it if it is already present from a presier anchConnect message. We
see that sending the nédv anchConnect message before ti&r anchDi sconnect mes-
sage will result in an update of the entry and note a deallmt&tbllowed by a reallocation of the
entry. Although we use unicast transmissions and henanstrissions for the tree maintenance
messages it is possible that one gets lost. In this case Wemiard packets to a node that is not
the destination and has no forward entry for the flow. If it s&s an active pre-allocation from
the search process, it synthesiBraanchConnect message from the stored information, oth-
erwise it sends Br anchRej ect message back to the root. After a certain time the destimatio
will start to reestablish the route.

As soon as the forward entries are included in the forwarttdie new routes will be used to
deliver events. If the flow monitoring receives an eventfitaghes the timeout to detect a QoS
violation. This way the initial allocation timeout that isually set to a much higher value gets
overwritten by the actual event timeout. For all nodes tbaivarded the search request this
means that they allocate the necessary bandwidth to fortlarflow but if they do not get the
first event within the allocation timeout they will simplyagy the allocation. After that moment
they will also answer eadBr anchConnect message with Br anchRej ect message to the
root to indicate the error condition.

5.8.2. Tree Maintenance

After the tree (the first branch) has been established itdag imaintained. The maintenance
has the following objectives:

1. Detect link breaks,

2. perform a local link repair,
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3. notify peers about irreparable link failures.

The tree maintenance focuses on the detection and comeatibnk failures and will try to
correct them in a local area (2 hops). The reason is that nmdsbteaks are caused by the
movement of nodes. As nodes cannot jump from one positiorctorgletely different one, we
assume that if a node disappears from the 1-hop neighboihbad moved to the 2-hop range.
Probably we will have a 2-hop route to the missing node. Ifweswill try to rearrange the local
routes. Otherwise it will be necessary to perform a compkstenstruction of the tree. The tree
maintenance will further try to optimize the structure af three by shortening the path lengths if
possible.

For the tree maintenance we will use the information fromftitevard and the neighborhood
tables.

Repairing broken links

A broken link will be noticed either by the sender or by theeiger side. The sender notices
a link break if the neighborhood discovery reports a vardsieighbor and this neighbor is a
downstream neighbor. The receiver will notice a link bregkhe missing upstream neighbor
link, or by a series of missing events (QoS violations). Téyeair process is similar for both
sides.

If the receiver notices a link break (s. figlre 3.13 step Ijittates a local search for the miss-
ing neighbor (with a TTL of 2) using the link quality overlay#@iding (step 2) as used for the
FI owREQ search. The search requeBe¢onnect REQ) includes the identity of the miss-
ing neighbor, the flow identification, and all QoS relatecbmfiation that are required for the
bandwidth pre-allocation. It additionally sendsSaandby message instead of the missing
event along the branch to prevent other downstream noddsutotiseir own repair processes
because of a QoS violation, they will only count the lost éseli the missing neighbor receives
the search request (step 3a) it will reply wittBaanchRepai r message to the downstream
node to update the bandwidth allocations and forward tadnethe new (1-hop or 2-hop) link.
If another node on the branch receives Reconnect REQ (step 3b) it will answer with a
BranchO f er message. The searching node will pick the first answer an@deadept the new
link with a Br anchAccept message. In both cases the source of the repaired link widl se
aLi nkChangel nf o message back to the root of the flow. If the source of the regddink
differs from the previous source, all nodes on the way backugalate their forwarding tables,
the root will send &8r anchDi sconnect message including a list of all migrated leafs to the
previous source so that it can stop searching for the migsgighbor. Additionally all nodes
that receive this message will remove the migrated leaf® fiteeir forwarding tables and free
the allocated bandwidth resources if applicable.

In the opposite direction, if the source of a link is missitsgieighbor will send 8r anchCOf f er
message as local broadcast (2-hop flooding). The missingwibdeply with anBr anchAccept
message to reroute the link. The source node will than sémeshaChangel nf o message back
to the root.
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Branch shortening

The second important task of the tree maintenance is théestiog of branches. This way we
try to reduce the complexity of the tree. This leads to a betiézation of the medium, shorter
end-to-end delays, and increases the reliability as weegediflinks that can fail.

The link shortening uses the same information as the linkirepthe neighborhood and for-
warding tables. It works very simple. If a node discoverswa neighbor it locks into its forward
table to test if the new neighbor is included in the branchrbate than one hop away. If yes,

it tries to create a direct link to it. The following messaggence is the same as in figure
picture 4: the node send8aanchCf f er message that the target node can accept with a
Br anchAccept message. If the new neighbor accepts the offer, mk Changel nf o will be
send to the root of the flow. For this task it is essential tovkitiee list of downstream nodes at
every node of the tree. Otherwise the link shortening woetgiire a coordination with the root
node of the flow which would save some memory on the interntediades but significantly
increases the tree maintenance traffic.

Report irreparable link breaks

If a node repair fails we have to notify the root and leaf noalesut this so that the higher level
P/S protocol can handle the problem. To do so we set a timeoatoh local repair attempt.
After this time the receiver node of a broken links will sen®raanchLost message to all
downstream nodes. These node will clear their forward sadhel free the allocated bandwidth.

A leaf node will additionally notify the P/S management puil of the problem. The sender
node of a link will send &r anchLost message upstream so that all nodes in-between can
remove the lost leafs from their forward tables and free flezated bandwidth resources if
applicable.

5.8.3. Tree Deconstruction

At last we need a way to disconnect nodes from the free irdealiy. If an application at
one of the leafs finishes it send8aanchDi sconnect message including its own identifier
upstream. All nodes on the way to the root will update themvird tables and bandwidth
allocations accordingly. If the root node finishes, it sead& anchDi sconnect message
including all leaf nodes downstream.

A more difficult situation is when an intermediate node iketo leaf. In this case it will send a
For ceRepai r message to all its direct downstream neighbors. When tleeywethe message
they will start the usual repair process (s. figureb.13 nat)2;The node that intends to leave
will additionally stop to forward any messages related tttlee maintenance. It will continue
to forward events until it shouts down. But it will not longaonitor the QoS properties to avoid
to initiate a QoS related repair process. If the repair pede successful, it will stop to receive
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further events. At any point in the future (usually the repaneout) it can decide to drop the
forward table and bandwidth allocation for the flow.

5.8.4. QoS Monitoring Management

We previously mentioned that missing neighbors can be tigtdxy QoS violations. But we have
only three messageBIl(oWREQ Br anchREQ Reconnect REQ) that include QoS parameters.
All messages that are used to migrate branches do not cayr@)@8 parameters. The reason
is very simple — storing a list of all downstream nodes at everde is essential to maintain
the connectivity of the tree. But to store and monitor the @aameters of every leaf at every
intermediate nodes probably requires a lot of memory teestod transfer the parameters on a
per-node basis, and significant CPU resources to comparng@xent against every requirement.
So we will limit the processing in the following ways. Firste will only store a maximum
of one QoS parameters set (the least common dominator) adlex rfdo we will detect every
event that is not sufficient for any of the leaf nodes. Thedhodd parameters are setup by
the root. It will use aSet QoSThr eshol d message to set QoS parameters on one or more
nodes. An intermediate nodes is free to accept the monittinge or the ignore it to save CPU
resources. Only the leaf nodes are required to perform a Qoftoning, but will determine the
QoS threshold parameters from the local communicationpanots. The message uses a special
address format to perform an efficient sub-tree addresding.node identifier is followed by
aBr oadcast | Dthis means the node and all its downstream nodes should eisetlof QoS
thresholds. Several such sub-tree addresses can be sddaraNoSt at i onl Didentifier. As
nodes do not exactly know within what sub-tree they are kExtiagach node that forwards such a
sub-tree addressed message has to rewrite the addressguiigt to the downstream neighbor
and its sub-tree.

5.9. Mixing QoS with Best-Effort Traffic

The whole system bases on the reservation of bandwidthngairton individual nodes. The
amount of airtime to reserve is determined by the specifinatif QoS flows. But we addi-
tionally have best-effort communication (beacons, sequaries, P/S management information,
multicast tree management information, ...). At least far beacons we know how much air-
time a node will use. But for all the remaining best-effortrsaunication we simply do not
know. To avoid an over-utilization of the medium we will use@nbination of a dynamically
allocated airtime contingent and the recycling of unusetiihaé. As explained in sectidn 5.5.1.3
it is possible to measure the actual airtime consumptioetea planned but unused retransmis-
sions. These can safely be used for best-effort traffic.i¢fithnot sufficient we need to increase
the allocated amount best-effort traffic. This can be dorteobly in small steps. Each node
is allowed to increase its allocated airtime by the amourfted airtime divided by the num-
ber of nodes in the 2-hop neighborhood within the time of aacba update cycle in the 2-hop
neighborhood. But a node is allowed to reduce its best{adftmcation at any time.
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We see that the airtime allocation scheme is very focusederstipport of QoS flows. It is
able to handle a significant amount of best-effort traffic dmily under some constraints. If we
already have allocated a lot of QoS flows and have a good linktgwve will recognize a large
percentage of unused retransmissions. So we could forwlargdeamount of best-effort traffic
along the QoS paths. If we try to forward best-effort trafficrey nodes that do not carry QoS
flows we have to adapt their allocated best-effort contibgdmch is a slow process, especially
in a dense neighborhood. This adaption works fine to handlentdinagement traffic which is
routed along the QoS multicast trees and continuous flowsshedntra-productive for random
point-to-point bursts like file transmissions.
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5.9. Mixing QoS with Best-Effort Traffic
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6. Middleware Implementation

In this chapter we will take a closer look on the actual impatation of the communication
middleware. The requirements have been specified in séZHbh. The functional have already
been discussed in the main chapters of this work. At thistpeenwill put a special focus on the
non-functional properties of the system.

6.1. Component Overview

The middleware is structured into several components tfetagically grouped into several
subsystems. Figufe®.1 depicts the component structur¢gheMbottom we have the hardware
and operating system that we handle as black-boxes. On tibye @fperating system we have a
thin runtime-system that provides an abstract interfaddeaunderlying system. It is the only
platform-specific part of the whole middleware. Most of thiactionality is provided by GEA
that will be described in sectidn ®.2. Above this abstractayer we have theommunication
corethat encapsulates basic communication functions andéi#mmation, an arbitrary num-
ber ofserviceghat encapsulate active processes in the communicatien dayl the?/Ssystem
that includes all extensions to allow for publish/subsegbmmunication. Beside the communi-
cation part we have the monitoring component that can besadcem any other component to
store and retrieve global state information (s. sedfia 6.5

6.2. Event-based Implementation using GEA

In the design phase of the middleware development two fued#ah questions had to be an-
swered. First, how to perform an efficient testing of the dtgwed network protocols and second,
how to handle concurrencies in the implementation. Fromvérg beginning the necessity for

a simulation based testing of the developed protocols vees 6. sectiof 4.6 for details). But

actually our goal was to develop a system that can be usedtive sgstems because simulated
protocols (with the exception of network emulation) aratbe use in practice. So we had at least
two different target platforms for our development — ceramore as we intended to deploy our
system on heterogeneous platforms. Previous developnmeats research group showed that
concurrent implementations of the same protocol were laandain, and even harder to extend,
especially if the development involves a number of peopleis Teads to the obvious desire to
find a way to use a single, unified implementation on all taptggforms. At the same time it was
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6. Middleware Implementation

evident that the developed middleware would include séweracurrent control flows that need
to be handled, and more important synchronized. Such ddidves are for instance different
protocols, monitoring activities, services, and of cowagplications that communicate using the
middleware.

An investigation of the system interfaces of the variougfptens and the way protocols are
usually described lead to the decision for an event-baspttmentation. The network simulator
ns-2 required us to use an event-based implementation agtre usual communication API on
POSIX-like system are sockets. We decided to build an atigiralayer that provides the event-
based interface on both systems — called GE&rieric Event ABI[HMOS]. This decision
answered the problem how to handle concurrencies at the tsameAs events (and the actions
they trigger) are atomic units in an event-based system weotidonger need to care about
synchronization. We only have to make sure that shared sl@taai consistent state at the end of
an event action.

GEA is public available[fgea] as a native (POSIX) version asén extension for ns-2. In ad-
dition to the event processing interface GEA provides thitybo use communication devices,
dynamic loading of event-based applications, andgject repositoryto share objects between
applications.

The idea of an unified protocol implementation is not new duedd are already several solutions
for this problem. Nsclick[[NJG02] is a combination of the ptgr network simulator ns-2 and
the Click modular route [KMEQd], a software library that enables to construct routinf-so
ware from basic building blocks. Nsclick use the Click laaga to specify routing protocols and
executes it on top of ns-2 or the native click execution emment. The main difference to our
approach is their additional abstraction layer which retstithe user to certain protocol primi-
tives. Another approach is to simulate the system interfiseel by an existing implementation.
This approach has been used to run existing user-level guoiimplementationd [LYNO4] or
actual network stack implementations [JMO05] inside theusation.

6.2.1. Event API

GEA ist based on the concept@fent notificationsThere is one central unit — teeent handler
The application or protocol can register for events likeereing a messages or the occurrence
of a timeout. The event handler will notify the protocol whesmething important happens.
We decided to use simple callback functions for this — im@atad as C function pointers. The
resulting mechanism is efficient, as the protocol code oaly/th work when there is something
to do. The only drawback is that it must be ensured that thatdwvendlers do not spend too
much time. Otherwise the delivery of other events is delayed

Handles and Callbacks

The central system primitives in GEA dnandles A handle is normally associated with an input
our output resources. It provides functions for sendingraediving. But they are also used for
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6.2.1 Event API

event notification. Therefore the event handler providegnetionwai t For ( Handl e *h,
AbsTime t, Event e, void xdata) which allows to register callbacks. The parame-
ter e is a function pointer likeevent (Handl e *h, AbsTinme t, void *data). The
parametet defines a timeout.

For receiving data a handle is created. After that a calllimoggistered wittwai t For . When
data on the handle arrives the callback is executed. Therecme time and the data pointer
specified on the registration are given as parameter. THi@achlcan then retrieve the packet,
process it and maybe register other callbacks. The timesmatinpeter defines when the handle
should stop to wait for data. If this happens the callbackalslo be called. The protocol has to
check the status of the handle to detect if a timeout happened

A special case is waiting without an I/O handle. This can lreafgself-generated event or for
a certain period of time. For the first one GEA provides soecHependHandl es. These
can be used like others, but are triggered internally byirgatonpl i ed on it. The second
functionality is achieved using a pseudo handle of tBpecker . A wai t For always returns
a timeout after the specified time. The event handler caletthé timeout can then execute the
delayed commands.

As we use GEA for the development of real-time protocols hiaedling of time is very impor-
tant. This involves that the external communication megisg restrictions. GEA aids to fulfil
this by its handling of absolute time values.

Time Representation

Many runtime environments use relative values for timeesentation. Common are calls like
sl eep(2) for stopping the process execution for 2 seconds from theeotutime. Critical

for real-time systems is that the current time is not alwagtehmined. Callings!| eep( 1)

ten times does not result in sleeping 10 seconds. There myala& delay resulting from the
processing in between. Theses delays accumulate and chtoleat intended times. We avoid
this by using absolute values for time representation. A tigte calledAbsTi ne is used for
this. A second time typeDur at i on is used for representing differences between absolute
times. The handling of this time representation is veryrieste. This ensures a correct usage.
There are three possible ways of creating an absolute tilne.vahe functiorAbsTi ne: : now
returns the current time. When an 1/O event occurs, the tigée/en as parameter to the callback
function. The actualhbsTi ne value has no defined meaning for the application, only for the
event processing core. Bur at i on value instead is defined to represent a time in seconds. It
can be added tBbsTi e values to specify future points in time. So the creationmitvalues
does not depend on the internal processing. Normally ortigreal events create time points.
Variable processing times of event handlers cannot infleéme absolute time values.
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6.2.2. Event Processing in C++

To ease the development of C++ applications, there is arcbbjeented extension to the basic
C API of GEA. The following base classes can be used to defijextsdhthat are activated if an
event occurs:

» Si ngl eShoot Event : for single I/O events
* Si ngl eShoot Ti nmer Event : for single timer events
* Mul ti Shoot Event : for recurring I/O events

* Mul ti Shoot Ti neEvent : for periodic timer events

All classes provide the virtual methdthndl e( Handl e *h, AbsTi ne t) that has to be
overloaded. It is called whenever the event is triggeredltiMboot events additionally provide
the methodevoi d wai t agai n() that can be called to wait again for the next event of the
same type. Object of these classes need to be allocated ahatignand will destroy itself if
not longer required. The following code example shouldsiitate how the classidello World
program looks like using this interface.

Event - based Hell o Worl d program
#i ncl ude <gea/ util s/ Si ngl eShoot Ti mer Event . h>

#i ncl ude <i ostreanp
usi ng nanespace std;
usi ng namespace gea;

SSE _Hel | oWworl d : Si ngl eShoot Ti mer Event {
public:
SSE Hel | oWorl d(Duration t): SingleShootTi merEvent (t) {}
pr ot ect ed:
voi d handl e(Handl e *h, AbsTinme t) {
cout << "Hello Wirld" << endl
}
1

extern "C' {
int gea_main(int argc, char * const *argv) {
new SSE Hel | oWworl d(2); // activate event in 2 seconds
return O;

}

}
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6.2.3. Dynamic Loading and Execution

Event-based applications or protocol implementationetaded with GEA have to be compiled
as shared libraries. At least for the ns-2 and POSIX systencameuse the same binary for
simulation and a native system as long as both run on the sd&tketype. Obviously it is not
possible to run an Intel binary on an ARM CPU. As an examplesthet of the Hello World
example in the simulator looks like:

$node_(0) geastart ./helloworld.so.

The counterpart in POSIX is done by:

geastart ./helloworld. so.

Each GEA instance is able to load and run an arbitrary numi#iose libraries. When loaded,
GEA will call the gea_mai n(...) function to create some initial events. After it returns,
the normal event processing is resumed. All GEA applicasbare the same address space.
Furthermore, if we load multiple instances of the same saiwnto the simulation, they share
the same code and only require additional data per instaks@n example, a simulation that
started 10000 instances of the middleware used about 120 Ki2mory per instance.

6.2.4. Object Repository

To share objects between different applicationdbgect repositorycan be used. It stores triples
that include the name, the type (given as a string), and tiegyato the object. The object
repository provides the following methods:

* bool insertQbj(const char *name, const char *type, void *obj)
to insert a new object into the repository; it will report ance if an object with the same
name is already in the repository,

* voi d* get Obj (const char =*nane) to query the pointer of an object specified by
its name,

e const char=* get Type(const char =*nane) toquerythetype of an object spec-
ified by its name,

* bool renobveObject(const char =*nane) to remove a specific object from the
repository.

An application that stores a pointer to an object in the rigposhas to ensure that it removes
the object before the pointer becomes invalid.
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6.2.5. Debugging of Distributed Applications

In this section an interesting byproduct of the developmeamk should be briefly presented. The
combination of GEA and the ns-2 proved to be very efficientlfier protocol testing and evalu-
ation. In a combination witlalgrind, another widely used debugging tool it became even more
useful. Valgrind [NMO3[ Net04, SN05] is a binary code anaysol that allows to determine
common mistakes like invalid memory access, use of uniizéd values, improper memory
management. It is available under the GPL license.

Usually, if we debug a protocol implementation we have saverotocol instances running on
separated nodes or within separated virtual machines onautes, if we use network emulation.
In such a environment we are for instance not able to decalkefder field in a received message
has a random value because it was not initialized propetheatransmitter side. Such a mistake
can lead to a strange protocol behavior that can be veryuliffic analyze. But as the simulator,
GEA and all GEA-based applications share the same addrass gpd run in a single process
in the simulation we are able to perform an end-to-end delbggyf a distributed system. This
setup showed its usefulness numerous time during the gewelat of the middleware.

6.3. Component Interaction

In this section we will explain how individual componentgeract. We have to distinguish
interactions of components inside GEA and with externaliaafons.

Components that run inside the same GEA instance can ihtesay events, shared data, and
direct method calls. GEA provides a special hariddgpendHand| e that can be used to wait
for self-generated (no I/O or timer) events and to createnthéds all components share the
same address space they potentially have full access toehem of other components. To
find the addresses of other components, the object reppsaarbe used. It basically stores any
pointer value, but is intended to store pointers to objettsese pointers than can be used for
direct method calls. To share data and to react upon chatigelglonitoring subsystem of the
middleware is more appropriate (s. secfiod 6.5).

For the communication between external components and GEAave to use normal inter-
process communication (IPC), i.e. local sockets, namegspghared memory segments, signals.

To interact with the middleware we have designed two medmasion top of the basic IPC
mechanisms — hridge, and blocking-free ring buffers stored in shared memoryrssgs. The
bride (s. sectiofh®l6) enables legacy applications to wesbdkic routing functions transparently,
i.e. without knowing that there is a special middleware.dditionally allows applications that
are aware of the middleware to control it using special UDBkpts that are translated into
method calls inside the bridge. For a shared memory basethooiation with the middleware
an application first has to register using a remote procechll¢RPC). In return it will receive a
reference to a shared memory segment that stores two rifgrgufone for sending and one for
receiving messages. The application can read and writehese ring buffers without the need
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for synchronization. If the application specified that itleend periodic data, the middleware
will periodically check the ring buffer for new messagesramsmit. Otherwise the application
has to notify the middleware of new messages using signdis. same holds for the opposite
direction.

6.4. Communication APIs

In this section we will take a look on the various APIs of thentounication system and discuss
some of the important design decisions. The different yel be discussed bottom-up.

6.4.1. Packet API

An essential requirement wasnfigurabilityof the system and the network packets — the system
should only contain the components required for a task, ahslork packets should contain only
necessary headers.

The PacketPookogether with théheader access classpsovide a solution for the second part.
The PacketPool allows to define the structure of network g@i@cat run-time — usually at start
up time. The access classes provide transparent accesstteater fields — an application need
not to know details about the internal structure of the wipaleket. Figur€&l2 defines the basic
structure. We have 8ystem Header Ardaat stores information that are only valid on the local
host an are not transmitted. It includes at leastBhseheader that stores various management
informations like the size of the whole packet, or a pointethe queue the packet is currently
stored in. TheNetwork Header Areatores the actual packet as it will be transmitted. It inekid
at least the header that stores the routing / address infimmadt has the lowest priority and so
will be placed directly before the payload.

| System Header Area| Network Header Area

Base s “e 'Routing/ Application/Service Data

Figure 6.2.: Packet structure

Packet configuration
The PacketPool provides the following methods for confitiona

» addNet wor kHeader to add a header in the network header area,
* addSyst enHeader to add a header in the system header area,

* renoveNet wor kHeader to remove a network header,
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* renpveSyst enHeader to remove a system header.

To add a header a name, the size in bytes, a priority valueindgpdo an initializer function, a
pointer to a variable that will store the relative offsetlod header in the packet, and a pointer to
a type state variable have to be provided. The name is usemdify the header. The priority
value defines the order of headers so that the resulting patketure is independent from the
order in which the headers are added. The initializer fandis required to initialize the header
fields when a new packet is created. The offset variable poina static class variable in the
access class of the header and will be updated whenever dldergrelative position changes.
The state variable is also a static member of the accessasidswill be set to a non-zero value
when the header is currently registered in the system. Taie sariable can be used to check if
access to the corresponding header fields will be possibteafler can be removed by its name.
This will probability change the positions of other headdrsthis case their offset values will
be updated. The state variable of the removed header clasttis zero.

Packet creation

The PacketPool furthermore provides the following metHodshe packet handling:

* newPacket to allocate and initialize a new packet,
» cl onePacket to create an exact, independent copy,

» del et epacket to delete a packet.

If a packet is deleted the memory allocated is not necessaed fat the same time. The Packet-
Pool stores a fixed number of packets so that they can be reused

Header access

The header fields can be accessed thraggess classe3he code snippet in figule 6.4.1 gives
an example.

packet header access exanpl e
BasePacket *p = packet pool . newPacket () ;

{

HDR StaticPriority sphdr(*p);
sphdr.setPriority(10);

}
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All access classes are derived fr@asePacket that only stores a pointer to the packet struc-
ture. Each access class contains the offset for the speeiiden that will be updated by the
PacketPool. To access a header we have to instantiate assasgect (line 3). This takes the
pointer and adds the current header offset and stores thi meshe object. All subsequent
read/write operations will be addressed relative to thediee pointer using a constant value de-
fined in the access class. These operations can be very viielliogd by the compiler. Just as
an example — an Intel CPU will need two instructions to stbeegacket pointer and the header
offset into two registers. Each subsequent access thairgsgekactly one instruction. The
temporary offset on the stack will be optimized out.

Dynamic reconfiguration

It is important to node that currently a dynamic reconfigoraof the packets is possible but
should be avoided because it requires a migration of egigtatkets. To do this, the following
improvements are necessary:

Addition of a special header that includes a unique idemtiior the composed packet
structure,

 arepository that stores known packet configurations tagetith their unique identifiers,

* a conversation function that rearranges headers to miagcburrent local default config-
uration and marks them as incomplete if essential headdsfaak not available after the
conversation,

 a protocol to exchange packet configuration data so thasoan retrieve unknown con-
figurations from the neighbor that send the packet.

6.4.2. Extended MAC API

The extended MAC (EMAC) layer provides additional functéity on top of the IEEE 802.11
MAC. It consists of an arbitrary number of sub-layers thawmte individual functions like traffic
shaping, prioritization, queueing. The EMAC API is not imied to be used by applications or
services, only by the routing layer.
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transmit

EMAC

ackCB TXRequestCB receiveCB

Figure 6.3.: EMAC Interface

Each EMAC module has the same communication interface (arefi.B) that consists of the
transm t method to hand over a packet to a EMAC module for transmissiod three op-
tional callbacks -ack CB that will be called by the lower layer to acknowledge a traission,
TXRequest CB to ask for a packet to transmit, ameécei veCB if the lower layer wants to
hand over a received packet. All callbacks are optionat, riieans they are not required to be
defined and an EMAC module first has to register them with the logver layer. The routing
layer will register with the top most layer. That results iohain of EMAC modules that can be
reconfigured at any time during runtime.

In addition to the communication interface an EMAC module bave a configuration interface
that depends on the actual task of the module, e.g. the bdtidimit of the traffic shaper, or
the size of the queues.

6.4.3. Communication Interface / Routing API

The routing API (RAPI) provides various packet-based comication primitives and object-
oriented communication end-points. Additionally it deBribe possible addressing schemes and
their semantics that have to be fulfilled by the actual rquimplementation. It is intended to be
used by a wide range of applications, not only by the P/S layer

Routing header structure

Figure[64 depicts the default layout of the routing heatlat ts present in every packet. It
is the default layout because t&eur ce, Ser vi ce, andSer vi ceKey fields can be con-
figured to an arbitrary length. Th&ddr essType defines the addressing scheme to be used.
This will be detailed in the following. The actual length betAddr ess Dat a area is stored

in the Addr essLengt h field. Sour ce specifies the sender of the pack8er vi ce and

Ser vi ceKey the service that this data belongs to (e.g. libaconingor theP/Sservice). The
SegNunber is a unique number assigned to every transmitted packet.Uske Dat aSi ze
specifies the length of the payload. After this set of fixee §iglds we have the address area that
can be of different size. It is followed by an arrayRécPat hLen element size that is used
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to store the path a packet is actually forwarded through #teark. It can have a size of zero
elements.

AddressType| AddressLength TTL RecPathLe

Source

Service
ServiceKey
SegNumber

UserDataSize

Address Data

Recorded Path
Payload

Figure 6.4.: Routing header structure

Addressing schemes

The RAPI defines two mandatory routing primitivéd oodi ng, Sour ceRout i ng), two op-
tional routing primitives Dynam cRout i ng, FI owRout i ng), as well as three routing flags
(Nei ghbor hood, Stri ct, Ml ti cast) that give additional information about the intended
forwarding.

Fl oodi ng is used to reach any possible node in the network, the adfieésss empty in this
case.Sour ceRout i ng is used when the sender already knows a path to the destinaltich
will be stored in the address areBynam cRout i ng requires to specify a destination in the
address field and leaves the forwarding decisions to thénguhplementation. Usually it will
use a route discovery service to find routes and a routing tab$tore themFl owRout i ng

is used for periodic QoS traffic on multicast trees. The askifield contains a uniqud owl D
that can be used to query the next hop frorl @wTabl e that has to be provided to the routing
model via the object repository. The creation and mainteaat the table entries has to be
done externally, i.e. the routing module has not to care iboulf a routing module does not
implement one of these optional primitives it can substittitusingFl oodi ng. The RAPI
module at the target node will filter the received packetsdrog needless ones.

The routing flags give additional information that the ragtimplementation can us&ul ti -
cast specifies that the packet is addressed to multiple receivétts address field will contain
multiple entries of the basic addressing scheme. The @utiplementation can split the packet
into multiple basic packets, or just flood it through the nataif it cannot handle it in an opti-
mized way. St ri ct tells that the routing implementation should not apply aptiroizations,

i.e. if we useSour ceRout i ng and a single hop of the path is not possible it should not try
to perform a local repair or something el$&i ghbor hood tells the routing that the packet is
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only useful in the neighborhood (however that will be defijnédsually this will be equivalent to
a 1-hop flooding, but a position based routing implementatauld for instance limit forwarding
to nodes in the same room.

Communication end-points

All communication end-points are one-way, i.e. they arbegitused to sendsér ver) or to
receive data@ i ent ). Each end-point has two queues, one to store ready-toeserteived
packets, and a second to receive management and statusaitifom (aSi gnal ). An application
can register a notification callback on the queues to gefiedibout new elements or just poll
it. A Signal can carry a reference to an arbitrary object theétides the actual information. This
can also be used to request an answer from the receiver —ithizwiven using a method call
of the information object.

A C i ent is created using the API functiamewCl i ent and can be used in three different
modes —connectedbroadcast or promiscuous A connected client receives data only from a
single server. It is connect by calling tkdnnect method with a target address given as a
St ati onl D:Ser vi cel Dpair. The target will be asked to accept the connection osd¢hdce
and can reject it. But this should not be confused with a TyR-€onnection. This interface
does not define an acknowledgement protocol or somethike. alihe routing layer is required
to perform a monitoring of the connection and to inform batkes if it breaks. It is not re-
quired to actively maintain it. A client is switched to theobdcast mode using the method
enabl e_br oadcast . It will now receive all packets addressed to a certgem vi cel Dre-
gardless where they come from as long as the local node isdedlin the specified destination
set. To receive all packets that the local node sees (evewitpackets) a client can be switched
to promiscuous mode usirpabl e_pr om scuous. The reception of packets can be disabled
usingdi sconnect , di sabl e_br oadcast , anddi sabl e_pr om scuous. To read pack-
ets from the queue an application has to BalsePacket *next () that will return the next
received packet or zero if the queue is empty.

At the other side we have three different server clasServer, an end-point to be con-
nected with aCl i ent , theBr oadcast Ser ver to send all kinds of broadcast packets, and
RawPacket Ser ver to create arbitrary packets. These different server ctaasibawv for more

or less flexibility. The standar8er ver class performs the whole packet initialization and ad-
dressing automatically whereas tRawPacket Ser ver provides only bare packets that have
to be initialized completely be the application. All senadjects have two basic functions —
BasePacket *next () to select the next packet for transmission, and

voi d send(BasePacket ) to mark it read-to-send.

To allow a fine-grained configuration of the internal funoadity and a dynamic reconfiguration
the communication interface defines an extension mechawiiactive processes like route dis-
covery, bandwidth reservation, connection handling apgemented aServices The base class
for all services idNet wor kSer vi ce. Each service is assigned a globally uni@ee vi cel D.

150



6.4.4 Publish/Subscribe API

When a service is registered it will receive all packets adsked for itSSer vi cel Dfor process-
ing. The route discovery service for instance will storanfermation in a central routing table
that will be used by the routing module to determine pathsdestination. All three components
(the routing module, the route discovery service, and théing table) can be chosen individu-
ally for maximum flexibility. It is even possible to repladeem at run-time or to run multiple
route discovery services that update the same routing.table

As an example, in the current system we have three indepeaderces for route information
— path information stored in flooded packets (gathered bysaiyp@monitoring service), the P/S
tree construction and maintenance service, and a peri@tweonk discovery service to route
best-effort traffic. All store their information in a centrauting table to utilize as much infor-
mation from received packets as possible.

6.4.4. Publish/Subscribe API

The P/S API is very simple compared to the RAPI. It provides basic functions:

* Publ i sher *Publish(ServiceDescription &service) tocreate apublisher

» Subscri ber *Subscri be(ServiceDescription &service) tocreate asub-
scriber

Both functions require &er vi ceDescr i pti on that includes the subject description and a
QoS specification. The returned objed®sibl i sher, Subscri ber ) function as the interface
objects for the applications for the actual communicatidmeSer vi ceDescri pt i oncanbe
initialized using a XML-encoded description or by settitigzalues in machine-readable format.
This interface is provided to be able to avoid the dependency XML parser (S. requirements
in sectiofZ.4R). The subject is stored iB@bj ect Key, a machine-readable unique identifier.
If the subject is specified in the XML document, it is convdrigsing a hash function. The
QoSSpeci fi cation is an array of key-value pairs that describe the QoS praggertirhe
supported QoS properties are listed in tdblé 6.1.

Name Type | Scale Unit| Meaning

Period integer| us interval between two packets

maxSize integer| byte maximum size of the payload per packet

maxDelay integer| us maximum allowed end-to-end delay

maxBurstLoss | integer| packet maximum acceptable number of consecutively lost
events

minHopQuality | integer| %o minimum link quality per hop

applicationQoS string opaque container for application QoS

Table 6.1.: Supported QoS properties
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Peri od andnmaxSi ze are mandatory parameters as they are required to computatite
width allocation.maxBur st Loss is also a mandatory parameters but has a default value of 3.
maxBur st Loss, m nHopQual i ty, andmaxDel ay are controlled by monitoring the flows
and neighborhood. The last two are additionally considdrethg the tree construction (s. sec-
tion[5.8). Theappl i cati onQoS parameter is a special parameter. It includes arbitrarg dat
that specify application-specific QoS parameters that ddvaee a meaning on this layer. They
will only be used during the peer matching process (s. seiid).

Both, Subscri ber andPubl i sher objects have two queues to store events and signals
(s. appendiX’AZ13). The objects additionally store Eieowl D of the event flow they use.
When aPubl i sher is created, it automatically is assigned a def&lilow D that is associ-
ated with theSubj ect Key of the Ser vi ceDescri pti on. If a publisher is able to sup-
port different application QoS profiles it has to allocatefdliional Fl owl D using Fl owl D

al | ocFl ow( QoSSpeci fi cati on&) . The function returns a newl owl D and associates

it with the QoSSpeci fi cati on. As the application part of th@oSSpeci fi cati onis
meaningless for the middleware, publishers that providkiphe application QoS profiles have

to assist in the search process. If the node recei&saa chPubl i sher message for a sub-
ject that belongs to a publisher with multiple profiles, itlveiend aSel ect Profi | e sig-

nal to the publisher. This signal requires an answer frompinglisher. Therefore the sig-
nal includes a reference to @PAnswer object. The publisher gives its answer by calling
sel ect (Fl o D) on the answer object. This will cause the P/S managementni the
appropriategFoundPubl i sher message. As the whole search process runs without time con-
straints the publishers is free to answer the signal at amg.tBut it is encouraged to answer as
soon as possible.

An application does not need to end a subscription explidhis will automatically be done if
theSubscri ber objectis destroyed. The same holds for Bubl | sher object.

6.5. Monitoring API

The monitoring subsystem is basically a named repositodyonémically allocated, global vari-
ables. It includes five elements — probes that gather ddtaj t or Qbj ect s that represent
the shared variables, the monitoring repository, obseret bind actions to state changes, and
import/export converters.

The monitoring system includes no default probe implententaas this is very task specific.
Probes, i.e. the code that determines values, can be hard into the code or added on demand.
That means, if we know that a certain attribute or state chafig component will be of interest
for another component we can introduce the probe code. Agiazffiway to do this iAspect-
Oriented ProgrammingAOP) that allows to separate the component code from thieepcode.
So we will not have the monitoring overhead if not requirectdiled examples for this can be

found in [MSSP0O2, Mah(0].

A Moni t or Qbj ect encapsulates the access to the variable value. It storesthal address,
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the type, and a unique identifier. A static type checking réquened on each read or write access
using template programming. This makes it a good targetdonler optimizations — the actual
costs of accessinghdbni t or Qbj ect are the same as for access to a pointer-addressed variable.
For production systems it is also possible to remove the ¢tipeeks using a static configuration.
This ensures an efficient, resource saving code. Comparagadinter-addressed variable, the
only overhead is the check if a notification of the state cleamas to be produced. In the worst
case (if we do not have any observer) this wastes a simple @osop per write access which
is acceptable and sufficient for most cases. If not, it canuoiér optimized under certain
conditions which is detailed in [MahD1]. Koni t or Cbj ect can currently handle variables of
typel nt eger,Fl oat,Stri ng,andEvent . Event is a special type that is used to exchange
structured data with other components — a simple, local ¥&t&s.

The Moni t or repository is the central management point for the momtpgubsystem. It
provides the following methods:

* Moni t or Cbj ect *creat eExcl usi veQbj ect (key, val uetype) to create a
newMoni t or Gbj ect or to report an error if it already exists,

* Moni t or Obj ect *creat eShar edObj ect (key, val uetype) to create a new
Moni t or Obj ect or to return a pointer to the existing one,

e void free(hj ect (MonitorObject *object) toremove dvbnit or Qbj ect ;
all attached observers will be noticed and deattached,

* Moni tor Qbj ect =findCbj ect (key) tofind aMoni t or Obj ect by its key,

« MOObserver *observeQbj ect (key) toattach an observer tdoni t or Qbj ect
identified by its key.

If an observer is attached toNMbni t or Obj ect it will be notified of any state change (write

or object destruction) and can react at will. The import@xfunctions are intended to allow an

exchange of monitored values with other nodes or to easeeinegging process. The monitor
repository provides a list of all monitored variables andates a textual output on demand.
Other conversion functions (e.g. to/from XML) can be addethe repository or as observers to
individual variables on demand.

6.6. Legacy Application Integration

One of the major problems for every newly developed comnaiitio middleware are legacy
applications. More generally spoken, we have a typicalkemnesgg-problem — without appli-
cations using the new system it will not attract new users\aitidout new users it will not of

general interest for developers to use. Within this thdsesproblem was to integrate existing
applications into the system without the need for modifa®i The solution includes two parts:
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the transparent redirection of traffic through the middienaend the remote control of the mid-
dleware. On UNIX-like system, applications usually senédsages using a network device (e.g.
w anO0) that represents a physical device in the user space. Allgissend are handled by the
network stack and transmitted using a physical device ghedmtrolled by the device driver. We
now introduce a special bridge device that is able to condéfelrent devices like a software
switch [cifa]. We create a virtual TUN/TAP devicgda0) [cifb] and attach it to the bridge. The
bridge interface of the middleware now relays all packetsiog from the bridge or that are
addressed for the local node. It therefor uses the raw E¢hé&iaimes captured from the bridge
device and encapsulates them in the payload of regular {gackibe middleware itself uses the
actual WLAN interface like an ordinary application and prd®s its additional service to the
legacy application in a transparent way.

Aéélication | Application| | Middlewarei

1 wilan0 —.gealdi 7 ' wlan0 )
| __Bridge |
Network Stack%| Driver| | Network Stacl|<<+| Driver|
_____ (ON) ~v__  0OSs
WLAN WLAN

Figure 6.5.: Traffic redirection using bridge device

If we like to use or control the extended capabilities of theldteware (e.g. to reserve a QoS

route) we need access to the middleware functions. To allmlv an access for legacy applica-

tions the bridge module defines a special (freely confige)adDP port to send RPC requests

to. If the bridge module receives such a packet it extraegs#iling parameters and executes the
middleware function. The result is send back to the originasing an UDP packet.
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/. Testing and Evaluation

In this chapter we will evaluate the performance of some kegmonents of the system in differ-
ent experiments. If possible we will run the experimentdmsimulation as well as on a native
setup. This will show two different thing — first, if these cpaments work as intended, and sec-
ond if the simulation is able to reproduce the results. Theseé point is important because it
provides as with an evaluation of the developed WLAN moded| @mentifies possible sources
for divergences that we have to keep in mind for further satiah-based experiments.

7.1. Link Quality Monitoring

110
105
100
95
90
85
80
ot bbb outdoor, %utd por,il _outdoor, T —
35 indoor s s close range: ‘ vanying rarijge close ranggsm:door

; -‘—R_%\\_Tl :
R :
. :

Estimated link quality [%]

0 i i i i i i i i i i
0 200 400 600 800 1000 1200 1400 1600 1800 2000 2200 2400
Time [s]

Figure 7.1.: Link quality estimation with two node
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The first key element of the system is the link quality monitgbecause it defines which links
will be chosen to forward packets. In sectlon4.3.3 we alyafidcussed the link quality under
different propagation models. The following experimenll whswer the question how serious
the problem of asymmetry is in practise. To do this we useddhawing setup. Two persons,
each carrying a laptop in a backpack move around in diffe¥ewitonments. Both laptops run the
beaconing service with a frequency of 10/s and stored theat&d link quality to a file (once
per second). Additionally we run a standgdng using a interval time of 0.1 s and packets
with 1000 byte payload to measure the round trip time (RTT) packet loss rate. Figule¥.1
depicts the estimated link quality for both nodes. The expent run for about 35 minutes — the
time spend in the different environments is marked in thgmdia. Outdoor, close rangeneans
that both persons do not moved away from each other more them 2 something we would
encounter for a small number of people moving as a group.rlthi® maximum distance has
been increased to 200 m — as for people that move indepepdeti each other. Due to the
attenuation of the backpacks the maximum transmissioneraeduced to about 100 m which
leads to completely disconnected times. The results shatbtith nodes estimate comparable
values for the link quality. Figure—4.2 depicts the caloetbsymmetry. For better readability
the estimate link quality from node 2 to 1 has been mirroretherx-axis.
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Figure 7.2.: Asymmetry in the link quality estimation
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Figure 7.3.: Asymmetry in the link quality estimation (méggd)

Although the estimated link qualities seem to be almost kenuthe first place, we see very
large asymmetries. The link quality overlay would cope witits but from the discussion in
sectioT4.313 this is unexpected. So we have to investigatéurther. If we zoom into the chart
(s. figure[ZB) we notice that the large asymmetry is the t@gwd temporal inconsistency. As
explained in section 3.6 we cap the possible link qualitygab consider link stability and have
a maximum number of lost beacons we tolerate before we dealknk to be broken — both can
result in an abrupt change of the value. In the depicted cafertodes loss the connection (the
value drops from about 90% quality to 0%). But node 2 notitebort before time 1573 s and
node 1 afterwards. So it reports it with 1 s delay. The samed@pfor all other cases and so
this observation does not conflict with our model.

7.2. Traffic Shaping

The second key element is the local traffic shaper becausgnitisantly affects the medium
access. To test the traffic shaper the following experimastlieen conducted. We use four
laptops, three that will send data and a fourth that is pldmd/een the three to capture all
transmitted packets using a WLAN cardritonitor mode
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Figure 7.4.: Bandwidth utilization with one and two nodes

For the first test we disable the traffic shaper and use a tigdferator that sends packets of
1000 bytes each (without the WLAN header) every 10ms. Thestes traffic at 800 kbit/s
per node. For one and two nodes sending at the same time (se[[{gl) we see a steady
bandwidth utilization. We see that the actual bandwidthzation on the medium is about 850
kbit/s because this chart includes the WLAN header. Figiiel&picts the transmission interval
between the messages send by the nodes (the maximum ofletpaca second is shown). We
see that most packets are actually send in the expectedahtél Oms with a very small number
of runaways.
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Figure 7.5.: Transmission interval with one and two nodes

When we start a third node we get an overload on the mediuraréfig® depicts the bandwidth
utilization and transmission intervals for this case. We that we get an almost fair bandwidth
sharing. But the transmission intervals vary significantly

We now enable the traffic shaper and limit the bandwidth ofenbdio 800 kbit/s (including the
WLAN header), to 400 kbit/s for node 2, and 160 kbit/s for n8d& his time we use the traffic
generator to create packets of 1000 bytes size (includi@d\thAN header) in intervals of 10,
20, and 50 ms. In figule—d.7 we see that each node is able taoritatspackets. We additionally
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Figure 7.6.: Transmission interval and bandwidth utii@atwvith three nodes

see that the transmission intervals on the medium matcloftiiaé traffic generator with a small
number of runaways. We see that the jitter is independent fiee transmission interval of the
traffic generator — in all cases messages are not delayedth@or® ms.
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Figure 7.7.: Transmission interval and bandwidth utiiatvith traffic shaping (1)

As we can see in figuile—1.7 we have an overall bandwidth uiitimeof about 1350 kbit/s and
so still have some bandwidth left. We now increase the badithwimit for node 2 from 400
to 800 kbit/s and decrease the transmission interval frono 2@ ms (the same as for node 1).
The results of this setup can be seen in figuré 7.8. We notatenibde 1 and 2 now perform
almost exactly. But compared with the previous experimeatsee some significant runaway
values in the maximum transmission intervals. An in-de@pstigation of the captured packets
gives a possible reason. Although we have chosen a supgasetisturbed environment for the
experiment we have received some packets not originatorg &ny of the test machines. This
clearly shows that even though the traffic shaping amongstwn nodes works as desired, we
have to be prepared for unexpected disturbance.

In the next step we are going to compare our measured resthtsesults from various simula-
tions. In the first simulation we test the fairness of the medaccess in the simulation. For this
we use different numbers of nodes positioned very closdltege to ensure that they affect each
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Figure 7.8.: Transmission interval and bandwidth utii@atvith traffic shaping (2)

other. On each node we ran the same code as in the experimentedults of this simulation
can be seen in figufeJ.9.

Next we perform the experiment inside the simulation, theans we setup three node positioned
close together, activate the traffic shaper with limits od &0it/s, 400 kbit/s, 160 kbit/s for the
first simulation and 800 kbit/s, 800 kbit/s, 160 kbit/s foe second. To exclude effects caused by
the synchronized virtual clocks of the nodes inside the Kitian the traffic generator creates an
artificial inaccuracy oft1 ms in the transmission timer. Additionally, to avoid sietidn startup
artefacts, we ignore the data gathered in the first 30 seanfrttie simulation. To compare with
the experiment we measure the achieved transmission rdtenassages interval. The results
are depicted in figurds 7110 ahd"4.11. We see that the bartduiitization is constant over the
time. This is not surprising as we do not have any disturbiferts in the simulation. So, the
bandwidth utilization results in the simulation are minlrnatter than the measured results. The
delays in the simulation show a similar behavior as in theeerpent with two exceptions. First,
we do not see extreme runaway values in the simulation beauke missing disturbances and
second, we see a higher spread around the expected valutheSnulation behaves slightly
worse in this case. But overall we can summarize that thelateuiresults match the measured
results very well.

7.3. Point-to-Point Communication

The next test compares several performance numbers fdediog communication. We first
compare a native transmission between two Linux hosts wathnounication over the bridge
device to determine the overhead caused by the commumocatiddieware. Afterwards we
compare the communication of a simple application runningaaative host and inside the
simulation. Another example can be found[in [HMO5].

To measure the overhead caused by the middleware we usedispdctandargi ng to mea-
sure the transmission round trip time, d@rnger f [ip€] to measure the end-to-end throughput for
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Figure 7.9.: Fairness in the simulated medium access

UDP and TCP. Table—4.1 lists the measured numbers. From timel toip times we see that the
middleware introduces an overhead of about 0.6 ms. Mosi®fithe accounts for the additional
kernel-to-userspace communication that is need becaessitiileware runs as a user-level pro-
cess. That means each packet send using the bridge dewvitayied back to userspace where it
is processed by the middleware that sends it back to the Iemeactual transmission (s. section
[E8. The throughput numbers are quite interesting. We st¢ttb TCP throughput is 50% higher
in the native version. This is not surprising if we consider transmission delay in both setups
which is about 50% higher for the bridge setup. If we calauldie bandwidth-delay product
we get about the same value in both cases. But the UDP throtghfues are somehow odd
because they are significant higher in the bridge setup —tasdstnot the result of a confusion
of the result sets. A reason for this behavior can be fountertéchnique used to measure the
UDP throughput. As we do not get a feedback from the kernaliibansmitted packets, or from
the other host about received packdtpdr f only receives one packet per second containing
the transmission statisticd)per f has to guess the transmission speed. In this setup we try to
send packets at a rate of 11 Mbit/s. It is possible (but cabaaterified) that some packets are
dropped in the sending kernel because they arrive in a Harte bridge setup, the middleware
adds a queue that would buffer such a burst and so could beakerm for the higher throughput.

The second experiment compares the traffic generated inwdagion and on the real host. For
this experiment we use the same code in both cases and ceurdartibmitted packets. The traffic
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Figure 7.10.: Simulated traffic shaping (800/400/160 kbit/
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Figure 7.11.: Simulated traffic shaping (800/800/160 kbit/

generator tries to send packets of 1000 bytes (includingealtlers) as fast as possible. Tablé 7.2
gives the results of this experiment. The first thing that weae is that the simulation does not
include an beacons. Second, we see that the native pac&agtiput is about 15% higher than
the simulated throughput. That means that simulationspraitiuce more conservative results.

7.4. Multi-Hop Communication

The next series of experiments compares the behavior ofr@éheetup with the simulation for

multi-hop communication. For this experiment we use foptdas und try to send packets as
fast as possible from the first to the last over the two inteliate hops. All nodes are placed in
close range, so they will affect each other. Usually a routenst use the intermediate node,

but this test only should serve as a benchmark for the comptexactions of the nodes. Table
[7.3 shows the result from this experiment. Again we see tr@simulation results in a smaller
throughput, but this time only about 10%.
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Test Native | Bridged
Round Trip Time (min) [ms] 1.207 | 1.828
(avg) [ms]| 1.341 | 1.995
(max) [ms]| 1.862 | 2.881
Round Trip Time (adaptive) (min) [ms] 1.203 | 1.822
(avg) [ms]| 1.245| 1.893
(max) [ms]| 4.248 | 4.455
Throughput (TCP) [Mbit/s] 5.98 3.98
Throughput (UDP) [Mbit/s] 6.85 9.12
Table 7.1.: Implementation overhead
Packet type Native Simulation
[pkt/s] | [kbit/s] | [pkt/s] | [Kbit/s]
Data 750.7 | 6006 | 662.4 | 5299
ACK 7499 | 228 | 6624 | 201
Beacon 9.7 7.4 0 0
Overall 1510.3| 6241.4| 1324.8| 5500

Table 7.2.: Comparison of simulated and native unicasutjinput

7.5. Idle Time Measurement

In sectio5.5.413 we discussed how we can dynamically adaptdegrading channel capacity
even if we are not able to perform a coordination with theuwtlsihg node. The main idea is to
measure changes in the idle time of the transmitter. Theatig experiment will demonstrate
this effect. Figuré_Z12 depicts the simulation test setife have two stationary nodes (1,2)
both configured with a bandwidth limit of 800 kbit/s (resehaar time of 0.4) that try to transmit

packets of different sizes and in different intervals. Weeha third node (3) that tries to send 50

Packet type Native Simulation
[pkt/s] | [kbit/s] | [pkt/s] | [Kbit/s]
Datal — 2 | 293.3 | 2402 | 270.1 | 2213
Data2 — 3 | 288.0 | 2359 | 253.1| 2073
Data3 — 4 | 261.8 | 2144 | 245.6 | 2012
ACK 1+ 2| 286.1 87 243.6 74
ACK 2 «+— 3 | 286.0 87 238.9 73
ACK 3 +— 4 | 282.5 86 238.2 73
Beacon 9.8 7.5 0 0
Overall 1707.5| 7172.5| 1489.5| 6518

Table 7.3.: Comparison of simulated and native multi-h@pughput
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7. Testing and Evaluation

packets of 1000 bytes per second. This node starts in a destdrb00 m and moves toward the
first two nodes. The simulation uses the parameter set fopan park environment (shadowing
model{3.6, 4}, s. appendiX’All for details) because here we have the lamgesmission-to-
interference range and hence a far reaching disturbansedson$ 4. 714, 4.3.2 for details).

distance

Figure 7.12.: Experiment configuration: transmitter idthee

Figure[[Z.IB depicts the results from the first experiment.this experiment we use 2 fully
synchronized flows (both have the same period and transrtiieatame time, which is almost
impossible in practise) of 100 packets of 1000 bytes perrsgd¢or the nodes 1 and 2. The
chart shows the relative idle time, that is the time the tmattsr is idle divided by the time the
temporal lock of the traffic shaper is closed. We see thatowitthe disturber (or with itin a long
distance) we get an average idle time of about 33%. In a distahabout 350m we start to see
a reduction of the idle time that reaches zero in a distanebdobit 220m. If we compare it with
figure[4.11 (that was created using the same propagatiomptees) we notice that we have only
a 10% probability to receive the beacon from node 3 at thiatpdi the node comes closer we
now get a chance to coordinate with it. But we see that thetioie measurement provides us
with a much earlier warning about a degrading channel capdthode 3 behaves cooperatively
it will notice the presence of the nodes 1 and 2 too becauds oin idle time measurement and
will reduce its own bandwidth utilization until it is able tmmmunicate/coordinate directly.

Figure[ZI# shows the results for the same experiment btit avitonstant offset between the
transmitters. That means node 1 always tries to transnypiait&et before node 2. We see that
we get a very similar result but that the idle time of node ft)ls higher than of node 2 (right).
This is not surprising as node 2 has to wait for the transimnissf node 1 in all cases because of
the time offset.

So far we used only flows with the same period and without atterji FigureLZ 5 shows the
results for flows with different periods and if we considéeji. On the left we have the result for
two harmonic flows of different sizes (node 1: 1000 bytesy@®ms, node 2: 2000 bytes every
20ms). On the right we see the result if we consider unsymehed, non-harmonic flows and
jitter (node 1: 100 bytes every 10 m$bms, node 2: 500 bytes every 7ms3.5ms). A packet
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Figure 7.13.: Impact of disturbing node on transmitter idiee average (1)

of a flow with periodt, is now send in the intervay + i - t, — 2, o +i - t, + 2]. We see that
the last chart looks very similar to the first (figlre1.13) —veee the same maximum idle time
and the same distance where it reaches zero. In the casendmarflows without jitter we see

a similar behavior as on the left in figure 7.14 because if teithing node is near enough we
have a scenario with three flows where node 1 always get atz#iss medium first. The high
idle time value should not distract from the fact that we neaahed an almost saturated channel
—the idle times of node 2 are significant lower and around f@ronode 3 as it gets access to the
channel last.

Overall we see that the idle time measurement method preadearly-warning mechanism to
detect a degrading channel capacity. But we also see tmatthe pure idle time value of a single
node we cannot derive any information about the bandwidlization of the disturbing node. It
remains an open question if it is possible to derive some inéosemation from the combination
of idle time information of the nodes in the neighborhood.

7.6. Route Discovery

In this experiment we will measure the time required to diec@ path using the link overlay
flooding. The measurement provides us with two informatidime-minimum time for the search
and the link qualities along the discovered route. We wiltfgen the experiment in the fol-
lowing way. First we create a random topology consisting@nbdes spread across an area
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Figure 7.14.: Impact of disturbing node on transmitter itiee average (2)
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Figure 7.15.: Impact of disturbing node on transmitter itiee average (3)

of 1000x1000m. For each random topology we randomly seleatriique pairs of nodes and
start the discovery and bandwidth pre-allocation proca#is ivsecond interval. We repeat the
experiment for three different forward thresholds (0.78000.90) each with the same topology
and node pairs as input. To create comparable scenarios aetivdge the accounting of uni-
cast transmissions on the link quality values. This way wedito change the link qualities for
subsequent searches with the packets used in the previaneh se

The results of the experiment are depicted in the tebldd7/34,and 7. Each table lists the
results of the individual tests (topologies). They are neaint as a statistical evaluation, just to
show some expected and some unexpected results. The gives provide a lower bound for
the route discovery process we performed this test withowtagplication traffic, i.e. only had
the beacon and search traffic.

A quick look on the results clearly shows that the link quabtserlay flooding functions as
expected — we do not select any links that are below the settibid. We also see that the search
times show a wide range even for the same route length, e3j/n3s-for a single hop and up
to about 125ms per hop if we calculate the per hop times. Bhiet surprising as the search
requests are send with low priority. If we look on the sucfidssearch requests (those that
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7.6. Route Discovery

Test | successful time (min/max)| link quality (min/avg/max)| route length (min/max
1 8 0.014/0.212 750/949 /1000 1/4
2 2 0.006/0.145 777 /900/1000 1/3
3 6 0.005/0.339 842 /977 /1000 1/10
4 4 0.036/0.161 800/926 /1000 1/5
5 11 0.031/0.516 769 /934 /1000 1/10
6 8 0.024/0.408 764 /953 /1000 1/6
7 3 0.144/0.491 800/950/1000 2/6
8 7 0.038/0.381 842 /962 /1000 2/11
9 6 0.037/0.510 764 /937 /1000 1/8
10 6 0.028/0.196 846 /967 /1000 1/5

Table 7.4.: Route discovery time, success rate, and linktopsat s, = 0.75

Test | successful time (min/max)| link quality (min/avg/max)| route length (min/max
1 8 0.006/0.144 812/959/1000 1/4
2 1 0.037/0.0370 1000/ 1000/ 1000 1/1
3 8 0.037/0.384 823/967 /1000 1/12
4 3 0.058/0.136 866 /944 /1000 2/5
5 3 0.077/0.301 857/969 /1000 4/8
6 3 0.004 /0.037 818/921/1000 1/4
7 4 0.114/0.372 818/970/1000 4/12
8 8 0.041/0.587 812/970/1000 2/11
9 4 0.0122/0.495 875/965/1000 1/4
10 4 0.0161/0.215 666 /942 /1000 1/5

Table 7.5.: Route discovery time, success rate, and linkt@sat 7, = 0.80

Test | successful time (min/max)| link quality (min/avg/max)| route length (min/max
1 6 0.007/0.410 909/959/1000 1/6
2 1 0.023/0.023 1000/ 1000/ 1000 212
3 4 0.003/0.130 1000/ 1000/ 1000 1/4
4 1 0.056/0.056 933/966 /1000 212
5 2 0.058/0.059 1000/ 1000/ 1000 4/4
6 2 0.013/0.378 916/978 /1000 2/4
7 3 0.105/0.372 923/989/1000 415
8 5 0.040/0.148 909/977 /1000 2/5
9 3 0.077/0.432 909 /987 /1000 217
10 2 0.012/0.056 923/961 /1000 1/3

Table 7.6.: Route discovery time, success rate, and linkt@sat 7, = 0.90
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7. Testing and Evaluation

found a route and transmitted the answer back to the orgjijae see that an increased forward
threshold (,,q) results in a lower number, with three exceptions. If we careghe results from
the tests 3,7,8 for forward thresholds of 0.75 and 0.80 welssehe higher thresholds results
in a higher number of successful route searches. This cardi@imed as follows. If we use the
lower threshold we have a slightly higher chance to loosatissver packet on the way back to
the originator which in turn can lead to a reduced number ofsssful searches. We see that we
get a trade-off. On the one hand we will reduce the number sdipte paths that will be selected
while choosing a higher threshold. On the other hand, cingositoo low threshold increases
the risk to loose the answer packet. In practice this is na@ress problem as we will retry
the search if we do not get an answer. That means we are fré®tse a threshold as low as
required to fulfil our reliability demands. A look on the pdaémgths shows that we also create
longer routes for the higher threshold. This is an expectdthbior as the number of possible
links to build routes decreases with a higher forward tho&kh

170



8. Conclusions and Future Work

The proliferation of mobile devices and growing use of wéssl communication for mobile and
stationary equipment gives rise to the ad hoc networkingiatetaction amongst them. The
growing experiences with mobile devices and interest inifacdd hoc networks (MANETS)
causes an increased desire to explore the newly gainedopibgsihile retaining communi-
cation services that we are used to. Currently wireless camnzation still relies on a wired
backbone and provides only a solution for the “last mile”.t Bie ultimate goal is to become
independent from this wired backbone. To allow this a wsgleetwork has to be able to pro-
vide communication services that provide certain qualftgervice guarantees. Furthermore,
to support and easy ad hoc collaboration of devices and hmgmae, new interaction schemes
like publish/subscribe communication have to be explok&dhin this thesis a middleware has
been developed that provides a subject-based publisittsiodsommunication with QoS guar-
antees — primarily end-to-end throughput, secondary datalyreliability. This thesis mainly
contributes to the solution of the following challenges:

* A WLAN communication system model that allows to describeadety of effects and
problems related to the wireless transmission of inforamtmost notable gradual inter-
ference and receive probability in different environmeits implementation in a simula-
tion model, as well as a method to setup such a simulatiordb@s@ctual measurements
in a concrete environment are provided.

» The establishment of reliable communication links thatjte communication with guar-
anteed throughput on the shared wireless medium in preséotmcurrent senders and
gradual link qualities based on the measured environmeoralitions. The bandwidth co-
ordination scheme incorporates coordination with nodessmmunication range as well
as the detection and adaption to interfering nodes. Botkaspreliable links and the
knowledge about interference are a prerequisite for mamgratommunication protocols
in MANETS.

The discussion of the developed model for the wireless conncation systems showed that
we have to consider a wide range of effects that influence thpagation of information. We

learned that most of these effects are often impossible tdeinbecause it requires a lot of
information about the environment that are usually notlatiée. Some effects are known but
still not fully understood by communication engineers. Bt have also seen that although it
is almost impossible to model a concrete environment, weable to reproduce most effects
experienced in a certain type of environment like an officéding, or an open urban area. We
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8. Conclusions and Future Work

saw that we cannot rely on a uniform signal propagation and taconsider the fact that packet
receive probability gradually changes with the distandevben two nodes. The most important
consequence of these observations is that we can ultimatesiyonly the connectivity that we
measure in an actual setup. We furthermore saw that it imgak® consider the link quality to
build routes that provide us with a minimum end-to-end tigtgaut.

As a consequence of these observations we introduced adadkygmeasurement that provides
the input for the definition of our neighborhood and the g&ecof links to neighbors. Upon
this neighborhood we introduced a cooperative bandwidtndination scheme that allows for
an arbitrary distribution of the available bandwidth toiindual nodes in a neighborhood. This
coordination scheme bases on the 2-hop neighborhood @isabby a beacon service. Each
individual node enforces the limitation of its allocatedhtevidth using a local traffic shaper that
is supplemented by a local traffic prioritization to favor ®over best-effort traffic. We saw
that due to the probabilistic medium access of the IEEE 80RIAC layer we have almost no
control over the order in which nodes access the medium amcehtée distribution of the delay
of concurrent transmissions. But we recognized that thaydisl upper bounded in most cases
as long as we do not fully saturate the channel capacity —esdékeloped system is definitely
not suited for hard real-time requirements, but will be sigft for soft real-time systems like
multimedia streaming that can tolerate jitter and indialdideadline misses or lost packets.

One oft the most serious problems that we encounter ardentey nodes that are out of com-
munication range. This case is commonly neglected in curesearch. The presented approach
for this problem uses an online monitoring of the averagelirmueue length and idle time of
the traffic shaper. Both values provide an indication of thertunder utilization of the medium.
For every transmission we calculate a number of retransonissif they are not uses, the actual
channel utilization we be smaller than expected. This isramon case and will be exploited
to transmit best-effort data. In the opposite, if we haveriigring nodes that are not considered
in the bandwidth planning, we will notice an over utilizatiand can adapt dynamically to it.
We saw that as long as we do not have other ways to communicdtbeance coordinate with
interfering nodes we cannot forgo a dynamic adaptation.

Based on the link quality overlay we presented a protocobttstruct and maintain a multicast
tree that provides end-to-end QoS properties. This mugltitae is the underlying transport
mechanism to disseminate events in the developed puhlissgsbe system. But it can be used
independently. Theoretical results from other works d¢jesinow that it is essential to limit the
length of communication paths to build scalable wireledsvaeks. The event dissemination is
design so that every node included in the underlying mudtib@e can be the source of a new
branch. With a growing number of subscribers to a publish&rmeans an increasing chance to
find a node in short range that can be used as the source ofgledlevents. This supports the
construction of a scalable P/S system.

The publish/subscribe protocol uses a subject-based agpito increase predictability that is
essential to provide QoS guarantees, and to reduce thesgingeoverhead on all nodes. The
system distinguishes between communication QoS (bankwdétay, loss rate) and application
QoS (e.g. coding schemes for multimedia data, sensorygwegi Application QoS is handled
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solely by the publishers and subscribers, and is treated apague QoS property for the P/S
system itself. It is mapped onto separated multicast tiestsare rooted at the publisher nodes.
Intermediate nodes therefore have no additional overhaaithé dissemination of events com-
pared with other multicast transmissions. This is esskeasi@very processing overhead would
increase the resulting end-to-end delay.

In addition to the function requirements we had a number affumctional requirements on the
developed middleware, most notably portability, efficigreonfigurability, and extensibility. To
fulfill these requirements several decisions have been nfadereate an efficient system we de-
cided for a subject-based P/S using machine-readablectsibjéhis reduces the event matching
process to simple integer comparisons. Textual subjeets@ronally supported on publisher or
subscriber nodes but will be mapped locally to machineabbdsubjects using a hash function.
Extended P/S schemes can be implemented locally on top diakis scheme. Furthermore,
frequent operations like the calculation of link qualiteesd bandwidth utilization requires only
simple integer operations. A key element to provide a ptetappstem is the event-based im-
plementation using GEA that provides a thin abstractioedlajmplementations currently exist
for 32bit and 64bit Intel-compatible, ARM, and Mipsel CPWmsd for the network simulator
ns-2. The implementation does not rely on the existence relatdts as all concurrent activi-
ties are realized as event flows inside the same GEA insta@G&A in combination with its
helper components allows for a highly modularized impletagon that consists of a number
of independent components. These components can be dyaignesiembined to a fully func-
tional middleware. Central components like the routingelagire separated into independent
sup-components like the packet forwarding, the routindetadind the route discovery that can
be individually replaced by alternative implementatiorneTmiddleware additionally allows to
configure the structure of network packets at run-time. ffogrethese techniques allow a fine-
grained selection of functions and services that should&semt (and hence consume resources)
in the system. It furthermore allows to replace individuaheents for a rapid integration of new
algorithms or techniques.

A prototype implementation of the protocols developed is thesis has been created and used
to evaluate the functional capabilities and performandd@key components of the system us-
ing simulation and a native testbed. A special focus has pk@ed to compare the behavior of
the traffic shaping components and the interaction of meltyedes in the native setup and the
simulation because this additionally provides an evatumatif the developed simulation setup.
We saw that both setups showed very similar results. Thigases our confidence in the usabil-
ity of simulation-based tests for larger networks. But wepatoticed that there are measurable
differences between bot setups, most notably the absememobns from the 802.11 MAC layer
and a slightly worse throughput in the simulation, that haMee considered when extrapolating
the native full-scale performance from simulation results

As a summary, the resulting system provides guaranteedosadd throughput based on fixed
allocation, reliability that is controlled by the per-linfiality requirements and global setting of
automatic retransmissions, timely ordering of messagas fine publisher. There is no global
ordering of messages. Furthermore, based on the flow motgtand appropriate path selection
it provides limited support for timeliness and a maximumrage / burst loss rate. At least a
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detection of QoS violations is provided for these propsertig the flow monitor.

The work presented within this thesis will be continued ia filture as part of the DFG founded
special focus program 1140 where most of this work has ajrbadn conducted in. Future lines
of development include the improvement of the simulatiomdelpthe detection and handling of
interfering nodes, the bandwidth coordination, and mldkmg of QoS with best effort traffic.

A limitation of the current simulation model is that it canlypbe used to describe environmental
classes, not actual environment for which we have detaiiimation. This does not impede
the protocol development but its evaluation or troublesingdor a concrete environment. For
this improvement the current propagation model has to baceg by a propagation model that
is aware of the environmental properties and can calculegeappropriate signal propagation
including all possible fluctuations.

We identified the detection and handling of interferenceesoas an essential element of the
system as we cannot assume a 2-hop communication with thexth éases. The presented
dynamic adaption relies on the feedback of the network dtheg is usually not available to the
protocol. Future development in this direction has to fomusitilizing internal data available in
the IEEE 802.11 MAC implementation for upper layers. An ogaastion remains whether it is
possible to derive other information then the indicatioroeér/under utilization from the local
data or by combining data available in the nodes neighbathibevould be very valuable if it is
possible to measure the bandwidth that an interfering naitiees. This could allow for a more
accurate estimation of the bandwidth utilization. As we , gae current approach only allows to
measure the idle time. It would be a significant improvemeihivould be possible to calculate
the expected value.

The bandwidth coordination so far is focused on the suppo@ast flows. We are able to
multiplex QoS with best-effort traffic but we also saw thastis not equally possible. Along the
event dissemination trees we have a number of planned bgedmetransmissions that can be
utilized for best-effort communication. But apart fromtiage have to use the dynamic allocation
of best-effort contingents which is not well suited to tnamislarge amounts of data in a burst.
Future developments have to strive for a faster allocatrotogol. If the number of allocations
grows we have to consider a higher chance for parallel gllmtaithat could lead to a bandwidth
over utilization. The dynamic adaptation is able to hantle tase but if it drops a QoS flow
in favor of a best-effort flow this is contra-productive. Timeltiplexing has to extend this error
handling to account for such cases. An interesting questithitoe, if the integration of WLAN
devices using the 802.11e standard that provides diffdrafiiic classes will be of benefit for
the multiplexing of QoS and best-effort traffic. Especidie prioritization on the medium in
combination with the dynamic adaption could provide a gasssolution to the temporary over
utilization as it would most likely defer best-effort datdnish would accumulate in the traffic
shaper queue without causing dropouts of QoS packets. Wmelassumption that we are able to
determine interfering nodes with a high probability an adwpof an interference-aware routing
protocol like IQRouting[[GJTWO05] to route best-effort fiafwould be of great value.
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A. Appendix

A.1l. Simulation Setup

Shadowing propagation model

ns-2 WLAN setup (1/5: hel per functions)
# return o'z

proc pow {a x} {

return [expr exp($x*log(%a))]
}
# return absol ute power specified in dBm notation
proc dbm {x} {

return [expr [pow 10.0 [expr $x/10.0]] * 0.001]

}

ns-2 WLAN setup (2/5: W.LAN system nodel)

# ant enna nodel: ommi -di recti onal antenna

set val (ant) Ant enna/ Omi Ant enna

# physical network type

set val (netif) Phy/ W r el essPhy

# wirel ess propagati on nodel: shadow ng

set val (prop) Pr opagat i on/ Shadowi ng
# physical channel separation: wreless

set val (chan) Channel / W r el essChannel
# MAC. 802.11

set val (nac) Mac/ 802 11

# device interface: generic link layer; drop tail queue,
set val (I1) LL

set val (ifq) Queue/ DropTai | / Pri Queue
set val (ifqglen) 10

# routing layer: no build-in routing, use own
set val (rp) DunmbAgent

| ength 10
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A. Appendix

ns-2 WLAN setup (3/5: propagation nodel paraneter)
# path | oss exponent: 3.6 (open urban area)

Pr opagat i on/ Shadowi ng set pathl ossExp_ 3.6
# standard signal distribution (4dB - nedium fluctuations)

Pr opagat i on/ Shadowi ng set std_db_ 4
# reference distance for transmtter power (1m
Pr opagat i on/ Shadowi ng set dist0_ 1.0

ns-2 WLAN setup (4/5: W.AN devi ce paraneters)
# transmtter power: 25dBm

Phy/ W rel essPhy set Pt_ [ dbm 25]

# transmtter frequency: 2.472 GHz (channel 13)
Phy/ W rel essPhy set freq_ 2.472e9

# signal bandwi dth: 11 Mit/s

Phy/ W rel essPhy set bandwi dth_ 11e6

# carrier sense treshold

Phy/ W r el essPhy set CSThresh_[dbm -104]

# receive threshold

Phy/ W r el essPhy set RXThresh_ [ dbm -94]

# mninmum sinal -to-noise ratio for error free reception: 10dB
Phy/ W rel essPhy set CPThresh_ 10.0

ns-2 WLAN setup (5/5: 802.11 MAC par anet ers)

# RTS/ CTS threshol d: 250 byte

Mac/ 802_11 set RTSThreshol d_ 250

# data rate (used fromunicast): 11 Mit/s

Mac/ 802_11 set dataRate_ 11.0e6

# basic rate (used for broadcast): 2 Mit/s

Mac/ 802_11 set basicRate_ 2.0e6

# PLCP (Physical Layer Convergence Procedure)

# used for preanble 1 Mit/s

Mac/ 802 _11 set PLCPDat aRate_ 1. 0e6

# nunber of retries for short (nanagenment) franes

Mac/ 802 _11 set ShortRetryLimt _ 7
# nunber of retries for data franes
Mac/ 802 _11 set LongRetryLimt_ 4

Additional error model
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A.2. Message Formats

ns-2 WLAN setup (Near-range error nodel)
proc UniformeErr {} {

set err [new ErrorMdel]

$err unit packet

$err set rate_ 0.005 # 0.5%

$err ranvar [new RandonVari abl e/ Uni f or nj
$err drop-target [new Agent/Nul | ]

return $err

}

$ns node-config -1 ncom ngErrProc UnifornErr

A.2. Message Formats

A.2.1. Multicast Tree Construction and Maintenance

The multicast tree construction and maintenance protc=s the following messages. It should
be noted that the originator of a message is always contamtuk packet header and not the
message itself.

Types
QoSPair. storage type for QoS parameters
QoSKey QoSID unique identifier of the metric
value <> value; type depends on the value
QoSThresholdList QoS monitoring thresholds specification for a group of rsode
Field Type Comment
nodecount uint8 number of node identifiers
nodes StationIDJ[] array of node identifiers to apply parameters to
goscount uint8 number of QoS threshold parameters
gosparam QoSPair array of QoS threshold parameters
QoSState Record to store current state of a QoS property
Field Type Comment
property QoSID unique identifier of the QoS property
required <> required value; type depends on the property
current <> current value; type depends on the property
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Messages

FlowREQ: search for a provider of a flow

Field Type Comment

flowroot StationID originator of the flow

flowid FlowID unique (at the originator) identifier of the flow
pktsize uint32 maximum packet size of events

period uint32 average interval time of eventgq]

timeout uint32 timeout [us] for bandwidth pre-allocation
gosreqgcount | uint8 number of additional QoS requirements

gosreqs QoSPair(] array of additional QoS requirements
BranchREQ: request flow root to admit a new branch

Field Type Comment

leaf StationID identity of the new leaf node

leafthops uint8 distance of the leaf from the branch node

age uint32 age at the branch node

leafpath StationIDJ[] path from leaf to branch node

gosstatcount | uint8 number of flow statistics values

gosstats QoSPair[] array of current flow statistics values
gosreqgcount | uint8 number of leaf QoS requirements

gosreqs QoSPair additional QoS requirements of the leaf node
BranchConnect instruct branch node to connect to a new leaf node

Field Type Comment

serial uint32 serial number of the message (unique at the root)
branchnode | StationID node that should create the new branch

leafnode StationID identity of the new leaf node

leafhops uint8 distance of the leaf from the branch node
leafpath StationID[] path from branch to leaf node

BranchDisconnect instruct the whole branch to disconnect from a number délea
Field Type Comment

serial uint32 serial number of the message (unique at the root)
leafcount uint8 number of leaf nodes to disconnect

leafnodes StationID[] array of identities of the leaf nodes

BranchReject reject the instruction to create a new branch

Field Type Comment

serial uint32 serial number of the message (unique at the root)
leafnode StationID identity of the leaf node
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A.2.1 Multicast Tree Construction and Maintenance

ReconnectREQ search for a missing neighbor or other node of the flow

)

Field Type Comment

serial uint32 serial number of the message (unique at the originato
neighbor StationID identity of the missing neighbor

flowroot StationID originator of the flow

flowid FlowID unique identifier of the flow

pktsize uint32 maximum packet size of events

period uint32 average interval time of eventgq]

timeout uint32 timeout [us] for bandwidth pre-allocation

gosreqcount | uint8 number of additional QoS requirements

gosreqs QoSPair|] array of additional QoS requirements

Standby: prevent downstream

nodes from starting own repair process

)

Field Type Comment

serial uint32 serial number of the message (unique at the originato
flowroot StationID originator of the flow

flowid FlowID unique identifier of the flow

timeout uint32 standby time js]

BranchOffer: offer a new upstream event provider

Field Type Comment

serial uint32 serial number of the message (unique at the originato
flowroot StationID originator of the flow

flowid FlowID unique identifier of the flow

to StationID intended target node

BranchAccept accept a new upstream event provider

)

Field Type Comment

serial uint32 serial number of the message (unique at the originato
flowroot StationID originator of the flow

flowid FlowlID unique identifier of the flow

leafcount uint8 number of migrated leaf nodes

leafnodes StationIDJ[] array of identifiers of migrated leaf nodes
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LinkChangelnfo: inform flow root about link reconfiguration

)

rect

Field Type Comment

serial uint32 serial number of the message (unique at the originato

flowroot StationID originator of the flow

flowid FlowID unique identifier of the flow

to StationID downstream node of the link

from_old StationID old upstream node of the link

from_new StationID new upstream node of the link

intermediate | StationID intermediate node for new upstream node (or zero if di
link)

leafcount uint8 number of migrated leaf nodes

leafnodes StationID[] array of identifiers of migrated leaf nodes

BranchRepair:

re-route a link

over an intermediate node

Field Type Comment

serial uint32 serial number of the message (unique at the originato
flowroot StationID originator of the flow

flowid FlowlID unique identifier of the flow

leafcount uint8 number of migrated leaf nodes

leafnodes StationIDJ[] array of identifiers of migrated leaf nodes

ForceRepair. instruct a node t

o start repair because of leaving upstreaghbor

)

Field Type Comment

serial uint32 serial number of the message (unique at the originato
flowroot StationID originator of the flow

flowid FlowID unique identifier of the flow

SetQoSThreshold setup QoS monitoring thresholds on one or more nodes

na-

Field Type Comment

serial uint32 serial number of the message (unique at the orig
tor)

flowroot StationID originator of the flow

flowid FlowID unique identifier of the flow

goslistcount | uint8 number of QoSThresholdList records

goslists QoSThresholdList|]array of QoSThresholdList records

QoSViolation: Report a QoS violation

Field Type Comment

source StationID node that reports the QoS violation

flow FlowlID event flow for which we report a QoS violation

root StationID address of the root node; report to leaflslafSt at i onl D

count uint8 number of violated properties

violations QoSState]] list of individual QoS violations
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A.2.2. Message Priorities

The system uses the following priorities for the various sages (with O as the lowest priority).

Class Priority Description

Bulk 0 any non-management best-effort data

Beacon 1 beacons for bandwidth coordination and neighborh
discovery

P/S 2 management data of the P/S protocol

MCast 3 multicast tree maintenance

QoS 4... basic priority for QoS flows; higher values for delay op

mization

A.2.3. P/S Search and Update Protocol

Messages

SearchPublisher Search for matching publishers

Field Type Comment

subject Subjectkey | machine-readable subject

appqgos String opague container to transport application QoS requ
ments

numpub uint8 number of known publishers

publishers StationID[] array of known publishers

FoundPublisher. report match

ing publishers

Field Type Comment

numpub uint8 number of records included in the message
publishers StationIDJ[] array of nodes with a matching publisher

flows FlowlID[] unique identifier of the event flow from a publisher
appqos String(] array with the corresponding opaque application QoS
numsub uint8 number of known subscribers for these publishers
subscribers | StationlDJ] array of nodes with active subscribers

StopSubscriber. Disconnect a

subscriber from a publisher

Field Type Comment

subscriber StationID node that unsubscribed, died, or moved away
publisher StationID the publisher it was connected to

flow FlowlID the unique identifier of the event flow

StopPublisher.

Disconnect all

subscribers from a publisher

Field Type Comment
publisher StationID node that stopped publishing
flow FlowID unique identifier for the event flow of the publisher

pod

ire-
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Signals
QoSViolation: Report a QoS violation to a subscriber
Field Type Comment
count uint8 number of violated properties
violations QoSState]] list of individual QoS violations

NewSubscriber. Report a new connected subscriber on an event flow

Field

Type

Comment

flow

FlowID

the flow the subscriber connected to

SelectProfile Require assistance in the search process

Field Type Comment
appqgos String the opaque QoS selection of the subscriber
answer SPAnswer& | reference to answer object
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