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Abstract

This thesis by papers uses rational choice theorycdnsider the relative
performance of individual exit and collective voioepolitics, as well as the causal
relationships between exit and voice as individstetegies and institutionalised
means of controlling government behaviour. Follagyithe methodological
approach of Geoffrey Brennan and Alan Hamlin, tla@grs of this thesis are
examples of ‘revisionist public choice theory, aieing the broad framework of
rational choice while relaxing one or more of thenslard assumptions generally
made by economists. In particular, the papers @ thesis consider other-
regarding preferences, non-instrumental preferencespositional choice,
epistemic rationality, non-efficiency evaluativearstiards, and non-equilibrium
dynamics. By taking a revisionist approach, | arfedb steer a path between the
excessive abstraction of much public choice theorg the insufficient rigour of
much normative political theory. Jointly, the papeaf this thesis contribute to
broad debates over the relative value of exit amidevin political settings, with
relevance to questions of democracy versus theahas&ntralism versus localism,
and bureaucracy versus market-like modes of gomemaThough | cover a range
of diverse topics in this thesis, | generally ardprea strongly revisionist approach
to political analysis which sees significant belaval differences between
individual and collective decisions while groundirgjl action in common
motivational assumptions.
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1. Introduction

1.1. Introduction

When an individual is dissatisfied with a good @rvice they consume, an
organisation to which they belong, or a jurisdiatim which they reside, they
have two broad strategies of seeking improvemeiit: amd voice. In political

contexts, individuals exercise voice when they sigretition, protest a policy, or
vote in an election. Individuals exercise exit whbray choose between public
providers, forgo public provision of some servicedaseek a private-sector

alternative, or leave one jurisdiction to move notaer.

The contrast between exit and voice as responseafissatisfaction is due to
Hirschman (1970), though there are a number of itapb precursors.Since the
publication of Hirschman’s book, a number of polii scientists, public choice
scholars, and political philosophers have used disinction and refined
Hirschman’s model in various ways (Dowding, Johreriybupis, & Van Vugt,
2000; Dowding & John, 2012, Chapter221}his thesis is not a critique, extension,
or refinement of Hirschman'’s idea. Rather it unapetically borrows exit and
voice as analytic concepts and puts them to its os®. Most obviously, |
completely ignore loyalty. Further, where Hirschmaas primarily interested in
the reciprocal relationship between exit and voitg, interests are often more
comparative, though | will on occasion deal moresclly with Hirschman’s

central argument.

The approach | take is grounded in the methodolmigyational choice theory,
though it is ‘revisionist’ in a number of respec@onventional public choice
theory generally makes a number of strong assumgptdout human behaviour,
and this has generated a great deal of criticisnFiigdman, 1996; Green &
Shapiro, 1994). Critics accuse rational choice tiseof making unrealistic

! Buchanan's (1954a) comparison of market and dertioarhoice and Tiebout's (1956)

model of jurisdictional exit are the most obviousamples from a rational choice

perspective. While Hirschman is to my knowledge flst to investigate the casual

interrelationships between exit and voice optidhsse earlier works made fairly explicit

comparative analyses of exit and voice as individeaision making processes.

2 According to Google ScholaExit, Voice and Loyaltyias been cited 14,414 times as of
July 2014. This is a popular book by any standard.



assumptions and ignoring a number of causally amchatively important factors.
While | am sympathetic to such criticisms in mamges, in accepting them we
need not abandon rational choice theory altogeth&he development of a
‘revisionist public choice theory’ (G. Brennan & ian, 2008) considering the
non-material incentives which motivate actors, pgycareful attention to the
costs of decision making and the strategies used¢daomise on such costs, and
also connecting itself more explicitly to questiansnormative political theory
allows us to use economic tools such as game thaadyprice theory without
ignoring important human motivations or taking thermative agnosticism of
positive theory to mean that we cannot ‘as sciet@nnect positive results to

normative concerns.

Each chapter of this thesis is revisionist in isavay. While the assumptions of
conventional public choice theory have their limiteey are often entirely adequate
and analytically useful. When | relax the assummiof conventional economics, |
do so reluctantly. Models cannot and should nenapt to reflect the real world in
every respect. Social theorists are not in the nassi of building faithful
representations of external reality, but simplifidéscriptions which capture
interesting causal mechanisms. As Dowding (20095 says, ‘[w]ithout oxygen
on this planet there would be no policy procesg, Ibiave never seen oxygen
mentioned in an explanation of any policy outcomé\’ complete and realistic
model is a world. We already have one of those,itadinclear whether adding a
second will provide much in the way of analyticctian. Rational choice theory is
a framework which allows for a variety of altermatiassumptions, while forcing
the theorist to make assumptions explicit. Stigled Becker (1977) did not deny
that people had preferences any more than schafldhe policy process deny that
there is oxygen on this planet. Stigler and Bedhmply thought that preferences
were sufficiently homogeneous and stable that tbay be safely ignored as
explanatory devices in economic analysis. Thisridoubtedly correct for many
economic questions, and so it is with this thdsisgue that epistemic irrationality
and expressive preferences are important in mantegts, but when such concepts

are not doing any analytical work, | happily ignthem.

This introductory chapter begins in section 1.2do§lining the existing positive
and normative literature on exit and voice in podit beginning with definitional
and conceptual issues and moving on to debated #imoonnections between exit
and voice and their relative desirability as tomldndividual communication and

collective control. In section 1.3 | introduce thpproach of revisionist public



choice theory. | first summarise the descriptioavited by Brennan and Hamlin
(2008) and suggest that this approach can be eedench number of ways which |
take to be consistent with Brennan and Hamlin'dlimaitof revisionist public

choice theory as a research programme. Finally;idflyp describe each of the
central chapters of this thesis and point to thgomthemes connecting these

papers.
1.2. Exit and voice

For Hirschman, exit and voice are potential respsrie decline in the quality of a
good or service consumed or the value of belongingn organisation. However,
his framework can be generalised by considering) @xil voice as responses to
dissatisfaction, defined broadly as perceived ifgotion in the status quo or a

possible future path. There are three general dases
1. Anindividual perceives decline and seeks improvame

2. An individual sees an opportunity for improvemedgspite stable or

improving quality overall

3. Anindividual perceives a threat of decline andkse¢e maintain the status

quo

Hirschman is interested only in case one, butaxit voice are possible responses
in all three cases. Voice can be used to bolseepéiformance of well-performing
governments or to maintain the status quo. Exit\aride as | use them are best
understood as instruments of influence. It is aisportant to note that | am here
interested in exit and voice only in the contexipofitics. This focus is narrower
than Hirschman’s but broader than, for example, @ingand John’s (2012) focus

on public services.
1.2.1. Types of exit and voice

Exit and voice can occur in politics in a variefyways, and a useful framework
is provided by Dowding and John (20£2Jhey distinguish four types of exit
(Dowding & John, 2012, pp. 37-43) and three typlegoice (Dowding & John,

2012, pp. 43-46). Gofen (2012) adds an additiomah fof exit (entrepreneurial

exit), and | add a final type which is not relevant public services but is

% See also Dowding et al (2000) and Dowding and 2068).



important for broader debates in political thearylural exit). These types of exit

and voice are summarised in tables 1.1 and 1.2césply and described below.

Table 1.1: Types of political exit

Type of Exit Description

Internal Exit Leaving one public service provider for anothertle
same jurisdiction

Private Exit Leaving a public provider for a private alternative
Geographical Exit  Leaving one jurisdiction for another

Tiebout Exit Geographical exit motivated by differences in Ipalicy,
institutions, or public services

Complete Exit No longer consuming a service and not seeking a
replacement

Entrepreneurial Exit Leaving a public service and creating a replacement
Cultural Exit Leaving one non-government cultural or religious

community for another (whether mainstream sociaty o
another subcultural group)

Internal exit occurs when an individual leaves @udlic provider for another,
such as when a patient chooses between alterrfaiiviec hospitals or a parent
chooses between alternative public schools. Thie tf exit is often impossible,
since zoning rules or other means of rationing rofpgevent individual exit
options. In general, internal exit options neethéadesigned in to public services.
Such institutionalised exit options (Warren, 20tah be seen in charter school
systems (Buckley & Schneider, 2009) and varioussgoearket policies (Le
Grand, 2007).

Private exit occurs when an individual opts ousoime public service or policy
and seeks an alternative in the private sector thveefor-profit or voluntary.

When parents send their children to a private dchisspite public sector
alternatives or when companies opt for private utispesolution over government

courts, they are engaging in private exit.

* This is based on Dowding and John'’s table 2.4 (@ow& John, 2012, p. 38).



Geographical exit occurs when an individual, hoos#hor firm relocates from
one jurisdiction to another. In the case of peopseich relocation is
straightforward, but in the case of firms partigllocation is possible. Companies
may operate in one jurisdiction but be incorporatednother and multinational
firms may be able to partially exit the tax polgief one country by shifting

assets across borders.

When geographic exit is motivated by differenceggavernance, it is Tiebout
exit. Tiebout (1956) developed a model of localggovment in which individuals
are able to vote with their feet for the policibey prefer by moving between
governments. While Tiebout's model was highly stti, there is evidence that
household locational decisions are influenced bycypdlifferences at the local
level (Dowding, John, & Biggs, 1994), and comparsesm to make locational
decisions based partly on the basis of law andptaicy (Ribstein & O’Hara,
20009).

Complete exit occurs when an individual simply stamnsuming a service
without seeking an alternative. A consumer disBatiswith the public health
system but unable or unwilling to resort to thevateé sector may simply stop
visiting the doctor or seeking medical treatmenthil/ this type of exit is

presumably rare, | mention it here for the sakeomhpleteness.

Entrepreneurial exit occurs when an individual tweaheir own alternative to
public provision. A parent dissatisfied with théngol system may opt for home-
schooling, a community feeling unprotected by policay form a neighbourhood
watch group, or individuals worried about inflatianight create a private
currency. While entrepreneurial exit is, like coetpl exit, is presumably
extremely rare, it is potentially of much more x@ece, since entrepreneurial exit

will sometimes create new private sector altermgtifor others (Gofen, 2012).

Cultural exit occurs when an individual leaves brational religious or cultural
group to join another such group or integrate inmtainstream society. Many
religious groups engage in practices at odds withe liberal values of
contemporary western democracies, and there was d@eeat deal of debate in
political theory over the permissibility or obligat of intervention in such
communities. An important part of this debate rest®xit options: if exit options
are sufficiently strong, many insist that other tpotions are unnecessary to
protect individual freedom and unnecessarily restreligious liberty. Others

claim that exit options are almost never strongughoor that even with strong



exit rights there are some things a liberal staanot abide (Barry, 2001;
Kukathas, 2003; Mazie, 2005; Okin, 2082).

Table 1.2: Types of political voicé

Type of Voice Description

Individual voice Individual communication aimed at securing
changes in the voicer’s situation

Collective voice voting Voting in elections
Collective voice Participating in non-electoral collective voice

participation activities such as protesting a policy, signing a
petition, or campaigning for a candidate.

Dowding and John do not make such a fine-grainetindtion between types of
voice in politics, seeing only three broad categmriand they are reasonably
straightforward. Individual voice occurs when ardiuidual asks for some
specific action or complains about some specifievgnce. All action is
individual, of course, but individual voice is defid by its goals — to change
outcomes through an individual act of voice ratllean contributing to a
collective effort. Examples would be calling thaunail to fill a pothole or writing
a letter of complaint about a particular interactiith a government official.
Collective voice voting occurs when an individuadtes in an election, and
collective voice participation is a residual catggof collective voice including
protest and advocacy. For the purposes of thisstheam mostly concerned with
collective voice voting and collective voice paiggiition. Individual voice may be
important in some contexts, but it is sufficientlifferent from collective voice

that joint analysis is pointless and | simply haething interesting to say on it.

®> An additional form of exit occurs when a consuregits from one publicly funded but
privately run provider to another, as in vouchesdsh private school systems. It is not
immediately clear how this should be classified.wié consider publicly funded but
privately run schools as public organizations wegehanternal exit. If we consider them
private organizations we have simple market exitctvtshould not be included in the
classification of political exit. It is plausibl&at we ought to consider movement between
publicly funded but privately run schools as a tgpeolitical exit, but it is not clear where
we should draw the line. A consumer choosing wherspend food stamps seems like a
clear case of simple market competition, despiéepthblic funding. Though | admit there is
a grey area here, | will not spend any time considevhether and where we ought to draw
the line between public and private organizatidfa. any given dividing line, some types
of exit will be considered internal in the abovéema and some will be excluded from the
domain of political exit.

® This is based on Dowding and John's table 2.5 (@ow& John, 2012, p. 44).



There are other important dimensions on which typésvoice can be
distinguished, however. One important distinctian bietween horizontal and
vertical voice (Dowding & John, 2012, pp. 16—17Yertical political voice is
directed at the agents of government (e.g. votpggitions), while horizontal
voice is directed at other citizens (e.g. issueoaduy, political argument). This
thesis tends to focus on vertical voice, and paldity voting, though the

arguments often also apply to horizontal voice.
1.2.2. The relationship between exit and voice

Hirschman'’s central claim ikxit, Voice, and Loyaltys that exit options make
voice less attractive and will in some cases leadat decline in quality.
Economists generally think that competition — ite existence of consumer exit
options — increases service or product quality lgviding incentives for
improvement. Hirschman points out that curtailixg & not always a motivating
factor, however, and argues that exit can sometimeégrmine the only effective
response many individuals have. Hirschman uses etk@mple of Nigerian
railways, which faced competition from trucking lalid not have the institutional
features encouraging a response to the threatiofTdre result was that the most
dissatisfied customers left and those left behiretendenied their most vocal

allies, leading to further declines in quality (stthman, 1970, Chapter 4).

For Hirschman, exit options reduce the quantitywaite (i.e. the likelihood any
individual will use voice to influence the orgartisa) through a simple
substitution effect, and points out that this islgpematic for two reasons. First,
exit options will prompt the most quality-conscioaensumers to leave first.
Since the most quality conscious are, other theggsal, the most likely to voice
their concerns, exit will tend to remove the mostal consumers from the
organisation (Hirschman, 1970, pp. 45-46). MoreoM@&schman sees voice as a
skill which must be exercised if it is to be deysd and maintained. By
substituting for voice in one instance, exit hasegative effect on the prospects
for future voice: ‘The presence of the exit altéivercan therefore tend airophy
the development of the art of vdig@irschman, 1970, p. 43 emphasis in

original).

Hirschman also recognised that exit options cansame instances be a
complement to voice. When exit can be wielded #@sreat by individuals, their
bargaining position relative to the organisationnisreased and the organisation

will have stronger incentives to listen (Gehlba2®06; Hirschman, 1970, pp. 82—



86). Many individuals might use voice in the filestance and only exit if the
organisation is not responsive (Dowding & John, 20pp. 11-12). The
incentivising effect of exit, however, depends dallg on the institutional
environment (Warren, 2011, pp. 692—-694). This idig@aarly important in the
context of politics. While profit-seeking firms caeasonably be assumed to be
motivated by threats of exit, this is not nece$gathe case with public

organisations, whose objective functions are natlgeso uniform or observable.

It is impossible to make general statements abdw tompatibility or
complementarity of exit and voice, since the relahip between the two
concepts is highly dependent on the context. Sonestiexit and voice will play
nicely together, but there will also be situatimisgenuine conflict. When such
conflicts arise, the relative desirability of exihd voice becomes an important
consideration. While desirability is also conteepéndent, it is worthwhile
making some general points here.

In the political context, the distinction betweedit@nd voice is closely related to
that between individual and collective choice. Mafythe arguments raised in
support of markets over democratic government i@ versa) can be repurposed
as arguments for exit over voice (or vice versd)e Thost compelling general
argument for voice and against exit is the neeaddlective action. When market
failures exist — when pollution needs to be reduoed public good such as
national defence needs to be produced — colleetitien often depends on a lack
of exit options (Warren, 2011, pp. 685-686). A pdwleargument for exit over
voice — and one | will return to in this introdwati and throughout the thesis — is
that exit decisions tend to be more rational andl-wkrmed than (collective)
voice decisions. Since voters, protestors, anccya@dvocates have only a small
chance of influencing policy outcomes, they haw#leliincentive to gather
information and impartially weigh the options. Egitcisions, on the other hand,
make individuals decisive and provide stronger tepic incentives (Caplan,
2007; Somin, 2011, 2013).

These points regarding the relationship betweenratadive merits of exit and
voice can be made concrete by discussing contempdebates over Tiebout
exit. As mentioned above, Tiebout exit occurs whmetividuals, households, or
firms physically relocate in order to consume dedént set of public services or
live under a different set of policies. While Tielts (1956) original model was

one of citizens sorting themselves into local gowegnts, the Tiebout model has



been modified and extended in various ways. On®itapt extension has been to
consider the competitive response of governments the ability of exit to
constrain government power (G. Brennan & Buchadf80, Chapter 9; S. Sinn,
1992; Weingast, 2009). Another has been the apjgitaf the Tiebout model to
international jurisdictional competition (EdwardsMitchell, 2008; R. McKenzie
& Lee, 1991; Somin, 2008).

Tiebout models have been the catalyst for a nunadepolitically-charged
debates. While the Tiebout idea is often treatedcamomically right-wing, this
characterisation is misleading for a number of oaas First, even if we accept
that jurisdictional mobility has ‘right-wing’ effés, those on the left should not
reject the model as an analytical device on thesengls. A better strategy would
be to take the positive dynamics of Tiebout selipaad use it as an argument for
policies which restrict mobility or otherwise prewecompetition (Dowding &
Hindmoor, 1997, p. 457). Moreover, Tiebout exitiops might be designed in a
variety of ways and some of these may be highlydaoive to left-wing goals.
John (1997) argues for a modified version of thebdut framework, suggesting
that ‘the institutional framework could be bettersijned to make the best of
Tiebout behaviour’ (John, 1997, p. 75). Similarking (2004) argues that
features of polycentric systems should be justitiedl chosen piecemeal. It is
difficult to deny, however, that Tiebout exit isrggally viewed positively by
those favouring expansions of the market and megjatiby those favouring
expansions of the state. This is perhaps not simgrisince in the limiting case of
sufficiently many competing governments and lowtcasobility, Tiebout
competition reduces to ordered anarchy, with coimgdbcal jurisdictions facing
constraints similar to those of competing protactiagencies (Bell, 1991;
Boudreaux & Holcombe, 1989; D. Friedman, 1989; Matgn, 1970).

One important debate has been the efficiency ptiegeof Tiebout competition.
Advocates of Tiebout competition argue that it ablofor the efficient sorting of
individuals by preference (Tiebout, 1956), inceistd government efficiency (S.
Sinn, 1992), organises dispersed knowledge (StarZ$dl2; Vihanto, 1992),
encourages rational deliberation (Somin, 2011, 20&8d promotes desirable
institutional reform (Kerber & Vanberg, 1995). Jus$ markets in ordinary
economic goods force producers to compete for aoassi by giving them what
they want, markets in governance force statesue gpnsumers what they want.

While externalities and other market imperfectierst at the margins of Tiebout



10

competition, proponents argues, these are smalpawad to the inefficiencies of

centralised monopoly government.

Opponents have insisted that exit options previkatdorrection of large-scale
market failures (Cai & Treisman, 2004; H. Sinn, 2D0A much-studied example
is the apparent ‘race to the bottom’ in environraémégulation. The coercive
prevention of pollution through regulation or tamat is justifiable on liberal
grounds insofar it prevents people from harmingillimg third parties. However,
the benefit of a cleaner environment is often med to residence in a particular
jurisdiction. This is particularly true of genuigeglobal public goods such as
global warming mitigation. Even if everyone werdtbeoff in a world of strong
environmental regulations, each person would piteféree-ride on the mitigation
effort of others by moving to a low-regulation gdiction. If policy-makers
respond to the demands of foot-voters, we will hiaveer than optimal levels of
environmental regulation (H. Sinn, 2003, Chapter 5)

A related argument is that Tiebout exit undermitieswelfare state by allowing
the rich to move away from their obligations to theor! If exit is low-cost, any
non-benefit tax will encourage the taxed to leake jurisdiction. Insofar as
welfare payments are simply redistributive (i.et pmducing a public good for
all those living in the jurisdiction), welfare pagmis are made less feasible by the
threat of exit. In the limiting case of costlesstemny redistribution would
instantly prompt complete exodus by the fiscal itssand beneficiaries would lose
their base of support. A social safety net or s@tmenger form of rich-to-poor
redistribution is important to many liberals on tigeounds of equality of

opportunity or simple humanitarianism (H. Sinn, 20CGhapter 3).

Another consideration is the effect of Tiebout emptions on democratic
participation, competence, and empowerment. Mamy gditical fragmentation
and exit options as enabling a withdrawal from messiety which undermines
democracy (Blakely & Snyder, 1997; E. McKenzie, 8P90thers claim that
mobility erodes social capital and thereby redudesnocratic participation
(Putnam, 2001; Schiff, 1992). On the other han@pdut exit options can be a

" This is not a market failure in a technical seriset, many see redistribution as an
important role of the state and demanded by jugtavls, 1971). Some have made the
argument that social insurance can be seen axting@ market failure arising from a lack

of a market for insurance against adverse outcamigge genetic lottery and randomness in
career opportunities (H. Sinn, 1995).
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tool of democratic empowerment which forces govesnim respond to voice
(Sgrensen, 1997; Vanberg, 2008).

The general point here is that exit places limitscollective action. If we see
government as generally efficient and benevolerit, might prevent it from
doing good. If, on the other hand, we see govermmagiinefficient or predatory,
exit might prevent it from doing evil. We know, oburse, that governments are
neither perfectly good nor perfectly evil, and thieans that exit option will have

both costs and benefits and this calls for comparanalysis.

Other forms of exit have been the topic of simdabates. Consider exit in the
school system, whether internal exit as in chastéiool systems or private exit as
in systems which encourage private school educdtiomugh vouchers or tax
credits. Advocates see exit as promoting the efficiproduction of education
(Chubb & Moe, 1990; M. Friedman, 1962, Chapter &) anabling deliberative
engagement (Mintrom, 2003) while opponents see epitons as increasing

inequality and eroding public education (BarbeQ3;9Gutmann, 1999).
1.3.  Revisionist public choice theory

In addition to the normative divide in the exit armce literature, there is a more
pronounced methodological divide. To simplify, wavh one group taking an
economic approach — using a thick conception ratiehoice as hyper-rational
selfishness, using rigorous mathematical theorystatilstical empirical methods,
and using some form of economic efficiency as tlermative standard of

evaluation. An example of this approach is the telmver the efficiency of

environmental regulation given Tiebout competitiavhich compares the

equilibrium outcome of interaction among self-iested and fully-informed

agents against an optimal level defined in termsffiiency (Cumberland, 1981;
Oates & Schwab, 1988).

On the other side, we have those taking a morarrdbapproach to normative
and descriptive argument. These theorists denyntiraatively-relevant concepts
can be reduced to simple and measurable concepthanhuman motivation can
be reduced to a well-behaved preference functiotlowing the maxim that it is

better to be vaguely right than precisely wronggsth theorists argue about
important things but often somewhat vaguely. Annegi of this approach is the

work in political theory asking whether the poskipiof exit is sufficient to
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protect individual rights in non-liberal commungi€Galston, 1995; Kukathas,
2003; Kymlicka, 1995; Okin, 2002).

Each of these approaches has value, and we wouldhame such a rich
understanding of the world were it not for an ileetual division of labour based
on the comparative advantages of philosophers amhomists. | maintain,
though, that combining these two approaches wildyinsight unavailable to
either in isolation. McCloskey (1994, Chapter 18¢s a trade-off between rigour
and relevance, and argues that modern economicbdtasne too rigorous and
made itself irrelevant. While | would not make suglbroad claim about the
irrelevance of mathematical economics, the metlamichl approach of this
thesis rests on the idea that we can gain newtitsslyy trading a little rigour for a
good deal of relevance at the margin. This, | thilskwhat revisionist public

choice theory does.

Thomas Christiano (2004) first made the distinctlmtween mainstream and
revisionist rational choice theory, applying thenfier label to Hardin (1999) and
the latter to Brennan and Hamlin (2080 hristiano’s distinction is focused on

Brennan and Hamlin’s account of dispositional mation:

Mainstream rational choice theory, as | shall coreef
it, adheres strictly to the thesis bémo economicudn
other words, it explains the operation of institns and
justifies the reform of those institutions undere th
assumption that individuals normally maximize themim
utility in every action they undertake. ... By comstra
revisionists think of individuals, at least in ada set of
cases, as not maximizing utility in every actiort as
adopting dispositions to act that maximize utility the
person on the whole (Christiano, 2004, p. 123).

Brennan and Hamlin (2008) embrace Christiano’s|ldbé extend the scope of
the definition to include various other amendmetdsthe mainstream view.
Though not offering a precise definition of revisigt public choice theory,

Brennan and Hamlin argue that the approach ‘seeksove away from the strict

8 Other important revisionist works which predate abel include Brennan and Buchanan
(1984), Gauthier (1986), Brennan and Lomasky (19885, 1989, 1993), Brennan and
Hamlin (1995, 1998, 1999, 2002), Hamlin (1996, 20@3amlin and Jennings (2004),

Hirschman (1984), Schuessler (2000a, 2000b), andeB(1987).



13

conception of homo economicysand this movement operates in several
dimensions’ (G. Brennan & Hamlin, 2008, p. 77). ¥hhen identify three of
these dimensions — the motivational, the dispaslio and the expressive —
without claiming that these dimensions exhaust gb&pe of revisionist public
choice theory. | will discuss these dimensions add some of my own shortly,
but it is first worth pausing to consider the valferealism in political theory

more generally.

Formal rational choice theory provides a coheraamé&work which makes
assumptions explicit and allows arguments to bdueted for logical validity.
While the assumptions of rational choice theory alkgays simplifications of
reality and often false, all theory makes simpiifyiassumptions and informal
theory generally makes assumptions which are lessparent (Morton, 1999,
Chapter 2). The papers of this thesis retain theéwork and methods of rational
choice theory but reject in various ways the adddi assumptions often made by
economists in the name of simplicity. By relaxings@mptions of the universal
pursuit of instrumental self-interest, we are givirp some rigour in the sense that
we can no longer guarantee consistency in assunsptio exchange, we can
make our analyses more relevant by more closelyoappating real-world
conditions. Meanwhile, the rational choice framekvarakes assumptions explicit

and thus prevents us from losing too much rigour.

Public choice theory is the application of econommethodology — i.e. rational
choice theory — to political processes. Whereagittomal public finance often
implicitly assumed a benevolent despot model of egoment, public choice
theorists claimed that we should treat economicpatitical decision makers on an
equal footing. People do not abandon their interastwhen they enter parliament
or the voting booth, and motivational symmetry @guired. Economic actors are
generally assumed to be self-interested utility imésers, and the same

assumption should be made of political acfors.

Conventional public choice theory sought to ridifdl analysis of romance
(Buchanan, 1984), but the method by which this wten achieved — strong
rationality assumptions, the use of economic efficy as the normative criterion,
and a focus on equilibrium analysis — also led ¢glect of causally-important

motivational factors and normatively-interestingtamme variables. Rational

® Mueller (2003) is the canonical overview of theldi Hindmoor (2006) provides a more
balanced introduction to rational choice theorypatitics.
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choice theory is, | maintain, an indispensable wigiag framework for positive
analysis. Strong assumptions about selfishnes®pistemic prowess or a narrow
focus on equilibrium and efficiency, however, aot necessary for rigorous social
science or analytic normative theory and can hirttier pursuit of interesting

questions.

Rational choice theory assumes that people canaiminative states of the world,
have beliefs, and will act on the basis of thed@etseto bring about their most
desired state of the world as constrained by theodpnities at hand. A full
rational choice explanation of action makes refeeeto both beliefs and desires,
since rational action is conceptually incohererthaiit both elements (Dowding,
1994; Elster, 1989, Chapters 2-3; Hindmoor, 200&pger 8)° There is nothing
in this framework which requires selfishness, omieisce, or infallibility.
Altruistic, selfish, and spiteful motivations argually consistent with rational
choice theory, as are all manner of beliefs. Nahé&re anything in public choice
theory which requires that efficiency be privilegad a normative standard of

evaluation or equilibrium as the analytic focus.

Nevertheless, it is difficult to dispute Christiamalaim, endorsed by Brennan and
Hamlin, that mainstream rational choice politicablysis does in fact make more
restrictive assumptions which render incoherenasdsuch as non-instrumental
motivation, moral preferences, and dispositionaloiodr Consider Dennis

Mueller’s influential definition:

Public choice can be defined as the economic saidy
nonmarket decision making, or simply the applicatd
economics to political science. The subject mater
public choice is the same as that of political scée the
theory of the state, voting rules, voter behavimarty
politics, the bureaucracy, and so on. The methagotd
public choice is that of economics, however. Theitba
behavioral postulate of public choice, as for ecoias,
is that man is an egoistic, rational, utility makier
(Mueller, 2003, pp. 1-2).

% |n rational choice models beliefs and desiresoéten fused together as preferences with
no explicit recognition of the cognitive and motieamal components. This is generally fine
when we take desires and beliefs as given, bukd the conceptual distinction between
desires and beliefs as a necessary element ofi@atiboice theory as a formalisation of the
Humean vision of action as elaborated by David4963).



15

All but the final sentence of this passage is st with revisionist public
choice theory. If we deny that public choice is tygplication of economic
methodology (i.e. rational choice theory) to po#stiit is difficult to conceive of
what public choice theory could be. The final sente is where revisionist
theorists begin to take issue with Mueller's cheeasation of the field. Brennan
and Hamlin have no problem with the idea of utilibhaximisation, when this
approach is understood as not making any specfaraptions about the content
of individual utility functions (G. Brennan & Hamlj 2000, Chapter 2; Dowding,
2011; Hindmoor, 2006, pp. 183-189). Their issuewith the assumption of
egoism. | also endorse the idea of utility maxirtisaas a defining feature of
rational choice theory while rejecting any defimiti of rational choice theory in
terms of the content of utility functions. Withoattempting to exhaust the
possibilities of revisionist public choice thedhy, would like to expand Brennan
and Buchanan’s list of dimensions as follows: thatimational, the dispositional,
the expressive, the epistemic, the evaluative, theddynamic. Each of these
dimensions will be discussed below, though | wiipsover elements of these

dimensions which | do not use in this thé3is.
1.3.1. The motivational

The motivational dimension of revisionist publicogte theory concerns the
content of political actors’ utility functions. Mastream public choice theory
assumes political man to be self-interested, wisetha revisionist theorist can
introduce the possibility of other-regarding and rahopreferences. Other-
regarding preferences have received a reasonalderdrof attention from rational
choice theorists. People have preferences ovewxdifare and behaviour of others,
and these can be incorporated in an individuallgyufunction in much the same
way as any other good (Fehr & Fischbacher, 200&jlividuals may have
preferences which are altruistic (Andreoni, 1990argblis, 1982), reciprocal
(Rabin, 1993), meddlesome (Becker, 1957; Buchah®86; Sen, 1970), envious

1 One notable possibility is the introduction of egdnous preferences (Bowles, 1998).
For a public choice application see B. Taylor anch@ri@n (2010).

2 Two notable examples from the motivational dimensare esteem as a motivational
force (G. Brennan & Pettit, 2000, 2004) and the togteneity of moral preferences (G.

Brennan & Hamlin, 1995). The absence of these el&ri@re is due simply to the fact that
| do not use these concepts in the thesis, thdugltdncept of esteem will be used in the
concluding chapter nine. | do use the concept @nadeterogeneity more generally in

chapter seven and discuss it more explicitly inpt&anine.

A more comprehensive overview of revisionist puldimice theory would no doubt give

these ideas a great deal of attention.
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(Chaudhuri, 1985; Kirchsteiger, 1994; Kolm, 199&) spiteful (Morgan, Steiglitz,
& Reis, 2003; Saijo & Nakamura, 1995).

The existence of other-regarding preferences hasouse implications for
normative political theory. Many rational choicebdrals see externalities as
providing aprima facie justification for state intervention, and exterties are
often defined in terms of preference. If we defieeternalities in this way,
however, we open the possibility of ‘mental extditiess’ being used to justify
policies any self-respecting liberal would rejeiéthomosexuality, for example,
were sufficiently offensive to a sufficient numbelr people, welfare economics
would have no grounds to oppose coercive regulatibsexuality (Rasmusen,
1997, 1998). Even if we reject the normative imgiicn that meddlesome
preferences should be given normative weight, diésr that such preferences do
motivate people, and this will have implicationg fostitutional design (Goodin,
1995, Chapter 9; Sen, 1970, 1979a; B. Taylor & Qataim, 2010).

Individuals may also have a preference for behawmiogally independently of the
welfare or behaviour of others (G. Brennan & Ham#i00, Chapter 1; Schmidtz,
1995). On this understanding, a preference for himrhaviour would be included
as an element in the individual’s utility functiafongside a preference for wealth
and leisure. Rational actors would then tend toakelmorally when the cost of
doing so in terms of these other preferences is.*fof people hold non-
consequentialist moral views and a preference &@ndomoral, they will other-
things-equal prefer certain courses of action osttrers quite apart from the
consequences for themselves or others. A philosaplibertarian, for example,
will prefer not to coercively interfere in the peaite affairs of another, regardless of

the outcome of such interference.

More generally, preferences over states of thedueeled not be, to borrow a term
from probability theory, ‘memoryless.” That is, feeences need not be restricted
to outcomes narrowly defined as observable stdtéseoworld regardless of how
they came about. People might also have preferemassthe processes through
which states of the world are reached (Frey, B&rtutzer, 2004; Frey & Stutzer,
2005; Sen, 1997). Of course, a full descriptiothef state of the world will include

131t is also possible to model moral commitmentsnielogically as binding motivational
constraints or preferences with lexical priorityeowthers (Etzioni, 1988; Rabin, 1995).
Vanberg (2008) argues that preferences for actiogalty are preferences over actions
rather than outcomes and as such must be incoegbnatto an account of rule following.
This argument is similar in many respects to Brersuash Hamlin's dispositional account,
which is the subject of section 1.3.2.
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its history, so in a tautological sense processesoatcomes. Still, there is an
important distinction here between preferences ae#gmination outcomes and
comprehensive outcomes (Sen, 1997). Consider thieoa@ogy of social choice
theory. Here, attention is focused on the distrdmubf utilities across individuals
without considering the identity of those individkiaor the processes through
which outcomes emerge. As Dowding (2004) argues, thndness to process
(including consent) is what generates Sen’'s (19r0df of the impossibility of a
Paretian liberal and renders the result irrelevarihe concerns of liberal political

theory, which is interested in process (and pdeityiwith consent}?

A key point about the rational choice analysis tiieo-regarding and moral
preferences is that such preferences are includeddividuals’ utility functions
along with more conventional economic goods. Moydtias a downward sloping
demand curve, and neither morality nor self-interegiven lexical priority over
the other. The satisfaction of other-regarding an-imstrumental preferences is a
good which often needs to be paid for with the that®n of self-regarding
instrumental preferences. As the cost of suchfaatisn changes, behaviour will

respond in certain predictable ways.
1.3.2. The dispositional

Many of the choices we make on a daily basis argegluby habit and or intuition
rather than rational deliberation. When we havenaléncy to make certain choices
or think about decisions in certain ways, we canshel to have dispositions.
Dispositions as non-rational influences on choicgyseem like a challenge to
rational choice theory, but Gauthier (1986) andnBe: and Hamlin (1995, 2000,
Chapters 3—-6; Hamlin, 2006) argue that dispositamesalso the objects of rational
choice. Dispositions can be seen as general teigdewbich influence, but do not
absolutely determine the outcome of a series afréutlecisions. Consider the
familiar example of the possibility of self-defeagi egoism. If, as Parfit (1984)
suggests, strict adherence to instrumental rafignabuld be self-defeating (i.e.
one could better satisfy their preferences by ntivaly seeking their satisfaction),
an individual may rationally adopt a non-rationedpasition. On this reading, ‘it is
the actor who is rational, not each and every at{i@. Brennan & Hamlin, 2000,
p. 36)"

! See also Dowding (1997) for a similar critiqueAofow’s impossibility theorem.
!> Robert Frank’s (1988) discussion of the strateglie of emotions uses similar logic.
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Brennan and Hamlin offer the example of trust. Aiaes challenge in securing
mutually beneficial exchange is the problem ef postopportunism. Repeat
interaction and external enforcement mechanismk beil capable of solving or
mitigating the problem some of the time, but thi aften be costly or impossible.
A dispositional commitment to keeping one’s promisegardless of the incentives
to the contrary will often be a more effective dimn. Similarly, a rational
individual seeking to avoid conflict will often baclown when threatened and let
bygones be bygones when it comes be being wrongedthers. Cultivating a
stubborn and vengeful disposition will prompt ioaal behaviour in certain

circumstances, but if visible it will also discogeaothers from bothering you.

Trust and vengeance are in a sense two sides a&athe coin: they both involve
committing now to certain actions which will latee against our interest but which
alter others’ expectations and secure us a grkatgsterm payoff. The relationship
between trust and vengeance is well-illustratedhieyviolent insinuation of House
Lannister’s unofficial motto in George R. R. MaisiA Song of Fire and IcBeries
of fantasy novels: ‘A Lannister always pays histdélrhe adoption of an honest
disposition allows the Lannisters to realise tradégch would be impossible for
rational utility maximisers due to the possibiliof ex postopportunism. The
imprisoned Tyrion Lannister could not credibly plisengold to his jailer Mord in
exchange for his delivery of a message to Lady A(®.. Martin, 1997, Chapter
38). Meanwhile, the adoption of a vengeful disposit as reflected in Tywin
Lannister’'s willingness to start a war in retalatifor the imprisonment of a son he
despises, reduces the expected value of aggreagamigst House Lannister and
thus increases their long-term security by encdogagrrational decisions in

particular situations.

Of course, in some cases such as those descrilmee dhere will be selfishly
rational reasons to behave honestly. With repedtéetaction and long time
horizons it may indeed make sense to pay one'sdela one shot sense. Gauthier
and Brennan and Hamlin are however interestedspaditions which allow one-
shot interests to be overridden. If Tyrion knewwmuld never again interact with
Mord and that no potential future trading partneosild learn of the encounter, the
selfishly rational action would be to renege on phemiseex post Mord, being a
simple but rational chap, would predict this andise to deal with Tyrion. In such
circumstances only a visible disposition to behaxegionally ex postcan secure

complianceex anteand increase greater long term payoffs. Simplyatisiy
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rationally ex postwill not work, since (a) the opportunity to do will not arrive,

and (b) if it did opportunism would be a more attize option.

Thus dispositions can be analysed as tools usédinmsntally by knaves in order
to pursue their own welfare. This does not exhdhst possibilities, however.
Individuals may also adopt dispositions to behavecértain ways in order to
pursue non-selfish preferences of the type discuabeve. An individual with a
desire to maximise the aggregate happiness ofesgribeings and a belief that
meat production generally reduces aggregate hagpimeay adopt a vegetarian
disposition. Such a disposition is obviously relate beliefs and desires but it
cannot be identified with either. Rather it is agel inclination which in the long
term can be influenced by beliefs and desires arild short term influences how
beliefs and desires are converted into action. 8the&cal vegetarian does not on a
case-by-case basis consider whether eating thithatr portion of meat will
decrease aggregate happiness. Being a vegetanaralho means taking certain
food choices off the table. Moral reasoning playsoke, but reflection is over
whether and how to modify the disposition rathemthvhether particular choices

are morally permissible (Hamlin, 2006, pp. 4-9).

It should be noted that dispositions do not absbdjutletermine actions. Most
vegetarians would be willing to choose bacon otavation without seeing this as
a rejection of the disposition. More commonly, agens may periodically
succumb to weakness of will while vowing to maintaheir vegetarianism
thereafter. Dispositions form part of our motivatid machinery and will compete

for influence over choice with preferences and ppshother dispositions.
1.3.3. The expressive

Perhaps the most well-developed strand in theiosit literature is the theory of
expressive voting. This idea can be seen in emlryfonm in a number of early
works (G. Brennan & Buchanan, 1984; G. Brennan &heky, 1984, 1985, 1989;
Buchanan, 1954a; Fiorina, 1976; Goodin & Rober®&/5] Tullock, 1971), but
received its first general and rigorous statemerBrennan and Lomasky (199%).
Brennan and Lomasky distinguish between instrunhersad expressive
preferences. Instrumental preferences are overowmds while expressive
preferences are over the individual's own choic€ee defining feature of

expressive preferences is that they jareceduralin this restricted sense. When

® Hamlin and Jennings (2011) review the literature expressive political behaviour,
outlining the important recent developments.
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acting instrumentally we take some action in ordebring about some outcome,
and our preference is only satisfied in the caaettie desired outcome eventuates.
When acting expressively, we are taking an actionits own sake, and our

preference is satisfied by the very act of choice.

Rational actors, in the expressive voting modelehaitility functions which
feature both expressive and instrumental argumewen expressive and
instrumental elements point in opposite directiamsome choice situation, the
expressive benefits of one option will need to kmglhved against the instrumental
benefits of the alternative to reach an all-thingasidered preference. Other things
equal, we would expect expressive preferences ve hare sway in low-stakes

decisions, since here instrumental preferenceswitielatively weak.

The central claim of expressive voting theory isttlvoting choices in large
elections will be made significantly, and perhap®re entirely, on expressive
rather than instrumental grounds. When making a icehowhich only
probabilistically produces the intended outcometeptial instrumental benefits
need to be discounted by this probability. In theecof voting, the individual voter
decides electoral outcomes only in the extremelikely event that they make or
break a tie. There is no generally accepted wagatifulating this probability in
general, but Gelman et al (2009) estimate thatatrerage voter in the 2008 US
Presidential election had a roughly 1 in 60 millrance of pivotality, with those
more pivotally placed in swing states having asmasg a 1 in 10 million chance.
Suppose that an average voter in this election dra@xpressive preference for
Obama but an instrumental preference for McCairatT$, they would directly
value the act of voting for Obama but would prdéfett McCain become President.
The choice situation this individual faces is wiegtto give up a certain expressive
gain in exchange for a 1 in 60 million chance afusing a, presumably greater,
instrumental gain. Unless the instrumental prefegeior McCain is more than 60
million times greater than the expressive prefezefar Obama, and further

assuming that the actor is neutral or averse ko ttiey will vote for Obama.

" The concept of expressive choice has been usachimber of ways inconsistent with
the definition given above. For a thorough analydislefinitional issues, see Hamlin and
Jennings (2011, pp. 648-655). Whereas their fagusithe expressive nature of choice |
wish here to emphasise the potential fan-instrumentalnature of preferences over
actions. | believe my framing of the issue is cstesit that that of Hamlin and Jennings, but
| see no need to identify non-instrumental choice cdosely with symbolism at a
methodological level.
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The normative implications of this view are potaliyi very significant, but it is
not entirely clear whether on balance they undeentin support democracy as a
mode of decision makin§.Most obviously, expressive voting decouples eleatto
choice from preference and thereby underminesttralard instrumental case for
democracy (G. Brennan & Lomasky, 1989). In extreoases we could see
unanimous support for options which would be unanisty rejected if voters were
each allowed to choose decisively (G. Brennan & asky, 1984). Moreover, if
we think expressive preferences are likely to beddtesome, bigoted, or
malicious, expressive voting could produce illidecutcomes (Glazer, 2008;
Hillman, 2010; Roback, 1986). If expressive prefiess are based on sound moral
reasoning, on the other hand, the low-stakes nafutee voting booth could create
a ‘veil of insignificance’ which encourages impaltdeliberation (G. Brennan &
Lomasky, 1985; Goodin & Roberts, 1975; Kliemt, 1986

1.3.4. The epistemic

A common complaint levelled against economics asamework for positive
prediction and normative evaluation is that it asss full information and
superhuman powers of calculation. While these camid are often seriously
overstated? it is true that full information and costless disery of the optimal
choice is often assumed in economic models. It Ishba emphasised that such
assumptions are reasonable in answering certaistiqne, but the revisionist
would argue that relaxing such assumptions is ofteoessary. While costly
information has become an important component ofinstiigam economic

analysis, the possibility of epistemic irrationglin the sense of having beliefs at

18 A similar point could be made about the positivedictions of expressive voting theory.
Instrumental theory makes a number of predictiohgckv might be rejected if we accept
the expressive account. Many of the precise priedietof expressive theory, however,
depend crucially on the nature of expressive peefegs and are indeterminate as far as the
positive political theorist is concerned. See Brenaad Hamlin (1998) for an analysis of
electoral equilibrium under expressive voting.

% Economists have modelled information imperfectidos some time. George Stigler
(1961) - a paragon of the Chicago price theory @agr against which such attacks are
most often directed - was a pioneer in this areih later work in the 1970s on
asymmetric information proving extremely influeh@ad producing a Nobel prize in 2001
(Akerlof, 1970; Spence, 1973; Stiglitz, 1975). Tieglect of non-informational decision
making costs has been more serious in mainstreadelfimg, but the large literatures of
behavioural economics and bounded rationality amo WNobel prizes suggest that the
mainstream is at least aware of such problems.mMgaien die-hard neoclassical theorists
recognise this: ‘The making of decisions is costliyd not simply because it is an activity
which some people find unpleasant. In order to meakiecision one requires information,
and the information must be analyzed. The costseafrching for information and of
applying the information to a new situation aretsti@at habit is often a more efficient way
to deal with moderate or temporary changes in thdrenment than would be a full,
apparently utility-maximizing decision’ (Stigler Becker, 1977, p. 82).
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odds with the available evidence has remained @n nttargins of academic

discourse.

In considering the issue of epistemic rationalityis important to distinguish
between beliefs and desires in the Humean sensé&rénces in rational choice
models are often an amalgamation of belief andreesiith the ranking of
alternatives emerging from their combination. Thare a number of ways we
might distinguish between desire and belief, inigdtaking an explicit belief-
desire approach or distinguishing between basic raordtbasic preferences, the
former being free of epistemic content and thefatbt. Humans presumably have
very few basic preferences, with non-basic prefegsnbeing built from these

primitive desires along with beliefs (Hausman, 2Q1.236).

The revisionist account of rational choice accahpest information is costly to
gather, that decisions are costly to make, andahanstrumentally rational actor
will therefore often be ignorant, epistemicallyatipnal, and may rely on heuristics
and dispositions rather than thinking at the magdgaut every decision. This view
of human action receives empirical support fromawebural and experimental
economics. As Kahneman (2011, p. 35) puts it: hie @conomy of action, effort is
a cost, and the acquisition of skill is driven I tbalance of benefits and costs.
Laziness is built deep into our nature.’ In additto the effort required for optimal
choice, there may be psychological costs of digpaate rationality in terms of the
overturning cherished beliefs or admitting that geg things wrong. People seem
to engage in motivated reasoning (Kunda, 1990; eagi§ aber, 2000) and rely on
affect in many situations (Loewenstein & LernerQ20Slovic, Finucane, Peters, &
MacGregor, 2002).

While experimental evidence has shown that indiaislwften behave irrationally,
it also shows that such irrationality can be overeavhen the question at hand is
deemed important (J. Evans, 2010; Kahneman, 204yineR Bettman, & Johnson,
1993). A useful way of interpreting the evidencenir behavioural economics in
rational choice terms is that provided by Capla®D(® 2001a, 2001c, 2002, 2003,
2007), who argues that individuals have preferencesr beliefs and over
outcomes. When updating our beliefs in order toeraklecision, we need to trade
off the benefits of being able to take instrumdntalptimal actions against the
costs of abandoning the beliefs we most prefemisitrally. In a move similar to,
and inspired by, the one made by Brennan and Loynd$©3), Caplan argues that

preferences over beliefs will be given greater tieta weight for relatively
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inconsequential decisions, and that since votingisttms are more-or-less
completely inconsequential they will be made onhhsis of beliefs people like to

hold rather than beliefs best supported by theeade’®

There are, however, many difficult unanswered qaestfor the revisionist
theorist here. It cannot be that people rationaliyest in information acquisition
and analysis until the marginal benefit of suchatgjthe marginal cost, since the
benefits and costs of information or decision mgkiannot be known before the
fact (Elster, 1986, pp. 19-20). This suggests thatdecision about whether to
collect more information will not be based on opsiation but some other decision
procedure such as habit (Hamlin, 2006; Ostrom, 1988 switch which shifts us
from epistemically irrational choice rules to ra#@ optimisation cannot be
triggered directly by the costs of decision makifajlure, since the proper
evaluation of such costs would require rational eostly optimisation. The extent
to which such choices can be brought within a ratichoice framework able to

retain the rigour for which it is known is debatbl
1.3.5. The evaluative

Conventional rational choice theory is sometimed g&abe normative in the sense
that it is concerned with what individualkoulddo given their preferences, though
it remains silent about what they should prefest] 1986, p. 1). A good deal of
rational choice theory is normative in another seni§ we take preference

satisfaction to be a good thing, either becauseamsider preference satisfaction is
good in itself or because we think preferencesktmaterests, various conceptions
of economic efficiency emerge as standards of ewiain which are both

normatively relevant and analytically tractable.

There are a variety of efficiency concepts in eenits which vary in their
willingness to trade off welfare across individualBhere are, however, two
properties common to all efficiency concepts whickuggest revisionist public
choice theorists should be willing to relax in somieuations: welfarism and

anonymity?* All efficiency concepts are welfarist as defineg ®en (1979b, p.

% The rational irrationality approach is similar imlany ways to Herbert Simon’s (1955)
model of bounded rationality. An important diffecen however, is that Simon relaxes the
assumption of optimisation (which | take to be anponent of instrumental rationality)
while Caplan relaxes the assumption of epistemionality. | generally prefer Caplan’s
approach since it allows us to move beyond congeatirational choice theory while
keeping a great deal more of its analytic machinery

21| take these to be necessary but not sufficientlitions for a normative standard to be
one of efficiency.
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468): ‘The judgement of the relative goodness tdrahtive states of affairs must
be based exclusively on, and taken as an incredsimgtion of, the respective
collections of individual utilities in these stateSen defines utility in terms of
preferences, and thus welfarist standards of etratutake individual preferences
as given and compare actions, rules, institutiets, on the extent to which they
satisfy individual preferences. An additional requient of efficiency concepts is
anonymity as used in social choice theory and weliconomics (Campbell &
Fishburn, 1980). A standard of evaluation is anomysnwhen it treats like
individuals alike. That is, nobody in society i@ priority over another simply
because of their identity. In practice, this metiias if we switch the preferences of

any two individuals, we will end up with the sanesult.

In general then, efficiency standards consider ¢iméy preferences of individuals,
without reference to the content of those prefezenor the identity of those
holding them. Pigouvian efficiency sums welfare hoiit recourse to extra-
welfarist standards, the content of preferencesheridentity of individuals. The
Pareto criteria as used by Buchanan (1959) to atelthanges from the status quo
is likewise welfarist and anonymous, though unliReggouvian efficiency it

privileges whichever state of the world we begomi?

Efficiency standards have a lot to recommend thespecially for economists and
liberals. Efficiency is precisely defined and cam principle be objectively

measured, meaning that normative analysis can beroms, formal, and

algorithmic. Moreover, the anonymity requiremertis$ees the liberal condition of

impartiality regarding individual interests and trality regarding the nature of the
good life (Barry, 1995; Kukathas, 2003; Rawls, 2005

While efficiency is clearly a useful axiologicabstard, revisionist public choice
theory is also capable of considering other noweastandards. Normative criteria
move beyond efficiency to the extent that they gamme (equally-intense)
preferences or utilities priority over others, ddes non-welfare factors such as
liberty or the distribution of some resource, ohestvise rank alternatives in
abstract terms based on the distribution and iitteied preferences. For many

normative questions, non-welfarist standards ofluateon are crucial. If we are

%2 This violates the principle of neutrality, whichquires that options identical in terms of
the ordinal preference rankings be treated idelhtidslany social choice theorists argue is
a normatively important feature of a reasonabléaseeelfare function. See Mueller (2003,
pp. 138-140) for a comparison of this approactotias choice and Buchanan'’s.
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interested in liberty, for example, we need to khpmilosophically about what that

concept means, rather than attempting to redesitiiinéerms of preferences.

Liberty as understood by many political theorigiguires the definition of a private
sphere which cannot legitimately be involuntarityaded by other individuals or
collectives. Apparently simple rules such as Miliarm principle do not tell us
much, since more-or-less every action has somedmga others and thus the
notion of ‘harm’ is empty without an initial allottan of rights (Buchanan, 1978,
pp. 24-26). As Coase (1960) pointed out, exteraaldre always reciprocal: when
there is a conflict between two parties, each carsdid to be harming the other
depending on how rights are allocated. While tHexree been attempts to define
what should be thought of as a harm within a wedfdramework, the most useful
being Buchanan and Stubblebine (1962), most libefadd such answers
unsatisfactory. For most of us, the question of twdree person can justly do to
another without permission cannot be answered wittianking about the content
of the act. Sen (1970) famously tried to show fit&tralism was incompatible with
the weak Pareto criteria (i.e. a change preferseddme and opposed by none is
socially preferable to the status quo), though deerightly been criticised for using
an idiosyncratic and implausible conception of dd&sm which prevents
individuals from voluntarily waiving their rightsB@rry, 1986; Dowding, 2004;
Hillinger & Lapham, 1971).

The problem with using non-welfarist standards\afleation is that they are often
not amenable to rigorous positive analysis. Thaeresiinply no way to define
‘liberty’ in a way which is simultaneously rich emgh to please normative
theorists and precise enough to be used in a fomaalel. To a certain extent,
there is an unavoidable trade-off between rigoud aalevance. For many
questions, however, it is useful to pick out certadn-welfarist aspects of broader
values which can be defined precisely. While Halife(1913) schema of liberty is
not capable of capturing everything liberals deamadrtant, it has the great virtue

of being precise enough to be included in ratiohalice analysié®

It is interesting to note that the argument for imgwoutside a normative rational

choice (i.e. efficiency) framework for normativeadwation mirrors the argument

2 A willingness to eliminate imprecise language aeplace it with explicitly defined and

analytically tractable concepts might also, as nojfleague William Bosworth (2014)

argues, allow political argument to avoid merelybat disputes and force impartial

deliberation, or at least allow truth-seekers toogmise when others are engaged in
sophistry and exclude them from debate.
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for remaining within a rational choice frameworkr foositive analysis. Positive
rational choice theory makes positive assumptiohsuta human motivation
explicit, whereas many arguments outside ratiomalice theory contain strong
assumptions which are less transparent. Simildnky,flexibility of the welfarist
framework allows many strong normative assumptionse made in a way which
is ostensibly value-free. The fact that a policy net Pareto-improving, for
example, is often taken by public choice theotistbe an argument against it, and
this biases normative conclusions towards the stajuo and away from
redistributive policies (Dowding & Hindmoor, 1998, 459). The contractarian
stance of much public choice theory suggests tb#éative action should be
mutually-beneficial (Buchanan, 1959, 1975a), buhaut careful consideration of
the initial allocation of rights this is morally glslematic. Since everything can be
considered as causing harm, an analyst motivatéddanefficiencies will be able
to do s&®* While using the enforcement of meddlesome preterems a standard
of evaluation is certainly not normatively neutiiflis biased in a transparent way.
Strict adherence to efficiency when the analysé#@ly committed to non-welfarist

values often produces covert bias.

The way | have framed the issue here suggestsdtiaionist public choice theory
involves the importation of ethical ideas into pieei economic analysis. Another
way of framing the same approach is as the usesifiye economic theory as a
means of feasibility analysis (G. Brennan & Hami009). If normative theory is
to be a useful tool for institutional design, ieds to be nonideal (Schmidtz, 2011).
Nonideal theory takes humans as they are and alsich unstitutions can best be
built from this crooked timber. The way humans anel the aggregate effects of
decentralised action are far from obvious, howewasd this is where positive

economic theory comes in.

We need to know not only how institutions behavdairthe best case scenario or
the most likely scenario, but also the worst casnario. Given that our social
scientific knowledge is always imperfect, we need subject institutions to
sensitivity analysis. Further, the world is nottatis place and political institutions

need to be able to withstand a variety of exogershugks. In other words, we

24 Crampton et al (2011, 2012), for example, argueréeent estimates of the social cost of
alcohol — the focus being Collins and Lapsley (9008&re seriously inflated. The most
plausible explanation for the assumptions madéh@sée studies is that the analysts were
motivated to find large social costs and made nuktogical choices on this basis.
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need robust institutions (G. Brennan & Buchanan81191983; Hayek, 1949;
Leeson & Subrick, 2006; D. Levy, 2002; Penning@0i 1; B. Taylor, 2010).

While robustness analysis can be conducted on rigtlfgrounds, this does not
need to be the case. Comparative robustness anadeiires that we define the
institutional alternatives under investigation, thermative standard being used,
and the range of assumptions/external changes wulaideration (B. Taylor,

2010, p. 101). Taylor and Crampton (2010), fomepke, take negative liberty as a
normative standard and consider the relative raolegst of market anarchy and

democracy to the existence of meddlesome prefesanoarying distributions.

Feasibility analysis has generally been concernéld defining the feasible set
among which society or a benevolent despot mighosh and ignoring the process
by which collective choices are made. The incestigé decision makers within
constitutional rules has of course been a centmat@rn of constitutional political
economy (G. Brennan & Buchanan, 2000), but whenjestihg a particular
institution to feasibility analysis the questiontaiw we get from here to there in a
political sense is rarely asked. While there is Imualue in defining the feasible
set and abstracting away political challenges.etliealso a great deal of value in

considering political feasibility as a meaningfohstraint on normative theory.
1.3.6. The dynamic

Conventional public choice theory has followed msti@am neoclassical
economics in its focus on equilibrium (Ordeshod¥82). A number of scholars in
the Austrian and evolutionary schools of economiesyever, have stressed the
need for non-equilibrium analysis (Boettke, Horw&zPrychitko, 1986; Boulding,
1991; Rosser, 1999). There is no doubt that eqjilib is a crucial concept for
social scientists in general and rational choiceotists in particular, but it is
important to recognise the limitations of the nealk&isian approach which treats
equilibrium as the analytic core of economics. ké#s and other social systems
often have a tendency towards equilibrium, but $rog on the comparative statics
of equilibria at the expense of the forces whichklpsocial systems toward or away

from equilibrium does not provide a complete piet¢Wagner, 2010).

Again | emphasise that no one work of social saesicould aim at providing a
complete picture of the social world, since sugbiciure would be as complex as
that which it represents and will be worthlessnalgtic terms. My point is simply

that disequilibrating forces have been relativehderstudied by rational choice
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theorists and so models in this area might bellksly to bump into decreasing
marginal returns to theory. Increasing the realidrtheoretical assumptions is not

a general imperative but is likely to be worthwhiighis case.

A major dynamic force in economics, and the onecthias received the most
attention, is entrepreneurship. For Schumpeter419842), entrepreneurs destroy
existing equilibria while putting the economy orethath to a different one. For
Kirzner (1973, 1997), entrepreneurs are an eqaiiibg force but need to be
understood as contributing to a dynamic procesgafilibration. Evolutionary
economists (Dopfer & Potts, 2007; Loasby, 1991RRNelson & Winter, 2002)
and economic historians of technology (Mokyr, 199P02; Rosenberg, 1982,
1994) have seen innovation as an open-ended prot&sswledge accumulation.
Rather than upsetting some existing equilibriumposhing back uncertainty in
order to reach equilibrium, inventors and entrepues are gradually and jointly
altering the capacities of economic actors.

In general, we know that human behaviour is noétas constrained optimisation
in stable environments. The world is complex anthlns are imperfect. Except
for the most trivial of matters, the parametershefchoice problem are not defined
and humans are forced to rely on open-ended tnidlaror learning rather than

mathematical optimisation (Buchanan & Vanberg, 19aiits, 2001).

Nevertheless, rational choice theory is a usefal for the consideration of
economic and political dynamics. Consider, for egkanthe work of Elinor
Ostrom (1998) and others of Bloomington school ofitigal economy? Here,
actors are modelled as rational in the sense dhpawliefs and desires, but also
as being able to originate new ideas in order ter@me collective action
problems. In mainstream rational choice theorydbestraints of the environment
are taken as given, but in the behavioural modebhtibnal choice advocated by
Ostrom, individuals are able to reach outside themediate situation in order to
attempt to change those constraffit¥here is nothing inconsistent with rational
choice theory as a framework here. A consideratidmow entrepreneurs originate
ideas would require that we move beyond rationaiaghtheory, but the logic of
relative prices remain crucially important to urstanding how entrepreneurs

behave and how people respond to innovations.

%5 See Aglicia and Boettke (2009) for an overvieviti§ approach.
% There are obvious parallels between this view #rel distinction in constitutional
political economy between constitutional and inipeichoice.
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1.4. The Thesis

The thesis consists of seven papers, along withiitioduction and a conclusion.
Each of these chapters is either published, acdeptaler review, or has revisions
requested at an academic journal. Each of theserpdpals with exit and/or voice
and is revisionist in one or more of the speciBase described in section 1.3. In
this section | will outline the argument of eaclbhsiantive chapter, pointing to its
relevance to the exit and voice literature andudising the revisionist elements of

the chapter when these are not obvious in lighth@fdiscussion above.
1.4.1. Chapter two: Rational irrationality as dual processtheory

Chapter two ‘Rational irrationality as dual proceksory’ is focused on voice,
with the comparison to exit being implicit in thensparative analysis of individual
and collective choice. This paper responds tocsritf Bryan Caplan's (2007)
rational irrationality model of electoral choice soherent or psychologically
implausible. The most sustained argument to tHecefs provided by Bennett and
Friedman (20083’ who interpret Caplan as claiming that voters kmmhi and
deliberately choose to hold beliefs they know tofédse. Launching a sustained
attack on this implicit assumption of Caplan, tlenclude that Caplan’s entire
model is incoherent ‘simply because [they] do noebw what it would mean for
someone to hold an [opinion] if she did not thirlie topinion were correct’
(Bennett & Friedman, 2008, p. 211).

This paper argues against Bennett and Friedmarterpiretation of Caplan,
pointing out that Caplan is attempting to constragiarsimonious abstract model
rather than an accurate description of how humansby choose. Nevertheless, |
show that Caplan’'s theory as stated is reasonatmhgistent with the widely-
accepted view of dual process theory in cognitiggchology. In dual process
theories, humans are modelled as making decisidasavcognitively costless
automatic subsystem and a costly reasoning sulbsysteny decisions are made
automatically and are thus prone to various cogmitiases. Questions which
cannot be answered automatically and which are ddeufficiently important, on
the other hand, must be handled consciously and begnitive biases can be
corrected. | interpret Caplan’s model in terms oéldprocess theory, concluding
that Caplan’s model does identify an interestingised mechanism which is

plausible and consistent with the extant experiadeavidence. | also argue that

" See also A. Evans and Friedman (2011) for a mereml argument premised on a
similar critique of information economics.
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dual process theory suggests a number of pointhigh Caplan’s model might be

extended, most importantly a consideration of feetand learning.

The argument of this paper, | think, has imporiamtlications for debates on the
relative merits of exit and voice as means of ailiig government. Caplan’s
model makes extremely pessimistic predictions alibat epistemic quality of
collective voice decisions, and acceptance of thpsdictions would be a very
strong argument for replacing voice with exit where feasible and possibly
radically reducing the scope of collective actidhBennett and Friedman are
correct that Caplan is talking nonsense and thahauic theory is completely
irrelevant to the study of political knowledge ationality, democracy would be
relieved of one of its most serious criticisms.hélagh this chapter does not show
that Caplan’s conclusions are correct, it does shbat they are coherent,
psychologically plausible, and worthy of furthewéstigation. | suggest the forms
such investigation might take, both theoreticatig @mpirically.

1.4.2. Chapter three: Exit and the epistemic quality of vice

Chapter three ‘Exit and the epistemic quality oicebapplies the ideas of rational
ignorance and rational irrationality to the caussalhtionship between exit and
voice by considering a potential spill-over effeetween individual and collective
decisions in terms of epistemic rationality. Exjitions, by providing stronger
individual incentives, can mitigate problems ofioaal ignorance and rationality
irrationality in the voting booth. Taking as givéime claim that individual exit
decisions are more well-informed and rational tlwdimerwise similar collective
voice decision$® the paper argues that the existence of exit optim in some
cases be expected to increase the epistemic ritiyonfacollective voice decisions.
If citizens are empowered to make individual exécidions regarding public
services, the knowledge gained and beliefs upddtethg this process will be
available in their capacity as democratic citizeraking collective voice decisions.
When there is overlap between the informationaliregnents of exit and voice

decisions, exit will increase the epistemic quadtyoice.

This could happen, for example, if a parent in aucation system which

encouraged school choice considered educationalyp&ducational policy issues

%8 Note that | make no assumption about the magnitudgenerality of rational ignorance

and/or rationality. The argument requires only thame class of collective decisions are
made less rationally than would be otherwise simélgt decisions. The magnitude and
generality of such differences determines the semgepower of the argument, however.
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such as class sizes and the extent of assessneenbm@mplicated and sometimes
emotively engaging, meaning that voters are unjlikelform accurate beliefs most
of the time, and, if we accept the arguments ofl&gf2007) and Somin (2013),
this will lead to bad policy outcomes. If a voteralso a parent who is able to
choose between schools offering various combinatajrclass size and assessment
focus, they will have incentives to rationally upel¢éheir beliefs, and these updated
beliefs will improve their voting decisions and, democratic institutions are
working efficiently, lead to better policy outcomes

This paper is relevant to the academic literatuesting and elaborating
Hirschman’s model of exit, voice, and loyalty. Was existing studies have
considered the relevant dimensions of voice totbeuantity and effectiveness —
I.e. we should be interested in how likely citizems to voice their concerns and
how willing governments or public agencies are igieh — | show that the
epistemic quality of voice has been largely negctdespite a long-standing
concern in political theory with democratic compete and a large literature in

political science on the nature and importanceotifipal knowledge.

In a practical sense, the paper has relevancedstiqas of institutional design. In
one sense, the paper shows that exit options are mauable than we would
otherwise have thought. Rather than fearing thatogtions will crowd out voice,
we should welcome the prospect of voice being pised by personal experience.
Further, the paper suggests that exit and voicdtotoybe considered jointly as
mutually reinforcing mechanisms of democratic coht¥We cannot simply think
about how to design accountability mechanisms basad voice without

considering the exit options which make voice wphconsideration.
1.4.3. Chapter four: Strategic and expressive voting

Chapter four ‘Strategic and expressive voting' @&s non-instrumental
preferences in democratic decision making, arguwioigtra a number of rational
choice theorists and political philosophers thedtegjic voting is entirely consistent
with a complete lack of instrumental motivation & way which does not

undermine the predictive or normative power of espive theory.

The general claim made by the critics is that ifeve® made choices on an entirely
expressive basis, they would not engage in st@tegfing. Since strategic voting
is a well-documented empirical phenomenon, paditylin the form of not

‘wasting votes’ on first choice candidates with realistic chance of winning
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office, we can conclude decisively that votes @& at least partly on instrumental
grounds (Christiano, 2004; Dowding, 2005; Macki€)1®). Drawing on a

suggestion made by Brennan (2008), | take issue thé premise that expressive
voters would not vote strategically. If people haare expressive preference for
casting votes which seem serious or reasonablegiiberved behaviour may arise

without individuals considering their instrumenpaéferences at all.

In a narrow sense, this paper is a rejection ofrgrossibility claim and as such
need not concern itself with plausibility. In a bder sense, however, | wish to
argue that this is a plausible claim about how\nldials make political decisions.
To make this argument, | draw on the idea of digjpos and suggest that there
may be a great deal of expressive value in streaégi optimising a set of

expressively-defined preferences. The optimisatiooks instrumental, and

whether we wish to label it as such seems to beeeelyn verbal dispute. The
important point in my view is that voters are ietsed in how they vote rather than

how their votes influence outcomes.

This is an important question for the positive andmative comparison of exit and
voice, since the claim that voters in large eledigive no consideration at atb
instrumental concerns increases the predictiveramthative power of expressive
theory a great deal. Few would deny that votingadially expressive, but as long
as instrumental motivation also plays a role weehseme basis for retaining the
positive and normative assumptions of instrumethi@bry. By rejecting what is in
my view the most plausible argument for instrumkmntding, this chapter keeps

the extreme revisionist view of political motivation the table.
1.4.4. Chapter five: Children’s rights with endogenous fetility

Chapter five ‘Children’s rights with endogenoustifity’ shifts attention from
positive to normative theory, using rational cho@mtractarianism as a form of
hypothetical exit to consider the interests of assl of individuals who by
definition have neither exit nor voice options. &rparents have a great deal of
power over their children, a number of liberal podl theorists favour the
expansion of children’s rights legislation whictstrects parental sovereignty with

the intention of protecting children from their pats.

The debates on this issue have contained themselresmative theory narrowly
defined, with little consideration given to quessoof feasibility. This chapter

seeks to address this shortcoming by consideriagrtiirect effect of children’s
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rights legislation on the number of children boks.Gary Becker (1960, 1991) has
shown, children can for analytic purposes be cameid economic goods subject to
the law of demand. Parents have children becawse \thlue the services such
children provide more highly than the costs of irgjschildren. | argue that
children’s rights legislation, if effective in atteg parental choices, will tend to
reduce the demand for children among targeted greumg thus reduce the total
number of children born. | argue on liberal grouthkst, assuming such lives are
worth living, this is a normatively significant paBility which ought to be factored

in to political claims and policy evaluation conaig children’s rights.

To consider the normative tradeoff between more betler lives, | adopt a

modified version of Harsanyi-Rawls contractarianisfBy considering the

hypothetical choice of the population of possibdespns behind a veil of ignorance
which obscures not simply one’s place in society dlso one’s very existence, |
am able to weigh up competing interests in a waighvts impartial between them.
I show that children born in illiberal communitiesight prefer their parents be
given sovereignty over their treatment even whas ads to significant and
predictable harms. | take this as a potential asgunmagainst children’s rights

legislation.

This chapter shows that the concept of exit canubed hypothetically as a
normative device, and also contributes to the a@ebatthe importance of cultural
exit from illiberal communities by showing that ears needed when making
claims about what liberalism requires without cdesing the indirect effects.
Requiring subnational communities to provide eights may seem like a good
idea when we consider the interests of those dgtaaisting, but if my argument
is accepted we should also think about the secodekroeffects of such

requirements.

Since the revisionist elements of this paper arteasoobvious as in the previous
three, it is worth explicitly noting them. Firsthe argument | provide restricts
normative standing to children and ignores thegregfces of parents. Thus, in its
violation of the anonymity principle, the standafdevaluation | am using is not

one of efficiency’” My analysis is best seen as a type of feasihitibustness

% This is not because | think parents’ preferendesulsl be ignored, but because the
purpose of children’s rights legislation is to it children and the costs of such laws to
children are far more interesting than costs t@mpia: Further, the advocates of children’s
rights legislation | am questioning generally cdesionly the interests of children and |
simply follow this in order to provide an interr@altique.
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analysis of children’s rights legislation: | corsidhow liberal (with liberalism
defined here in terms of impartial preference fation of the relevant
population) children’s rights laws are when we odiuice the possibility of
endogenous fertility. If liberalism is underminedsuch situations, which | argue is
the case, the laws in question are in this semgglér Secondly, the preferences of
parents which concern us in a predictive sensetier-regarding - malicious or,
more plausibly, meddlesome. All parents, it woudegra, are interested in raising
children with certain values, dispositions, andatalities. In most cases we find
this unobjectionable, but problems arise for theeral when parents’ other-

regarding preferences are in sufficient conflidiwahildren’s interests.
1.4.5. Chapter six: Analytic radicalism

Chapter six ‘Analytic radicalism’ continues the mative focus on feasibility and
robustness, combining this normative standard witinsideration of non-
equilibrium dynamics. The paper is a clarificatiohthe ‘analytic conservatism'’
argument of Brennan and Hamlin (2004, 2006) thaskaneutral decision maker
will, due to the commonly-observed concavity ofuealfunctions, act as if risk-
averse in the realm of institutional choice. Thisakes the adoption of a

conservative disposition appropriate on standdidiefhcy grounds.

| accept this argument in its general form, bus tthapter is interested in setting
some scope limitations to the argument. In pamicul show that strong Tiebout
exit options will introduce local convexity to iftstional value function and thus
make risk-neutral decision makers behave as rigkess with respect to certain
institutional gambles. Thus, in an environment veitifficiently strong Tiebout exit

options, the adoption of a radical disposition mstitutional change might be

preferable in the long term to a neutral or constive disposition.

In terms of the exit and voice literature, this pfea can be seen as an argument in
favour of Tiebout competition as a particular tygfenstitutionalised exit. One of
the arguments for Tiebout competition, which | depealong with Patri Friedman
as co-author in the following two chapters, is tlitaillows for institutional
experimentation and thus improvement in the qualditygovernance over time.
There is aprima facieinconsistency between this claim and the gendeal wf
many public choice scholars and constitutionaltjpali economists that innovation
in policy and institutions is to be avoided on rstmess grounds. | also hold this
view in general, but this paper is aimed to shoat tiobustness does not require

stability when sufficiently strong exit options greesents.
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1.4.6. Chapter seven: Entry barriers and Tiebout completian

Chapter seven ‘Entry barriers and Tiebout competit{co-authored with Patri

Friedman) is concerned with the institutional regoients for effective Tiebout
competition in a dynamic sense. Two of the majoppried advantages of Tiebout
competition are that it allows for institutionahiovation and robustly protects the
wellbeing of citizens. We show that the power oésh factors is limited by

institutional inertia and the possibility of collam or endogenous centralisation.
Our argument is that these problems would be lessus if the creation of new
jurisdictions (through the settlement of uninhatdbitareas or secession, for
example) was a more realistic response to disaatish®® We argue that just as
economic markets are most efficient and dynamicnwnbetry barriers are low,

Tiebout exit options would more robustly preventitrextraction and encourage
beneficial innovation when there exist means oating new jurisdictions rather
than simply reforming existing onés.

This paper is primarily intended as a contributiomlebates over the desirability of
Tiebout competition. We claim that the potentiahéits of such competition are
large but that the requirements for such gainseteelaped are more restrictive than
is generally recognised. This makes questions atititional design more
complicated than simply whether or not to deceisteal More generally, it
emphasises the point that questions of the relatessrability of exit and voice
cannot take the options on the table as given. iflsdtutional environment
determines not only how people make choices bui hlsv agenda-setters or

entrepreneurs create the menu of options.

The revisionist element of this paper is its conagith non-equilibrium dynamics,
and particularly its concern with institutional owation. Innovation economists
have long argued that static efficiency consideratipale in comparison to the
benefits of technological innovation and economiowgh: fixing all the market

failures of the medieval economy would not prodpeeple of that time anything

% In terms of the types of exit introduced in settib2 above we could think of this as

entrepreneurial Tiebout exit.

31 Revisions have been requested on this paper, buttjuest came too late to be able to
make these revisions prior to submission of thesitheThe comments were generally
supportive, with the most significant changes regplibeing a restructuring and reframing
of the argument as a response to the argument blarlCé2001b) and Powell (2004) that

tax capitalisation in land values undermines thegyamf Tiebout competition.
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close to the standard of living residents of depetb nations enjoy in the 21

century, despite all the inefficiencies which reni4i

1.4.7. Chapter eight: Seasteading: Competitive governmentsn

the ocean

Chapter eight ‘Seasteading: Competitive governmemtsthe ocean’ (also co-
authored with Patri Friedman) is also concernedhwtite non-equilibrium

dynamics of political institutions. It argues ththbse advocating the reform of
current political systems in order to promote jdig§ional competition are in a
catch-22: jurisdictional competition has the panio improve policy outcomes
and make citizens better off, but such reforms nhestenacted by currently
uncompetitive governments. Since the argument donpetitive government rests
significantly on the notion that uncompetitive gowaents cannot be relied upon
to enact worthwhile reforms, there is a whiff afccilarity in the proposed path to a
better world. To engage in only slight hyperboleform designed to increase

competition among governments is possible if arlg it is not desirable.

Since existing governments are resistant to changeargue that the only way to
overcome the deep problem of reform is by focusingthe bare-metal layer of
society — the technological environment in whiclvegmments are embedded. It is
at this level that political equilibria are ultineit determined, and attempts to
intervene piecemeal in the political process presitess leverage than attempting
to alter the technological base from which the taall superstructure emerges.
Developing the technology to create settlemenigternational waters, which we

refer to as seasteading, changes the technologicaronment by lowering

mobility costs and entry barriers. Crucially, itedoso without attempting to push
against the incentives of existing political syssemhs such, it sidesteps the
problem of reform and is, counterintuitively, mol&ely than conventional

approaches to significantly alter the policy edurilim.

Like chapter seven, this paper is intended as dribation to the debate on
decentralisation and Tiebout competition. Here, identify a new problem with
existing arguments for increasing Tiebout exit opsi and propose seasteading as a
solution to this problem, as well as the entry ileasrproblem identified in chapter
seven. The revisionist elements of this paper agajn like chapter seven, the

%2 See Baumol (2002) on innovation and economic drowblcombe (2009) argues for a
reformulation of welfare economics in recognitiofi the normative significance of
economic growth.
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focus on non-equilibrium dynamics as a process @mhmic innovation as a

normative consideration.
1.4.8. Summary

The papers outlined above have each been subrotfeeer-reviewed journals and
are at various stages of the review/publicationcess. Table 1.3 below
summarises the status of each paper. This thediglas the last submitted version
of each paper, though references, formatting, petlisg have been standardised. |
have included the abstract at the beginning of edwpter but have excluded
metadata required by journals such as keywordslghdcodes. Chapter eight was
published inKyklos with an abstract as well as a longer summary,ldtter of

which has not been included here.

Table 1.3: Thesis summary

Title Status Journal Notes

Rational Irrationality as Dual Under review Rationality and

Process Theory Society

Exit and the Epistemic Submitted New Political
Quality of Voice Economy

Strategic and Expressive Revisions Constitutional
voting requested Political Economy
Children’s Rights with Revisions Rationality, Markets,
Endogenous Fertility requested and Morals

Analytic Radicalism Published’ Constitutional

Political Economy

Entry Barriers and Tiebout  Revisions Review of Austrian  Co-authored
Competition requested Economics with Patri
Friedman
Seasteading: Competitive Published' Kyklos Co-authored
Governments on the Ocean with Patri
Friedman

Each chapter has been drafted as a stand-alone tuairkhere are a number of
common themes running through the chapters whidppe, can be discerned
easily enough. These will be more fully discusgethe conclusion, chapter 9, but

it is worth briefly flagging them here. First, eashthe papers the papers consider

% As Taylor (2013).
% As Friedman and Taylor (2012).
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from various angles the relative merits of exit arudce as means of decision
making. This is an extremely important questionthat it is at the heart of a
number of big questions in normative political thgoincluding debates over
geographic decentralisation and devolution, marketsus states, quasi-markets in
public services, tax competition, and multicultigad. While | do deal with some
of these issues explicitly at times, my approadioighe most part in the realm of

abstract theory and can be expected to contribdiesictly to these debates.

Second, many of the papers (in particular cha@ed8st and implicitly chapters
5,6) deal with the possibility than political ancbeaomic choices are made on quite
different grounds, even though it is assumed tledpfe have the same basic
motivational structure in every context. | takestho be a central issue in positive
political science and normative political theorpdd will have much to say about

this in the conclusion.

Third, each of the chapters attempts to relax sofrthe assumptions of rational
choice theory while doing so reluctantly. It is Worepeating Dowding’s (2001, p.
95) retort to critics of abstraction in politicatisnce: ‘Without oxygen on this
planet there would be no policy process, but | haseer seen oxygen mentioned
in an explanation of any policy outcome.” Good tlyeis as simple as possible but
no simpler, and the revisionist elements | intradace best seen as grudging
concessions that the phenomena | wish to consider tao complex for

conventional rational choice assumptions.

In summary, this thesis contributes to the debateexit and voice and does so
from a particular methodological perspective. Thests addresses two broad
questions, both of which | take to be importanitthown way. At a theoretical
level it considers the behavioural and epistemii@idince between individual and
collective choices while retaining a basic motiwatl symmetry. | take this to be a
foundational issue in normative political theorydapositive political science,
particularly in its rational choice variety. In mes of institutional design, the
question of whether to emphasise exit or voice aans of control is one of the
biggest questions there is, and it still generatgseat deal of debate. | approach
these issues by using revisionist public choiceomhe This methodological
perspective has been underutilised in both positiveenormative theory, and while
there has been a great deal of exploration in tegears it seems to me that

revisionist public choice theory opens the way tmuwmber of analytic vistas
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unreachable by either the conventional public dahdiweorist or those working

outside the rational actor tradition.
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2. Rational Irrationality as Dual Process

Theory

Abstract: Caplan’s rational irrationality model of politicalchoice has been
accused of being psychologically incoherent or amplble. While Caplan’s
account is no doubt counterintuitive, this papeguegs that it is consistent with
widely-accepted dual process theories of cogniti@aplan’s model is best
interpreted as a ‘default-interventionist’ accoum which a biased intuitive
subsystem produces automatic responses which aegridden by rational

reflection when the prospective costs of error aignificant. Caplan’s model
requires further empirical investigation and peragstronger psychological
foundations, but accusations of incoherence andausbility are based on a
mistaken interpretation of Caplan’s argument ané tinethodology of rational
choice theory in general. However, these critigaed a consideration of the dual
process literature do suggest areas in which Caplamodel could be extended to

increase its predictive and evaluative power.
2.1.  Introduction

Bryan Caplan’s (2001a, 2007) model of rationaltiorality attempts to explain
how generally rational agents could behave in grasmtly irrational way in the
political sphere. Caplan argues that individualsehpreferences over their own
beliefs. We enjoy holding beliefs which are coreistwith our biases or which
inflate our sense of self-worffh.False beliefs will often lead to poor choices,
however, and so the material costs of making pbmices need to be weighed
against the psychological benefits of holding fdigg pleasant beliefs. In other
words, people have a taste for irrationality andl wieigh the psychological
benefits of irrationality against the material cosf holding unnecessarily false
beliefs. It is instrumentally rational to be episteally irrational when the benefits
of epistemic irrationality exceed the costs.

The expected valu&(X) to an individual of holding belieK depends on the

material benefitsMy and psychological benefitBx of holding this belief. In

% Caplan’s approach is similar to but distinct frome@man and Lomasky’s (1993)
expressive voting model and Kuran's (1995) prefeeefalsification model. Hamlin and
Jennings (2011) provide a survey connecting thesk ather approaches to expressive
political behaviour.
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Caplan’s model, rational individuals will choose ialfever X maximisesgE(X) =
My + Py.*® For many belief$y will be trivial andMy will dominate. For beliefs of
little or no practical importance, howevétxwill be at or close to zero, leaviriy

to determine outcomes. In the context of electohnaice, the material benefits to a
desirable electoral outcomBx need to be discounted by the probability of

pivotality a. The voter will choose a beligfwhich maximise€(X) = aEx + Px.

Since the probability of casting a decisive vote anreal-world election is
approximately zerogEx will be trivially small andPx will dominate the voting
calculus. For example, Gelman et al (2009) estirttzie the average voter in the
2008 United States presidential election had aim®@ million chance of deciding
the outcome. A voter who valued the electoral testu$1 million dollars would be
losing less than two expected cents by voting irextly. With so little on the line
from an instrumental point of view, voters will inide their biases virtually to the
point of satiation, votes will be cast on the badigprejudice and emotion rather

than reason, and policy outcomes will suffer assalt.

Caplan’s argument has been heavily criticised feomumber of theoretical and
empirical directions (Bennett & Friedman, 2008; t&éis& Landemore, 2008;
Lomasky, 2008; Mackie, 2012; Wittman, 2008). Onenpinent line of criticism
has focused on the psychological plausibility dforsal irrationality. The paper
defends the rational irrationality framework againthese accusations by
connecting Caplan’s model to recent theoretical @mgirical work in cognitive

psychology falling broadly under the heading ofddprocess theory.’

The widely-accepted framework of dual process themovides a wealth of
experimental evidence consistent with Caplan’s rmhodéhile there are many
varieties of dual process theory, they make a comulistinction between two
types or systems of cognition. ‘System 1’ processedast, intuitive, and make no
demands of working memory. ‘System 2’ processesskn, critical, and require
conscious effort. Dual process theories hold thatdns use both of these systems
in their everyday life, with system 1 being usedrfany familiar tasks and system

2 being called in when required and performing @esvisory role.

% Caplan does not specify his model explicitly inséa¢erms. The formulation here is my
interpretation of Caplan’s argument based on hi®rmal argument and graphical
representation.
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| argue that Caplan’s critics have misunderstoat ghrpose of Caplan’s project
and that properly understood his model is quitesistent with a great deal of
respected theory and evidence from psychology. dured process literature also
points to areas where Caplan’s model might be éurtieveloped, and in the latter
part of this paper | will argue that the predictisad evaluative power of the
rational irrationality framework could be increaséy consideration of the

institutional correlates of learning from feedback.
2.2.  The implausibility critique

The rational irrationality framework is highly caenintuitive. We do not normally
think of beliefs as consciously chosen and we g#ytadon’t think of belief
formation as involving a cost-benefit analysis. Thest sustained attack on the
psychological plausibility of Caplan’s argument asrirom Bennett and Friedman
(2008, pp. 206-217. In their view, rational irrationality is a fundamteally
incoherent concept. Their central claim is that I&ajs model requires voters to
knowingly hold false beliefs: individuals must knaleir beliefs are false but
deliberately choose to accept them in order to teapsychological benefits. This,
for Bennett and Friedman, is incoherent. To acadptlief is simply to believe it to
be true. Without the absurd claim that individukt®wingly hold false beliefs,
Bennett and Friedman argue, Caplan’s model coltapge an account of simple,
inadvertent ignorance about which rational choleoty can have nothing to say.
If individuals do not know that their beliefs aralde, they have passively and
involuntarily fallen into error rather than actiyethoosing it. Since there is no

choice here, incentives don’'t matter and econoheory has nothing to say.

Bennett and Friedman’s interpretation of the argunig® understandable. Caplan
(2007, pp. 14-15) approvingly quotes Ayn Rand’scegtion of irrationality as
‘the wilful suspension of one’s consciousness,réfasal to think — not blindness,
but refusal to see; not ignorance, but refusalntonk’ Indeed the very structure of
the model suggests that individuals consciously eattnally choose between
truth and falsehood. Utility functions in the raté& irrationality framework contain
information about the material consequences ofihgld belief. If this information
is in some sense inside the individual's head, texgt be consciously throwing

away this information when choosing to accept fakskefs.

3" See also Mackie (2012, pp. 300-301) and Elstel.andemore (2008, pp. 286—287). A.
Evans and Friedman (2011) launch a broader attackthe economic approach to
information acquisition on similar grounds.
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In a sense, critiques of the psychological plalisibdf rational choice models are
beside the point. Analytic models of choice in emoits and political science are
generally not intended as accurate descriptionpsythological processes, but
rather as abstractions which capture some impoff@atiures of a real world

process in order to highlight some interesting ahtelationship. The value of the
model, on this view, is not to be judged on therdegto which its variables

represent real world phenomena but on the degredich the model as a whole
produces novel and interesting empirical predicti(vl. Friedman, 1953).

We cannot completely ignore the plausibility of adal, however. Useful formal

models by necessity ignore many factors and inclsimptions we know are,
strictly speaking, false. They do, however, pick iogportant processes in the real
world and represent them in a simplified form whiokvertheless captures
important causal relationships (Morton, 1999). Wemw that consumers do not
literally use the mathematical formulas found incroeconomics texts when
making decisions, but these formulas do repressatufes of real world decision
making in an analytically tractable way. In apptyimicroeconomic theory to the
real world we need to keep in mind that it ignoszsne things which will

sometimes be relevant — as has become increasitegy in the heuristics and
biases literature and various findings in behawdbueconomics — but

microeconomic theory is an extremely useful absitadecause it picks out some
relevant features of how people make decisionsadstracts them in a simple and

highly predictive way.

Bennett and Friedman’s objection is not completadgide the point, then. We
should not demand that Caplan as a political tkeesiplain precisely how people
make decisions and include such complexity in disnbl model, but a theory with
no relationship to how people actually make deaisiwill generally be lacking in
an explanatory sense and would require strong é&apsupport to prove its worth
as a predictive device. The psychological foundetiof rational irrationality are

therefore important.

Caplan makes it clear that his model is consistetiit a variety of psychological
interpretations (Caplan, 2007, pp. 125-131). Thestmigeral psychological
interpretation of the model is that individuals obe between truth and falsehood
while in some sense knowing all along what is yetille. This decision process,
the plausibility of which Caplan does not seemdecept but thinks is ‘underrated,’

is the one attacked by Bennett and Friedman. Caplaphasises that the
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psychological process underpinning rational irmadiity should be seen as tacit
and offers a more plausible interpretation in whindividuals remain irrational on
topics which seem inconsequential while keepingakdut for errors likely to be
materially costly: ‘There is no need to posit thabple start with a clear perception
of the truth, then throw it away. The only requimrhis that rationality remain on

“standby,” ready to activate when error is dangsr¢Qaplan, 2007, p. 126).

Even this model is clearly not intended as a litdescription of the steps people
go through. As a rational choice model, rationedtionality attempts to capture
meaningful causal relationships in the real worldkat Dennett (1991) calls ‘real
patterns.’ In evaluating Caplan’s argument we sthowdt ask whether it makes
false assumptions — all models do — but whethexviéals causal relationships not
immediately visible. Drawing on dual process thesmf cognition, the remainder

of this paper argues that it does.
2.3.  Dual process theory

Caplan’s conception of rationality as a faculty erhis on standby for important
questions is consistent with the framework of darakcess theory, which is widely
accepted in psychology. Dual process theories imeiga distinguish between two
broad types of cognitive process: the automatic effattless ‘system 1’ and the
conscious and effortful ‘system 2.” While dual pees theories come in a variety of
flavours, | here outline a ‘default-interventiord. (Evans, 2007, p. 109) model in
which system 1 automatically uses associationssamgle heuristics to suggest
answers to system 2, which can endorse, modifyeject these answers and will
be called on to answer any questions system 1 fioey®nd its ability (D. T.

Gilbert, 1999; Kahneman & Frederick, 2002; Kahnen2i1; Stanovich, 1999).

While these processes are not strictly divided tmto mental subsystems, | will
here follow Kahneman (2011) in writing of ‘systerhahd ‘system 2’ as mental
subsystems rather than abstract collections ofgssms. This simplifies discussion,
though it should be kept in mind that statemente lisystem 1 provides an
intuitive answer’ are shorthand for statements li@me mental process which

does not make use of working memory automaticalbgpces an answer.’

System 1 is, in Kahneman's (2011, p. 79) wordsmachine for jumping to
conclusions.” It uses associations and simple biBcsi to reach plausible
conclusions. When asked to make a judgement osidecian intuitive answer

often comes to mind automatically and without memtihort. When asked to
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evaluate ‘2 + 2’ or asked ‘are you thirsty?’ anvaasautomatically and effortlessly
presents itself. The defining characteristic ofteyn 1 is that is does not require
working memory. As such, it tends to produce answegrickly and has a high
capacity. System 1 tends to work unconsciously aftdn uses associations

between concepts and simple heuristics to reactiusions.

A basic tool of system 1 is ‘attribute substitutiowhen system 1 faces a difficult

question it is unable to answer, it will often stitiige a related but distinct question
it is capable of answering. Kahneman and FreddBioR2, p. 56) suggest that there
are three general purpose heuristics falling urtderbroad category of attribute

substitution: the representativeness, availabidihyg affect heuristics. Each of these
heuristics will generally be useful in reachingtfasd frugal judgements and

decisions, but each can produce bias when theificafipn is not properly

supervised by system 2.

The representativeness heuristic is best illustrbethe classic ‘Linda’ problem of
the heuristics and biases literature (Tversky & i&han, 1983). Participants in an

experiment are given a description of a fictionaison:

Linda is 31 years old, single, outspoken and veighib.
She majored in philosophy. As a student, she waplde
concerned with issues of discrimination and social
justice, and also participated in anti-nuclear

demonstrations.

They are then asked to rate the likelihood of wagipropositions being true:
Linda is a teacher in elementary school.
Linda works in a bookstore and takes Yoga classes.
Linda is active in the feminist movemerf) (
Linda is a psychiatric social worker.
Linda is a member of the League of Women Voters.
Linda is a bank tellerTj

Linda is an insurance salesperson.
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Linda is a bank teller and is active in the fentinis

movement. T&F)

Since the bank tellers active in the feminist mogetare a subset of bank tellers,
T&F cannot be more likely thah An individual ratingT&F as more likely thaiT
commits the conjunction fallacy, treating a sulisetn event as more likely than its
superset. However, the description of Linda is glesi to resemble the
stereotypical feminist more than the stereotypieadk teller, and this prompts most
people to ratd &F as more likely thaff. 89% of those without statistical training
committed the conjunction fallacy on the Linda perh. Statistically sophisticated
subjects (doctoral students in decision scienceppaed slightly better but error
rates remained at 85%. Even when the complexitthefproblem is reduced to a
stark and transparent choice betw@&eand T&F, 85% of respondents commit the
fallacy. Framing the problem in ways which emphedgithe fact that group&F is

a subset ofT, including providing a clear and valid argument fbe greater
likelihood of T,*® reduced the proportion of subjects committingeh®r but never
brought it below 57%. The bias revealed by thisstjoa is quite pronounced and

robust.

The standard interpretation of the results is #grasentativeness heuristic: the
substitution of the question ‘How representativetlut group’s membership is
Linda?’ for the one actually asked. Kahneman aner3ky asked a separate group
to rate the representativeness of Linda as a mewibdére groups and found an
almost perfect correlation (.98) between thesearsgps and probability judgments.
System 1 does not have the tools to answer questioprobability theory but does
have strong associations between individual traitd group membership which
suggest that Linda is more like the typical femimiank teller than the typical bank
teller. The substitution of probability for similty need not lead to outright
incoherence as it does in the Linda case, andgbeesentativeness heuristic may
bias our thinking in more subtle ways. People rml{i ignore base rates when
making probability judgements, scope when evalgatirenvironmental
interventions, and duration when evaluating the leagantness of a painful
episode. For the vast majority of Kahneman and kies experimental subjects in
the Linda problem, system 1's intuitive answerhe wrong question was endorsed

by system 2. Similarly, those asked various otheestjons which should be

% ‘| inda is more likely to be a bank teller than sa¢o be a feminist bank teller, because
every feminist bank teller is a bank teller, bummgowomen bank tellers are not feminists,
and Linda could be one of them’ (Tversky & KahnemEd83, p. 299).
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extension-sensitive will intuitively make scopeénsitive judgements. When
system 2 does not intervene this can produce sgsierand predictable biases
(Kahneman & Frederick, 2002, pp. 73-81).

The availability heuristic involves judging likeblod or frequency based on the
cognitive availability of examples (Tversky & Kahman, 1973). When asked
whether there are more English words starting Withr X, we intuitively search
for K words and X words, find members of the fornmategory much more
available and conclude that there are in fact nvooeds in the English language
whose first letter is K words than those whosé fietter is X. Like other system 1
heuristics, availability is generally an efficieahd useful way of making fairly
good judgements, since availability is highly ctated with frequency or
probability. Reliance on this heuristic can leadbias when there are factors
affecting availability independently of frequency probability. When asked
whether more English words have K as their firsthord letter, we find it much
easier to think of first-letter K words than thietter K words. This is due to our
search algorithm rather than the real frequendpheftwo categories, however, and
in this case system 1 produces an incorrect andhe=pite the fact that there are
more third-letter K words, a large majority of péopate first-letter K words as
more common (Tversky & Kahneman, 1973, pp. 211-23Rpilarly, the fact that
murders and motor accidents are reported in newsd@tussed more often than
suicides and strokes makes the former events maitahle than the latter and

biases risk assessment (Kahneman, 2011, Chapter 13)

The affect heuristic is used when people use tpieral evaluation of a stimulus
as a guide to judgement and choice (Slovic, FinecBeters, & MacGregor, 2007;
Slovic et al., 2002). In attribute substitutionntes; questions such as ‘should |
chooseX or Y?' are replaced by questions such as ‘which optimvokes the most
positive affective response?’ A number of experitaestudies have shown that
affective associations can influence judgment amuices. Exposing people to an
image a smiling face for 1/280second before another stimulus will persistently
increase their evaluation of that stimulus deshiéepositive priming of the smiling
face being too brief for recognition (Winkielmangjdnc, & Schwarz, 1997). The
most interesting application of the affect heucidtas been to risk perception. A
number of studies have shown that perceptionsséfdepend on feelings of fear,
and that perceptions of risks and benefits are thedya correlated. People rate

dreaded events as riskier, exaggerate risks wheseiped benefits are low, and
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exaggerate benefits when perceived risks are lagcliRoff, Slovic, Lichtenstein,
Read, & Combs, 1978; Loewenstein, Weber, Hsee, &lW&001).

While each of these heuristics economises on aecisiaking costs and produces
decent answers in most situations, they do resudystematic biases which could
potentially be removed by more complicated decisidas. This becomes apparent
when we consider the effect of normatively-irrelevacontextual factors on
judgements and decisions. Arbitrary numbers whiehknow to be unrelated to the
question at hand influence numerical responses, famching questions can
influence answers (Kahneman, 2011; Tversky & Kahmeni974, 1981; Tversky
& Simonson, 1993).

In dual process theories, the role of system 2 imonitor the output of system 1
and override it when error is detected, as wetbasckle any problems for which
system 1 has no answer at all. This monitoringais ffom perfect, however.
System 2 will often to endorse system 1's intuiiwvdgements even when a small
amount of cognitive effort would reveal that a ralkst has been made (Kahneman
& Frederick, 2002; Kahneman, 2011, Chapter 3). keamen and Frederick (2002,
p. 58) provide the following puzzle as an exampdebat and ball cost $1.10 in
total. The bat costs $1 more than the ball. How hmdiges the ball cost?’ Most
people will initially report an intuitive judgmetitat the ball costs 10 cents, though
this answer is obviously mistaken when take thestiocheck the intuitive result.

System 2 will normally, but not always, catch ttyige of system 1 error.

The degree of scrutiny intuitive judgements facpeaigls in part on the subjective
feeling of confidence in the judgement. When makjudgements in a familiar

situation and we have a strong intuition consisteith the available evidence,

subjective confidence will be high and system 2 wdghd to endorse system 2
judgements. Given the associative and heuristioraatf system 1, this produces
systematic bias. Confidence depends on cognitivee,eand this can be
manipulated quite simply in order to influence jadgent. Alter et al (2007), for

example, conduct a series of experiments in whiebrehsing cognitive ease
reduced subjective confidence in judgements andoepieater system 2 reasoning
and superior performance on questions where mé&uiinswers are wrong but
easily correctable by system 2. Questions printedharder to read type or
answered while furrowing one’s brow (as opposepuffing one’s cheeks) created
a sense of cognitive unease and encouraged sysigerZntion. Confidence also

depends on associational coherence. When askedniaony of each animal Moses
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took on the ark, many will confidently give two @ answer without noticing the
substitution of Moses for Noah. Since Moses malsso@ational sense in the
context of the question, system 1 provides a centicdanswer for the question it
thinks it is being asked and system 2 trusts thiy¢ment. If asked how many
animals Plato took on the ark, the trickiness efdhestion would be more obvious
(Morewedge & Kahneman, 2010).

System 2 also has its own set of heuristics usesinplify decisions but also
giving rise to bias (Kahneman & Frederick, 2002, pp-60). Humans are bad
intuitive statisticians, at least when informatias presented in the form of
proportions rather than natural frequencies. Evleenvconsciously attempting to
estimate probabilities, people systematically errignoring or underweighting

base rates (Bar-Hillel, 1980). Moreover, people aispositive test strategy’ when
assessing the truth of hypotheses. Searching fioleese which supports rather
than undermines a hypothesis leads to confirmatias (Klayman & Ha, 1987;

Klayman, 1995). More generally, people seem to gaga motivated reasoning.
Rather than impatrtially seeking the truth, peopikk gather, evaluate, and interpret
information in order to reach conclusions valueddejpendently of truth.

Information which threatens an individual's ideytihay be rejected, while a weak

argument in favour of a pet theory may be evaluatethvourable (Kunda, 1990).

In summary, dual process theory suggests that jedgand decisions are made by
two distinct classes of cognitive operation. Thstfis automatic, associative, and
cognitively free. The second is deliberate, infés#nand cognitively costly. There
is much experimental support for a default-intetigmst view in which system 1
intuitively forms judgements and assessments ofidence in those judgements,
and system 2 chooses whether to accept the judgeasdrue, modify it in some
way, or reject it as false. The level of scrutirgpdnds on a number of factors,

including the degree of confidence system 1 assiiise judgement.
2.4. Rational irrationality as a dual process model

While the structure of Caplan’s model and somei®témarks make it appear that
voters must consciously weigh the costs and benefiirrationality, it is easy to
interpret the model in default-interventionist tetnindeed, this reading seems to
be what Caplan actually has in mind given his cldimat rational irrationality
requires that ‘rationality remain on “standby,” dgato engage when error is
dangerous’ (Caplan, 2007, p. 126).
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Rather than thinking about the psychological bagedf irrationality, however, it
makes more sense to think of rationality as invavicosts. The notion of
preferences over beliefs could be interpreted t@icthe affect heuristic, but the
biases stemming from representation and availgbilithich seem potentially
important to politics, make no sense in this contéx the default-interventionist
framework, system 1 automatically produces anftiniresponse without the need
for conscious thought or the utilisation of workimgmory. This can be thought of
as a free but fallible answer which, if system 2ades to intervene, will be

replaced with a more reliable one at some cost.

On this understanding, individuals are not balagcimstrumental and
psychological preferences, but seeking to maxinisgr instrumental utility,
which depends negatively on the level of cognigffort expended in judgement
and decision making. Intuitive answers might suggiesmselves due to priming,
the representativeness heuristic, or the affectisten Thinking in these terms
allows for a more general consideration of bias aatlonal correction in

alternative choice contexts than is possible wioenging on affect as preference.

An agent does not face the choice between acceatfase belief and a true one,
but between subjecting an intuitive judgement torel scrutiny. An intuitive

answer comes for free, and the agent needs todmnshether to engage in costly
evaluation of that judgement. The benefits of iten consists of the extra utility
the agent would gain by making superior choicestaedcosts are defined by the

cognitive effort expended during deliberation.

We can model this in expected utility terms. Famgicity, we assume that
cognitive costs, the stakes of a choice, and thebikty of the heuristic are known
quantities and that rational reflection is infdibLet E(R) be the expected utility
of subjecting intuitive judgememnto scrutiny,U(X) be the utility of choice&, ¢, be

the cognitive cost of rationality evaluatingandp; be the probability that the

intuitive judgement is correct.

An agent is asked to choose between two opthoasdB, knowing that one option
is instrumentally better than the other by a spegifamount but not knowing
which is which. An intuitive answea with some probability of being correct
suggests itself, and the agent can either accepatiswer of expend some mental
effort to discover the correct answer with probibil. Assuming risk-neutrality,

the agent will maximise:
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E(R) = (1-pa)(lu(A) —u(B))) - &

The expected value of rational reflection dependshoee things: the reliability of
intuitive judgement, the stakes of the decisiorg #re costs of rationality. Now
consider how this calculus changes for a colleatieice with the probability of
pivotality of a. The stakes of the choice (i.e. the absolute vafug(A) — u(B)
must be multiplied by, giving:

E(R:) = (1-pa)(lu(A) —u(B) [} - G

The benefits of rational reflection here dependrgjty on «, while the costs
remain the same regardless of the chances of jityothwe assume that is very
close to zero, the first term in this equation widlcome small even for decisions
which are very important at the aggregate level famdvhich our intuitions are
highly unreliable. For judgements with non-triviebsts of cognition, then, we

should generally expect the expected value ofmaticeflection to be negative.

This approach, | believe, captures the essentialufes of Caplan’s rational
irrationality argument in a way consistent with dpeocess theory. Being a model,
it leaves out many things and could potentially dfggrfrom including some of

these, as | will discuss in the conclusion. It doeswever, provide a simple
representation of some potentially interesting ahuslationships and produces
testable empirical predictions. Moreover, it is sigtent with what we know about

the way humans actually make judgements and desisio
2.5. Incentives and epistemic rationality

The gquestion of whether incentivel® in fact remove biases is, of course, an
empirical one. Unfortunately, empirical evaluatisncomplicated by a number of
factors, and the extant literature does not offerpke and conclusive answers.
Camerer and Hogarth’s (1999, p. 8) summary remaits‘The studies show that
the effects of incentives are mixed and complicaldte extreme positions, that
incentives make no difference at all, or alwaysmilate persistent irrationalities,

are false.’

The questions we need to be asking in order to meaply evaluate Caplan’s
model are whether and to what extent voters fay po biases they would avoid if
given an individual choice. These questions havwebren asked, though a number
of more general findings are relevant. If indivittuen general are unresponsive to

incentives when it comes to overcoming bias, Caplarodel becomes much less
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plausible. Further, the distinction between a deeitow-stakes choice and a large
number collective choice with large consequencey mat be as similar in
psychological terms as expected utility theory wlolelad us to believe. We know
that folk probability theory often produces somed adsults, and some of these
might lead us to wonder whether voters give elattpolitics more weight than it

deserves in rational choice terms.

At the risk of tautology, we can in general claimatt individuals will partially or

fully overcome their biases when they have thdtgtdhd motivation to do so. The
rational irrationality model restricts its attemtido a subset of motivation —
extrinsic, instrumental incentives. We could intetpCaplan’s model in dual
process terms as claiming that low-cost decisioasrade using cheap but fallible
type 1 processes while more costly and accurate B/processes remain on
standby for high-stakes decisions. A number of grpEntal economic studies
have sought to determine whether and when finaniriakntives improve

performance on judgement, decision making, andlenoisolving tasks. While this

literature is too large to review here (See inst€actherer & Hogarth, 1999; Smith
& Walker, 1993a; Smith, 2008, pp. 173—-181), theegahanswer to the question of
whether incentives increase rationality is a resgmm‘it depends.’ Fortunately, we
do have some idea of what it depends on, and thergkpatterns in the literature

tell us something about the plausibility of theamal irrationality model.

Firstly, the difficulty of the task at hand influees the power of incentives. As
Tversky and Kahneman (1986, p. S274) point outi¢pntives do not operate by
magic: they work by focusing attention and by pngimg deliberation.” If an

accurate judgement or a normative decision is beéybe cognitive capacity of the
individual, we should not expect incentives to impr performance. On the other
hand, individuals will often perform optimally oresy simple tasks even when
incentives are absent. Humans often appear to havatrinsic motivation to

answer questions correctly and make decisions afitimCamerer and Hogarth
(1999, p. 22) refer to these factors as ‘floor’ areiling’ effects: when tasks are
too easy or too difficult, incentives should notdected to have a major effect

on performance.

Secondly, the effect of incentives seems to be atediby their effect on cognitive
effort. While this may seem obvious, the pointrigpdbrtant and easy to overlook.
Incentives do not work by removing the biases dfteasypn 1 but by tightening

system 2's supervision of intuitive judgment. THifeet of incentives on cognitive
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effort has been physically measured via pupil difafKahneman & Peavler, 1969)
and brain imaging (Farrell, Goh, & White, 2012).eTmediating effect of effort
means that incentives will be more powerful in taskhere performance depends
strongly on effort, such as memory tasks, probgbjlidgements which require
attention to multiple cues, and other conceptusiltyple problems requiring some

level of focus but no complex inferential reasonfhipby & Lipe, 1992).

Thirdly, there are important interactions betweecentives and experience in the
task at hand. Repetition provides opportunitieddarning from feedback and may
improve performance independently of incentives.deémne tasks, repetition seems
to be a strong substitute for incentives. Accordingmith and Walker (1993b),
for example, one round of experience in an augja@me has a similar effect to a
10-fold increase in incentive. Jamal and Sunder91)19find that incentives
increased the performance of inexperienced subjects had no effect on
experienced ones, meaning that learning perfeathgtéuted for incentives in this
case. Incentives and repetition can often work ttegreto improve performance,
however. Incentives may prompt greater attentiofetmilback and more careful
application of learned strategies. J. Lee (200Vieres experimental studies with
repetition and incentives and finds that, using theeriments reviewed by
Camerer and Hogarth (1999) as a baseline, incentivake a difference more
frequently with repetition. Shanks et al (2002hsider the effects of incentives
and performance feedback on probability matchirigdifig that each factor
contributes to optimal performance. Payoffs omhpioved performance in later
trials, however: participants needed to learn howlay, and monetary incentives

encouraged them to do it better.

These general findings neither support nor unden@aplan’s model of rational
irrationality in any serious way. To consider whetlvoters are likely to make
suboptimal judgments and decisions they would a¥fojilven greater incentives,
we need to think about the difficulty of optimallipioal choice (is it above the
relevant ‘floor’ and below the relevant ‘ceiling?i)s responsiveness to effort, and
the potential interactions with the learning enmiment of democracy. It is easy to
identify relevant mechanisms which make electotaice more or less likely
responsive to incentives — perceptions of civigydatght provide strong intrinsic
motivation, electoral choices are too infrequerd #re relevant outcomes affected
by too many other factors for meaningful feedbadbutproblem is that there are
so many countervailing forces and so much disageeembout their importance

that firm conclusions are difficult.
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There are, however, a few pieces of empirical watich have a more direct
bearing on the relevance of the rational irratitpahodel. Since Caplan’s analysis
is so firmly based on the affect heuristic, anrneg¢éing question is whether bias
stemming from this system 1 process is responsivadentives. First of all, we
know that the affect heuristic can withstand inoess for its avoidance at least
some of the time (Bateman, Dent, Peters, Slovi§t&mer, 2007, pp. 376-377).
The most direct and compelling test of the ided ith@entives can induce system 2
thinking comes from an unpublished paper by Fagehll (2012), which uses an
experimental design and functional magnetic resomaimaging (fMRI) to
determine the extent to which financial incentivae able to shift focus in a
decision making task from affective response to segmential reasoning.
Participants were asked to choose between alteendtivestment projects
proposed by hypothetical colleagues. The optiarged in terms of the financial
desirability of the investment, the affective valerof colleague, and the type of
contract which governed reward. Financial desiitgbiwas manipulated
straightforwardly by altering risk and expectedweal Affect was manipulated by
providing positive or negative affect-laden desioigs of the colleagues along
with a name and photograph. Incentives were vabiegroviding participants a
flat fee for the first set of choices and a perfante-based reward structure for the
second. Some decisions involved choices betwedionsp with unfamiliar
colleagues (neutral affect), while others pairddafladen colleagues with neutral
ones. In the latter case, the decisions were sirttsuch that the affectively-

preferred choice was financially inferior to théeahative.

For both incentivised and unincentivised choicésg, introduction of an affect-
laden option increases activity in areas of theénbassociated with emotion and
produced a bias towards non-normative decisionativel to choices without
affective valence. Incentives did not have a sigaift effect on performance when
affect was absent. This can be explained by the eashe decisions, with over
95% of decisions in neutral choices being normativeentivised participants also
showed more activity in brain areas associated waitalytic reasoning, however,
and the bias induced by affect was reduced. Foectfaden decisions,
performance-based pay increased the proportion comative responses from
66.2% to 82.7%. Incentives reduced the bias caligele affect heuristic, but did
not eliminate it altogether, and unincentivised treduchoices were superior to

incentivised but affective ones.
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Another question is whether people see voting dewastakes choice. To an
economist’s ear, that question sounds absurd xpaated value terms the stakes
must surely be trivial. We know that people have outuitive attitudes towards
low probability events, however. In particular, pEpoften overweight extremely
low-probability events and lump all unlikely everitdo the same category of
‘probably not going to happen.” People might kndwatttheir vote is unlikely to
make a difference but give the possibility of paldy undue weight in their
decisions. On the other hand, people may see repossibilities as sufficiently
close to zero that they treat them as impossibEm@&@er & Kunreuther, 1989;
Kunreuther et al.,, 2002; G. F. Loewenstein et 2001). The evidence on this
question has focused on attitudes towards riské €& natural disasters and
terrorist attacks. Since framing can have such rangt impact on intuitive
probability judgement, it is difficult to draw ampnclusions from this literature on
whether voters are likely to overestimate or unskireate their chances of
pivotality, and if so what the magnitude of thideef might be. Experimental
studies in politics have shown that people do ndierent choices in collective
and individual contexts, though these have not idensd epistemic rationality
(Cummings, Elliott, Harrison, & Murphy, 1997; Fisah 1996; Shayo & Harel,
2012).

Finally, there is some evidence that political &fsliare subject to bias from the
affect heuristic and that this bias can be redigethcentives, though the evidence
on the latter question is much more limited. A nembf experiments have shown
that people will seek and interpret informatiomiays which support their political
attitudes, and political judgements can be mantpdldy priming and framing
effects (Druckman, 2001; Lodge & Taber, 2000; Tahedge, & Glathar, 2001;
Taber & Lodge, 2006). Two recent experimental gisidihow that small monetary
incentives can reduce partisan bias in factualesuguestions (Bullock, Gerber,
Hill, & Huber, 2013; Krupnikov, Levine, Lupia, & R, 2006)*

2.6. Conclusion

The psychological framework of dual process the@sovides a strong

psychological foundation for the rational irratitiba hypothesis and adequately

391t should be noted that these authors interpast tesults as showing that partisan bias is
not sincere. This is a possible interpretation, dulual process interpretation is more
plausible given our other psychological knowledgel d@ntrospective evidence which

suggests partisans really do disagree on mattdexbfSee also Prior and Lupia (2008) on
the effect of incentives and learning opportunities survey measurements of political
knowledge.
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responds to accusations of incoherence levelledBeynett and Friedman.
Moreover, the evidence which does exist providesngt but qualified support for
several of Caplan’s key claims. People do makegonumts and decisions based on
gut-level responses, and emotional factors do l@vémpact on choice. These
biases can in the right circumstances be overcommddierial incentives, which
increase the cognitive effort people devote toifigdhe correct answer. Although
these findings are evidence for Caplan’s hypothiess Bayesian sense, they are
far from conclusive and a number of unanswered tiqpresremain. The literature
clearly shows that incentives are neither necessarysufficient for rationality.
Voters may be intrinsically motivated to make ra#ibpolitical judgments without
incentives. Alternatively, the biases which plagusing decisions may be so
deeply ingrained and impervious to conscious ctioecthat decisive choices
would be just as irrational. Another possibilitytiat voters radically overestimate
their chance of deciding an election and consefjuedgvote more effort to

political choice than they ‘should’ on rational etegrounds.

The dual process literature also suggests a nuaflfactors which could be added
to Caplan’s model in order to increase its predécpower. The most important of
these, | would suggest, is learning. Experimerttadiss have shown that repetition
and meaningful feedback can improve rationality amract with incentives.

Elections are infrequent, policy consequences teatlpaemote, and it's difficult

to find evidence of what would have happened hadther guy won. Democracy
may fail not simply because it provides inadequatentives, but because it
provides inadequate incentives and poor feedbaaithér, learning is not simply

an automatic response to feedback, but often acmrs choice. Camerer and
Hogarth argue that a narrow focus on the mentdlol& required for rational

decision making — as in Smith and Walker's cogaitiwost model and my
interpretation of Caplan here — neglects the faat individuals may make long-
term investments in cognitive capital. If someomxpeets to make a series of
important probability judgments in the future, thenyght find it reasonable to

investigate ways of improving their statistical seaing and make investments
such as learning Bayes’ rule or taking an introdctourse in applied statistics.
Such decisions will be responsive to incentiveg,thay cannot be picked up by
lab experiments as they are currently designedhckntivised people in the real
world invest in capital in order to make better ices with less cognitive labour,

the laboratory evidence we have will tend to unskmeate the power of incentives.
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Taking this broader view of the institutional detémant of rationality would, it
seems to me, strengthens Caplan’s critique of deamgc Joseph Schumpeter's
(2003, p. 262) claim that ‘the typical citizen dsogiown to a lower level of mental
performance as soon as he enters the politicl figloften cited as a precursor to
rational irrationality. Indeed, Schumpeter did poito lack of individual
responsibility as encouraging irrationality. Equalmportant for Schumpeter,
however, was familiarity. In their everyday livezdividuals are ‘subject to the
salutary and rationalizing influence of favorabledaunfavorable experience’
(Schumpeter, 2003, p. 258). Many consumer choicag be biased by various
irrationalities, but these can be eliminated by Ignged experimentation.
Democracy provides weaker opportunities for leagniMany decisions of fateful
importance are of a nature that makes it imposdiig¢he public to experiment
with them at its leisure and at moderate cost’ (@gbeter, 2003, p. 263).

Caplan builds on half of Schumpeter’s claim butleets the other half. This does
not invalidate the rational irrationality model. Ashave argued in this paper,
Caplan identifies an interesting and plausible ahosechanism and models it in a
parsimonious way and should not be criticised fsving out other relevant
factors. Schumpeter’'s early insight and recentirfigsl by psychologists and
experimental economists suggest that incentivedegdback are both important to

rational decision making, with important interaasoexisting between them.
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3. Exit and the Epistemic Quality of Voice

Abstract: The relationship between exit and voice as respotsalissatisfaction
with public policy and public services has been Imuascussed in academic
literature and policy debates. These discussiong Hacused on the effect of exit
options on the quantity of citizen voice and it¢e@fveness in influencing
decisions. The epistemic quality of voice, on therhand, has received much less
attention. This paper uses rational choice thearyatgue that public sector exit
options can lead to more informed and less biasguessions of voice. Whereas
the political knowledge required to make collectiregce decisions is a public good
which is underprovided by individuals, exit deaisigorovide sharper epistemic
incentives. To the extent that the knowledge gathas part of an exit decision is
available to citizens for collective voice, exitllwenhance the epistemic
competence of citizens and, in the right instituilocontext, contribute to public

sector performance.
3.1. Introduction

Since Albert Hirschman’s (1970) influential anabysn Exit, Voice, and Loyalty
there has been a great deal of theoretical, emapirand policy debate on the
guestion of whether exit supports or underminegectte voice as an instrument
for change in organisations, markets, and politfPowding et al., 2000).
Hirschman’s central insight was that individualghmexit options may have little
incentive to voice their concerns. Since the mastaV are often the first to leave
when given the chance, exit options can reduceqtiantity of voice and force
those left behind to suffer in relative silencerddhman, 1970, Chapters 4-5). On
the other hand, exit options allow for credibleetits and give individuals a
stronger bargaining positiovis-a-vis organisations. Consumers in a competitive
market may not use voice very often, but produbekse strong incentives to listen
to what consumers want. In this sense, exit optiogrease theffectivenessf
voice (Gehlbach, 2006; Hirschman, 1970, pp. 82-8#ensen, 1997).Thus, we
seem to have a tradeoff between the quantity afettefeness of voice. Exit
options may discourage individuals from voicing lhéncouraging organisations
to listen. The net effect on service quality degemth a number of factors,

including organisational incentives and the disitiiin of exit options.

Democratic government is most commonly associatiéiul eollective voice in the

form of voting, protest, and advocacy. Exit, howe\g also a powerful factor in
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the public sector. As Warren (2011) argues, denoigsaare necessarily monopoly
providers of public services ostensibly disciplinggd collective voice but in fact
also relying on exit options to augment the powsd aitigate the problems of
voice, enabling more meaningful individual actiondacreating incentives for
responsiveness. The relationship between exit afe s important for liberal and

democratic theory.

Moreover, a number of practical policy debates ddpmn this question. The extent
to which citizens are helped or harmed by market gquasi-market mechanisms,
for example, depends on the power of exit to gikeen-consumers what they
want (Dowding & John, 2009, 2011). Some worry thmatreasing choice in this
way can disempower many citizens by allowing tloh to opt out public services
and take no further interest in their quality (Bssn& Prior, 1995; Hirschman,
1970, pp. 45-46; Labaree, 2000). Others insist thaice promotes democratic
accountability and participatory decision making (Grand, 2007; Warren, 2011).
Questions of federalism and subsidiarity also ddpamthe relationships between
exit and voice. Some have argued that a decemdalsystem of competing
jurisdictions gives governors the information andentives required to promote
citizens’ interests (G. Brennan & Buchanan, 198@bdut, 1956). On the other
hand, jurisdictional exit has been argued to cireeimh democracy by preventing

large-scale collective action (Cai & Treisman, 2084Sinn, 2003).

The focus of these debates has been on how eidnsmffect the quantity and the
effectiveness of voice. We want citizens to voibeirt concerns and we want
government agents to listen. For voice to drive rompment, however, those
exercising it need to be at least minimally infodnand rational about the
shortcomings of the status quo and the possilslitee improvement. From an
instrumental point of view, a high quantity of effiwe voice is only valuable

insofar as it is of reasonable epistemizlity.

The effect of exit options on the epistemic qualifyvoice has been seriously
understudied, though there are a few notable eireptHirschman considered
voice a skill subject to deterioration if not usadyuing that substitutability of exit
and voice meant that ‘[tihe presence of the exérahtive can therefore tend to
atrophy the development of the art of voigéirschman, 1970, p. 43 emphasis in
original). More recently, advocates of school chdimve argued that exit options
encourage parents to engage deliberatively in tteidren’s education and force

schools to provide venues for such deliberationn(iim, 2003). Generally, exit
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options lower the individual threshold for indivaluinfluence and encourages
organisations to uncover and respond to individuaiformed and rational

preferences (Warren, 2011, pp. 692—-694). Eicherdd®94, p. 411) suggests in
passing that jurisdictional exit options in a feaerystem will mitigate problems of
rational ignorance by encouraging information asijoin. This paper generalises
Eichenberger’s insight by arguing from a rationhbice perspective that exit
options more broadly can increase the epistemiditguaf voice by providing

stronger incentives for individuals to gather imh@tion and rationally update their

beliefs*

The argument of this paper is based on a comparmgoimdividual exit and
collectivevoice. All actions are ultimately taken by indiuals, but the distinction
here is between situations in which individuals wset to individually and
decisively change their circumstances and thosehich individuals use voice in
an attempt to influence public policy or the geheayperating procedures of a
public organisation. When a voter casts a balla protestor raises a banner, they
are using voice to contribute to a collective ckoi@ather than making an
individually decisive choice. Voters and protestoesognise that they are one
voice among many and do not expect to be decifdmvding & John, 2012, p.
46). Voice may also be exercised individually, dsew the consumer of a public
service expresses some specific grievance abouttheyhave been treated or a
citizen requests a pothole in front of their hobesdfilled (Dowding & John, 2012,
p. 45). Individual voice of this type is no doulsinemon, but it differs conceptually

from collective voice and will be set aside for theposes of this paper.

The epistemic quality of collective voice is a palgood which will tend to be
underprovided on a voluntary basis. Individualefétee full costs of gathering and
processing information but receive only a smalltiporof the benefits, which are
shared by all members of society. From a sociaspmative, this is a problem.
Each individual has an incentive to free ride om khowledge of others, avoiding
the costs of becoming informed while hoping thdieos will be more diligent.

Since everyone faces the same incentive, politkkadwledge will be under-

0 Decentralisation of the type which normally in@es exit options may improve the
epistemic quality of voice through another mechanias well. As the ‘yardstick
competition’ literature has suggested, geographiecedtralisation might provide
performance measures which voters can use to leplcbsentatives to account (Salmon,
1987). More generally, economists of the Austriacho®l have emphasised the
informational role of markets (Hayek, 1945; Kirzn&®73). Exit-enabling quasi-markets in
public services could serve a similar informationalle quite apart from the incentive
effects discussed here.
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produced relative to the socially optimal levell Alembers of society would be
better off if they could credibly agree to maketéetollective decisions, but it is
individually rational for each individual to fre@e. The costs and benefits of exit
decisions, on the other hand, fall primarily onsianaking the decisions. Without
the gap between the social and private benefitenofvledge, individual choices
will tend to be more well-informed and rational mhaollective choices, other

things equal.

If individuals gather information and rationally igh up the options when making
an individual exit decision, the knowledge they daequired will be available for
later choices. When there is overlap in the infdromarequired for individual
rationality in exit and voice decisions, exit optsowill increase the epistemic
quality of voice by providing individuals with awader set of background beliefs.
If citizens are more informed and the agents ofegoment are responsive to voice,
exit options will increase the quality of governanas judged by individual

citizens.
3.2.  Epistemic quality in institutional context

In rational choice theory, decisions are a functafnpreferences, beliefs, and
opportunities (Elster, 1986). Each individual hgweference function which ranks
alternative states of the world from best to wanstl a set of beliefs about how
each available action will influence the actualtestaf the world. Given an
individual's preferences and beliefs, rational ceotheory assumes that agents
choose whichever option is expected to bring abfoeitmost desirable state of the
world. On this reading, rational choice theoryb®atinstrumentalrationality — the
relationship between means and erglsistemicrationality — the extent to which
beliefs are responsive to the available evidenée another matter. Those with
wildly inaccurate beliefs may consistently act agaitheir own best interests, but
their behaviour is amenable to rational choice y@mislas long as they are rational

in an instrumental sense (Hindmoor, 2006, pp. 1891

The primary dependent variable in my argument s #pistemic quality of
collective voice decisions. Conceptually, the egist quality of any decision can
be defined by the extent to which it is in accorithwhe decision an individual
would have made given full epistemic rationalitthat is, given perfect motivation
and cognitive ability to gather, process, and irgegall information relevant to the
decision. This definition takes preferences anttunsental rationality as given and

considers only thex anteaccuracy of beliefs given the available informatio
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There is an important distinction here betweendbgnitive process of decision
making and the substantive outcome of that pro¢8saon, 1955, 1978). The
process of decision making involves the gatherihgnimrmation, the updating of
beliefs, and the evaluation of competing valuas.a Imechanical sense, epistemic
rationality is a feature of the cognitive procedgsdecision making. Epistemic
quality as | define it here, on the other hand feature of choices as outcomes. I,
like other rational choice theorists, am interestedhe substantive rationality of
decisions actually made rather than the procedwtibnality of the decision
making process, though the former is obviously aliyiseliant on the latter.
Decisions made with a high degree of procedur&matity will tend to be of high
epistemic quality. It should also be noted here ithdividual rationality — whether
in a procedural or substantive sense — does noagieg that individual action will
be effective in accomplishing its goals. Given utaiaty or imperfect information,
ex anterational decisions may turn out to be suboptimxapost The influence or
effect of a substantive choice needs to be keptemoally distinct from its

rationality.

While procedural rationality is always imperfect time real world, many actual
decisions may be of perfect epistemic quality ke @albbove definition. For discrete
choices such as which candidate to vote for inlaatien, an imperfectly reliable
decision making process may produce the correctvemas judged by the
individual's preferences. As long as the resultitegision is correct, we can say
that it is of perfect epistemic quality. When démis do deviate from perfection,
they do so by degree. For continuous decisions sisclwvhat level of military
spending to support, the answer may depart froraterpic perfection by a few
percent or a few orders of magnitude, and we wealdthat decisions based on the
former are of higher epistemic quality than thossda on the latter. In discrete
choice situations, choosing a close second is @teepically better decision than

choosing a distant fifth choice, though neithguasfect.

Some individuals will tend to be more rational ttahers in particular domains of
choice. A voter with an accurate model of the wandx sense of civic duty strong
enough to encourage careful deliberation will havieigh degree odlispositional
procedural rationality and, in virtue of generattaking high quality decisions, can
be considered morepistemically competemh the domain of democratic choice.
Epistemic competence in this sense depends onaitlgiound beliefs, individual
motivation and competence, and various featurethefinstitutional environment

such as the availability of information and the enal consequences of epistemic
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failure. Epistemic competence is not a constihalattribute of individual people
— though individual traits may have a large impabut an attribute of a particular

individual in a particular decision making context.

Empirically measuring epistemic quality is diffitulbut not impossible. One
fruitful approach to measuring epistemic qualitythe ‘enlightened preferences’
approach in political science. This approach attertpadijust political preferences
for epistemic quality by asking what voters or a@m poll respondents would
choose if they had a higher level of political kreege. Hypothetical ‘fully
informed’ political preferences are assumed to ddpen a finite set of
fundamental social, economic, and demographic blesa Since individuals
identical on the relevant dimensions should hawesame political preferences,
differences can be attributed to differences intigal information. An individual's
expressed preferences can be compared againsetitigintened preferences — the
predicted preferences of an otherwise identicalviddal with perfect information
— as a measure of epistemic quality (Althaus, 2@a8tels, 1996; Delli Carpini &
Keeter, 1996). While this empirical approach has litnitations and does not
measure epistemic quality precisely as defined, ieslhows that measurement of

certain aspects of epistemic quality is possiblk @movides a useful proxy.

Epistemic rationality is not an axiom of rationahoce theory, but it is an
important element of much applied work. If beliéksar no relationship to reality
whatsoever it will be very difficult to constructgalictive models and choice will
have no normative weight. Fortunately, there witen be strong incentives for
individuals to be at least somewhat epistemicational. False beliefs will tend to
result in choices which do not satisfy the agemteferences. If individuals
recognise that their beliefs are fallible and timstaken beliefs can be costly in
terms of preference satisfaction, there will bérexentive for individuals to update
their beliefs by gathering information and ratidpaévaluating the evidence.

Instrumentally rational actors will often try to bpistemically rational.

No meaningful decision is ever made with complet&ormation and

comprehensive rational reflection, however. Gatigeinformation takes time and
effort which could be spent elsewhere, and theevaluinformation needs to be
weighed against these costs (Howard, 1966; Stig#81). Likewise, it takes time
and cognitive effort to rationally integrate newfoirmation into one’s belief
system. These are real costs and it will oftennisérimentally rational to rely on

imperfect heuristics which economise on cognitiesources (Gigerenzer &
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Goldstein, 1996; Simon, 1955). In addition to thpartunity costs of information
search and rational deliberation, people seem rid fi intrinsically costly to
change certain types of beliefs. The psycholoditehture shows that people will
often engage in motivated reasoning in order tohrekesirable conclusions. When
people have a particular answer in mind, they nedgrcsively expose themselves to
information likely to support it (Kunda, 1990; Tab® Lodge, 2006). Individuals
may be biased in order to confirm existing beli@fickerson, 1998), affirm
identity (Chaiken, Giner-Sorolla, & Chen, 1996)palperceived inconsistency (J.
Cooper, 2007; Festinger, 1957), or indulge evobiades (Caplan, 2007).

Instrumentally rational agents will seek to upddueir beliefs when the expected
benefits of greater rationality exceed the costs, these benefits will depend on
the importance of choices made on the basis db¢tief at hand. Some ill-founded
beliefs will be instrumentally ‘cheap’ to hold ihe sense that they will have little
or no effect on behaviour or preference satisfacti belief that there is a teapot
orbiting the Sun between Earth and Mars will gelhenaot influence any goal-
directed actions and there will be no incentivaationally update this belief. A
false belief that lower-tier investors in pyramichemes can expect large returns,
on the other hand, is potentially very costly ahd tncentives for information
search and rational evaluation will be much stroiingge. Other things equal, high-
stakes decisions will prompt a greater degree fafrimation search and rational

evaluation of the evidence than low-stakes decssion

The claim here is not that instrumentally ratioagénts never question their own
beliefs unless there’s something in it for themutfirmay be valued for its own
sake, but truth does not have lexical priority ovlrer concerns. Since rationality
is costly and resources are scare, beliefs of ipedcimportance will be more

accurate than those less relevant to our wellbeitigr things equal.

Democratic decisions often have enormous consegseiitie decision facing any
particular citizen, however, is not a decisive choamong alternatives but a
contribution to a collective choice. Consider tlasipon of an individual voter. A

single vote only matters in an electoral sense wherakes or breaks a tie, and this
will be very unlikely in any real world election.eBnan et al (2009), for example,
estimate that the average voter in the 2008 USidenatial election had a 1 in 60
million chance of pivotality. In smaller electiotise odds will be better, but the
historical record shows that pivotal votes are rawen in small local elections

(Mulligan & Hunter, 2003). A single vote might haether instrumental effects
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such as marginally strengthening a political mamdatsignalling the growth of a
movement (Fowler & Smirnov, 2007; Mackie, 2010;gf&, 1972), but such
effects do not undermine the central logic of thiective action: individual voters
and advocates capture only a small portion of benef informed voice while

paying the full cost. The politically ignorant carrbe excluded from the public
good of an informed electorate and will tend tefrile on the political knowledge
of others. Since everyone shares the incentivee-ride, the public good of an
informed electorate will be underprovided.

As Downs (1957) argued, the insignificance of aglenvote combined with the
costliness of information will prompt voters to raim ‘rationally ignorant’ about
the merits of competing policies and candidatestddeer, the low-cost nature of
democratic voice provides little incentive for dateand impartial evaluation of
information. Even with a wealth of reliable infortiwan, rational voter choice
would require that individuals update their beligfgesponse to this information,
which potentially gives rise to psychological aradjeitive costs. Most obviously,
rational deliberation requires cognitive effort anmters may rely on simple cues
such as candidate ideology rather than carefulbluating the pros and cons of
competing platforms. Caplan (2007) argues thatwiddals have preferences over
their own beliefs, with evolution equipping us witbgnitive tendencies useful in
our evolutionary history but misleading today. Wduals will cling to their biased
beliefs unless given practical reason to seek tin.t Individual choices often
provide such incentives, while the low stakes aghderatic voice mean that biases

can be fully indulged.

While rational ignorance and motivated reasoning aotentially present in all
decision making situations, there is reason tokthine effect will be stronger for
low-stakes decisions. A number studies in expertadleatonomics have found that
subjects behave more rationally when given a mopétecentive to do so. The
introduction of performance-based monetary rewalidéo an otherwise
hypothetical choice situation improves performanaagd performance increases
with the rate at which correct decisions are rewdrdhough it should be noted
that mistakes and biases often remain even in stigkes experiments. Relatively
flat reward functions with a unique optimal choime less effective at inducing
instrumental rationality than those which stronglynish suboptimal choice
(Camerer & Hogarth, 1999; Smith & Walker, 1993a;itBin2008, pp. 173-181).
There is also evidence that monetary payoffs rechméical biases. Partisan

differences on factual survey questions are redbgetodest monetary incentives
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to answer correctly (Bullock et al., 2013; Krupniket al., 2006; Prior & Lupia,
2008).

The strongest evidence that exit options are madsonnder epistemic ground
than collective voice decisions comes researchabod choice. A randomised
field experiment in 1972-1977 randomly introducextehtralisation and voucher-
like choice mechanisms into California school di$$; giving some parents exit
options denied to an otherwise similar set of parercting as a control group.
Parents given exit options accumulated more aceuidormation over time

relative to the control group, with knowledge quycklegrading as the voucher
system came to an end (Bridge & Blackman, 1978,p€ha3). A more recent

study in Washington DC which randomly awarded vaundtke K-12 scholarships

to around half of 1500 eligible low-income applitadound a similar pattern.
Parents of the children who did receive the scBbigr had more accurate
information as measured by factual survey questomes the size of schools and
classes compared to the parents of children nasechdy the lottery (Kisida &

Wolf, 2010). Schneider et al's (2000) non-experitaktinvestigation provides a
more detailed picture of when choice increasesaitmuracy of beliefs. While

choice seemed to generally improve parents’ basawledge of their children’s

education, such as the name of their principamjroved the accuracy of more
detailed knowledge only in some geographic aredsi@e practical importance is
the finding by Hanushek et al (2007) that exit diecis were more strongly related
to objective measures of school performance intehachool systems than in

conventional public systems with weaker exit oion

Parents without exit options in schooling are ask@darticipate in collective

decisions by using their voice in the ballot bd public square, and in the local
mechanisms of educational accountability. Withadividual exit options, though,

the information on which such voice decisions aaseld is of lower epistemic
quality than it otherwise would be. This, | claii®,a general problem of collective
voice. If voters are ignorant of or systematically biassobut the causes of
economic and social problems, the desirabilityalfgies, and the power of various
offices to influence outcomes, public opinion witht converge on optimal policy
solutions. If candidates seek election, they wi# forced to pander to the
misguided opinions of the electorate and democmaticomes will not necessarily
be in the best interests of citizens (Caplan, 2@xmin, 2004). Other forms of
collective voice such as protest and advocacy tamlze expected to suffer from

rational ignorance and rational irrationality, ®nthey face the same collective
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action problems as voting (Dowding et al., 2000, 42—-473; Dowding & John,
2012, pp. 15-18). While altruism, a truth-seekingpdsition, or a sense of duty
might improve the epistemic quality of collectiveaisions to some extent, it
seems reasonable to conclude that the low-stakasenaf collective voice reduces
epistemic quality below the level we would expedobiherwise identical individual

decisions.

The argument here is not based on a complaintctiikgctive voice is undesirable,
though that is certainly a reasonable interpratatd the evidence, but on the
recognition that it could be improved by strong@istemic incentives. If the
monopolistic nature of mass democracy is a necegsat of collective action,
individual exit cannot completely replace colleetiwoice. Increasing the epistemic
quality of voice would increase the desirability dgmocratic accountability and

potentially improve the quality of public services.

If an individual is dissatisfied with governmentsame way, their main alternative
to voice is exit (Hirschman, 1970). Broadly spegkian individual can exit a law,
policy, or public-service in one of five wayRBrivate exitoccurs when citizens opt
out of a public service in favour of some privagetsr alternative (Dowding &
John, 2012, pp. 39-40nternal exitoccurs when citizens choose among multiple
public providers within the same jurisdiction otdanent area (Dowding & John,
2012, pp. 38-39)Tiebout exitoccurs when citizens are able to move among
jurisdictions or catchment areas with different ¢hess of taxes, policies, and public
services (Dowding & John, 2012, pp. 40-4Bhmplete exibccurs when citizens
completely forgo the service in question withoutldeg a substitute (Dowding &
John, 2012, pp. 37-38kntrepreneurial exibccurs when an individual leaves a
public provider but create their own alternativéhea than seeking existing public

or private sector alternatives (Gofen, 2012).

In all five forms of exit, individuals or househsl@re decisive over some change
in the services they receive, the taxes they payh® rules which govern their
behaviour. Compared to collective decisions in Whiboices are tied to outcomes
only with some low probability, this provides stgem incentives and increases
expected epistemic quality. It is important to ntftat actual exit is generally not
required for exit options to increase political lledge. Those with exit options
will gather knowledge in order to make an informawice, but the best choice

may well be to remain with the current provider.
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3.3.  Exit options and the quality of voice

| have argued that exit decisions tend to be apistdly sounder than collective
voice decisions. The beliefs updated as part ahdividual decision do not revert
to their previous state once action has been takemever. The cognitive
environment of present decisions is partly deteemhirby the institutional
environment of past decisions. Since the persoosiiscof being wrong are much
greater for exit than for collective voice decisipteliefs are more likely to be
updated during the former. This will make the eddfcision itself procedurally
more rational, and it will also increase the accwuraf the decision maker’s beliefs.
Future collective voice decisions will continuehtave low individual stakes, but
more accurate beliefs increase procedural ratitynadi a dispositional sense and
produce domain-specific improvements to epistenommetence, increasing the
expected epistemic quality of decisions at anyllef’eost/benefit. Since collective
voice decisions will often have low expected epistequality due to the free rider
problem, there will be wide scope for exit optidasmprove the epistemic quality
of such decisions. If the mechanisms of democratzmmunication and
accountability are working effectively, this can &@epected to increase the quality

of public services as judged by citizen preferences

Consider a parent unsure about the appropriate odtiteachers to students in
public schools. The value of a marginal teachexatingd to other educational inputs
is far from clear, and forming an accurate beliefwhether public schools should
increase or decrease class sizes would be noltmagter. The collective voice

decision facing a voter or vocal parent providesakvepistemic incentives and
procedural rationality will tend to be low. If thechool system provided exit
options in the form of educational vouchers or traschools, however, the
epistemic incentives would be stronger and belafout the effect of teacher-
student ratios on educational outcomes soundes 3tunder set of beliefs will

influence not only the immediate exit decision, also subsequent voice decisions
as the parents transfers their experience in iddali exit to collective voice

decisions.

This mechanism is potentially relevant whereverivitidial exit and collective

voice co-exists. Patient choice in healthcare magidourage a more careful and
impartial evaluation of the relative importancevafrious dimensions of service
quality, quasi-markets in pensions or social insogamight reveal more reasoned

and sincere preferences regarding risk and timiergece, and private alternatives
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to public broadcasting, transportation, or postavises might shift public opinion
about the best way to provide such services. Movirogoss jurisdictional
boundaries might also provide transferrable knogéed he option of moving to a
district which has privatised rubbish collection @rcountry which emphasises
communitarian values over individual liberty migetid to more well-grounded

views of the efficiency of privatisation and thduaof community.

My claim depends, of course, on the existence béfserelevant to both exit and
voice decisions. Some might deny that such ovexlagts to any significant extent.
Consider the situation facing an individual coneernmostly with economic
performance in their jurisdiction of residence. fihare a number of institutional
factors which influence economic performance, andoptimal collective voice
decision will require careful consideration of nuoes theoretical and empirical
factors. When making a Tiebout exit decision, hosvewan individual can for the
most part ignore the policies which contribute toreomic performance and look
to actual economic outcomes as measured by incemegpita, unemployment, or
whatever other factors they deem important. In thése, the informational
requirements of a well-informed Tiebout choice emérely distinct from those of a
well-informed collective voice decision over pregis the same set of policies.
This means that epistemically competent Tieboutt-fmters will remain
incompetent in the voting booth. This problem isoatelevant to internal and
private exit choices. In schools, for example, ¢heray be reliable measures of
student outcomes which make any consideration wéattbnal inputs such as class
sizes and teacher compensation unnecessary. Ifitpamdopt the rule of sending
their children to high-performing schools withoutnsidering why those schools
perform well, well-informed exit decisions in thigea are unlikely to influence

voting decisions on educational policy.

For many policy decisions, however, inputs will lm®re visible and subject to
evaluation than outputs. In some cases, it is tiherd path of outcomes which is
important. There is a well-recognised problem wétirement policy, for example,
which has yet to make itself fully felt. If diffeméjurisdictions are dealing with this
problem differently, a reasoned choice betweenofitéons requires prediction of
the likely effects of such policies. This normatignnot be achieved by looking at
current or past outcomes. In other cases, theedesiutcomes are not easily
measurable and evaluation of inputs will be a naffieient means of determining
the best option. The outcomes of allowing samersastiage, for example, are not

easily distinguished from the policy decision. Atlghtful decision of whether one



70

wants to live in a society which allows same-sexriage will require the same

information in exit and voice decisions.

Most policies and service inputs will produce a rofxdesirable and undesirable
effects which are not easily commensurable. Exiisiens will force trade-offs to

be made explicit. If some economic policy is knaterincrease economic growth
while also decreasing an individual's short-term pyment prospects, an
epistemically rational choice will require an ewion of the relative normative
weight given to growth and employment, as well assaderation of risk and time
preferences. The optimal decision cannot be dediroedoutcomes, even if those
outcomes are objectively measurable and more felidtian any evaluation of
policy alternatives. The degree of informationa¢dap will depend entirely on the
choices under consideration. The argument heretishat increasing exit options
will always increase the soundness of some collectse of voice. Rather, it is that
exit options provide strong incentives for knowledgeneration and that
knowledge so accumulated will in some cases imptbgespistemic soundness of

electoral decisions.

The value of high quality voice also depends omitantity and effectiveness — if
voice is absent or ineffective, its quality is leneant. It may be that those with exit
options make no effort to voice their concerns lat tthose running the exited
organisation make no effort to consider the wisbe®xiting individuals. This
depends crucially on the institutional environmeéhexit is institutionalised in a
way which forces organisations to seek out theiopsiof consumers and integrate
this information into their decisions, high-qualitgice will be a powerful force in

improving service quality.

Hirschman’s (1970, Chapter 4) study of Nigeriamways provides an example of
exit reducing the quantity of voice and ultimatatydermining service quality, the
case of charter schools seems to represent arcagedh exit increases the quality
of voice without seriously reducing (and plausilelyen increasing) the quantity
and effectiveness of voice and improving servicalityy (Mintrom, 2003). The
difference here seems to be one of institutionsartéh schools face plausible
threats of reduced funding and even closure if these too many students;
Nigerian railways did not. Without organisationalcéntives to curtail exit or
actively seek high-quality voice, the epistemic lgyaf the individual decisions

between road and rail was irrelevant to the peréaree of the railways.
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When organisations have no incentive to respondotoe, individual consumers
have no incentive to voice their concerns. Exitiap in the right institutional

environment might increase the quantity of voiceitgreasing its effectiveness
and thus its expected value as a strategy (thdugjtould be noted that collective
action remains a problem), and by encouraging aesgtians to endogenously
increase the individual incentives for collectiveioe in order to improve their
ability to curtail exit. Organisations in compeatéi environments not only find
ways of decreasing the cost of voice, but ofteneniaty reward feedback. The
lesson here is that exit options must be considiereelation to institutional design
more generally. Some institutional constellationsaairage individuals to combine
exit and voice as complements while others enceusgpstitution. ‘Noisy exit’

can be a powerful force, since it combines the camioative bandwidth of voice
and the credible signal of exit (Barry, 1974; Domgliet al., 2000, pp. 473-475;
Laver, 1976). For this to be effective, howevelit eptions must work in a way

which incentivises organisational response (War2ei1).

The epistemic quality of a decision depends noy @m the potential benefits of
rationality, but also the costs. If information ¢estly to gather, evaluate, and
process, decisions may remain seriously suboptilespite strong incentives. Exit
options increase the demand for meaningful andsadale information, and the
supply of such information will have important effe on the quality of both exit
and voice decisions. If public service providergenacentives to attract or retain
consumers and there are information asymmetriesnpetition potentially
produces a situation in which poorly-performing antgations mislead consumers
and choice is uninformed (Akerlof, 1970; Spence7)9 This produces a (quasi-)
market failure which could potentially be correctadgovernment intervention in
the form of quality assurance or the public prawisiof information (Beales,
Craswell, & Salop, 1981). The demand for useful amgartial information,
however, creates incentives for its supply (KI&fp2), and it is unclea priori
whether government intervention will be welfare-enting (Demsetz, 1969).
Information asymmetries in competitive contexts dam mitigated by costly
signalling (Spence, 1973), reputation (Klein, 19%f)d information intermediaries
(Rose, 1999).

By providing stronger incentives, exit options e&se the empirical quality of
particular choices as well as the empirical commpeteof individuals as rational
consumers and citizens. A more accurate view ofwtbdd is a general-purpose

tool which can be expected to increase the qualityuture decisions. With a
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sounder set of beliefs and the right institutiomaVironment, citizens will be more
able to use voice to demand genuine improvementeivice quality and hold
government agents to account for failures. Thetipali pressures facing political
candidates and government agencies would more aeturrepresent the real
interests of citizens and this can be expectedhtoease the quality of public
services. Each exit decision will produce knowledgdy applicable to a small
subset of possible future voice decisions, buttikective effect of an institutional
environment which routinely enables exit decisioright be large.

3.4. Conclusion

There has been much discussion of the potentiattsfiof exit on the quantity and
effectiveness of voice. Meanwhile, the potentidkef of exit on the epistemic
quality of voice has received by less attentionisThlative neglect cannot be due
to a lack of importance or relevance: the gquestiohdiow to increase voter
competence (Bennett, 2006) and how much individhalce should be introduced
into public policy (Dowding & John, 2009) have beermominent in recent
academic and policy discussions. The question oétldr, and under what
conditions, exit options develop or atrophy theddir¢oice is an important one, yet
despite a handful of notable individual contribngat has not been the object of

sustained research and we are far from a compejéngral answer.

The epistemic competence of the electorate is digpgbod which tends to be
underprovided when people act individually. Whilesi instrumentally rational at
the individual level to neglect the strong epistemiequirements of an
epistemically rational voting decision, such raéibmgnorance and irrationality
have serious effects at the societal level. Whelividuals are given decisive
choices over the laws which bind them, howevely theve stronger incentives to
update their beliefs and become more competensideainakers. As exit increases
epistemic competence, it has positive spill-ovéeat$ for the epistemic quality of

collective voice.

The strength and scope of this connection betweé@naad voice has yet to be
determined. If the informational overlap betweent e@nd voice is small, the
mechanism | propose may have little effect. Moemtitical and empirical work is
required, but there are a number of challengessté&pic competence is not easily
measured in the wild. Real-world political issues by definition contested and
the researcher cannot simply posit their prefeoption as the correct one. The

enlightened preference approach is a promising wevéor field research, though
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finding unbiased cases for comparison is difficulExperimental methods are
another promising avenue, since they allow theameber to tightly control the
decision situation such that epistemic qualitydsily defined and exit options can
be exogenously varied. While field research will dssential in determining the
real-world scope of the effect, experimental redeavould clarify the conditions
required for exit to improve the quality of voicedasuggest avenues for real-world

investigation.

In addition to the existence and generality of thechanism | propose, it is
important to consider the institutional requirensefdr exit to increase epistemic
competence and drive improvement in public poliog aublic services. Effective
democratic control, organisational incentives, afattors facilitating the

production of information are all important here.ofdover, the institutional

requirements for high quality voice are connectethe requirements of effective
and high quantity voice in complex ways which reguicontext-sensitive

elaboration. With the right organisational inceaivand capabilities, citizen exit
options will force government agencies to providawes for low-cost expressions
of voice, to provide credible sources of informati®garding service quality, and
listen to the preferences of individuals. In calles this, exit options would be

beneficial for the quantity, quality, and effectiss of voice. In other institutional
environments, the agents of government may be lingvibr unable to seek or
respond to high-quality voice. If citizens know shithey may make their exit
decisions in silence even though their epistemimpatence would lead to high
quality act of voice. Here, exit options might iease the quality of voice while

leaving effectiveness unchanged and reducing dgyanti

If exit options are indeed capable of increasing ebistemic quality of voice, the
potential implications for public policy are enoraso Most obviously, the value of
choice in public policy would be greater than poesly recognised. Introducing
exit options in public services would not only gici#izens greater choice and
potentially increase efficiency; it would also iease civic competence and
democratic accountability. Moreover, it would mehat exit and voice should not
be seen as alternatives so much as complementsasing exit options does not
render voice irrelevant but augments its power adoal of democratic

communication and constraint.
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4. Strategic and Expressive Voting

Abstract: Critics of the expressive model of voter choi@ren pointed to the
existence of strategic voting as evidence that rgotre at least partially
instrumentally motivated. This paper argues thaatsjic voting in the relevant
sense is consistent with entirely expressive palitmotivation. Building on an
earlier suggestion by Geoff Brennan, | model votass expressively valuing
ideology and cunning. This model predicts strategiting without instrumental
preferences entering the voter’s calculus at allal$o suggest that expressive
preferences for strategic optimality can be usgfulnalysed in terms of

dispositional choice.
4.1.  Introduction

Expressive models of voter choice hold that peopdde voting choices partially
or entirely on the basis of non-instrumental prefiees (G. Brennan & Hamlin,
2000, Chapter 8; G. Brennan & Lomasky, 1993; Har&lidennings, 2011). Since
an individual vote will almost certainly fail to @re decisive, voters will focus on
the satisfaction derived from participating in ttemocratic process and supporting
one candidate or party over the other rather thathe practical implications of
electoral results. This drives a wedge between ceh@nd preference which
complicates the normative case for democracy arits éato question the

soundness of many rational choice models of pslitic

Few would deny that voting does not have an expresdement, but what | will

refer to as the expressive voting hypothesis i¢ thstrumental concerns are
entirely absent from democratic choice in largectgdas. This could be because
the probability of pivotality is so small that voddreat it as if it is non-existent or
because instrumental preferences are so small asvier prove decisive in the
individual's calculus. The expressive voting hypesis stands in opposition to the
instrumental voting hypothesis and the hybrid wwptinypothesis, which hold

respectively that voting decisions are made entioel instrumental grounds or on

a mix of expressive and instrumental grounds.

A common objection to the expressive voting hypsitds the existence of
strategic voting (Christiano, 2004; Dowding, 208%ackie, 2011). If voters make
choices based on their expressive preferencesarigment goes, they should
always vote for their expressively most preferrethdidate regardless of the
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electoral context. An expressive voter in a pltyadlystem should not be deterred
from voting for a minor party due to a concern ahmasting their vote. Expressive
voters are not constrained by practical considamatiand they should therefore
express support for their preferred candidate thgss of how such a vote affects

electoral outcomes.

This paper will argue that such claims are mistakeaking a broader view of
expressive preference which allows expressive mréms over substantive
ideological issues as well as procedural approathedemocracy, | provide a
rational actor account of strategic voting undericlvhthe individual does not
consult their instrumental preferences at all. His iharrow sense the paper is a
response to the claims of inconsistency cited ab®lies builds on and formalises
the argument made by Brennan (2008) that votere laavexpressive preference

for treating politics as ‘serious business.’

In a broader sense this paper has tried to expandrtalytic scope of dispositional
choice by connecting it to the idea of expressivéng. These ideas are central
elements of the emerging ‘revisionist public chdiceory’ being spearheaded by
Brennan and Hamlin (2008). There are already ingmbrconnections between
these ideas (Hamlin, 2006, pp. 9-10), and this phpids on these to provide an
expressive account of political dispositional cleoi€aking this approach provides
a more subtle understanding of expressive polipcalerences.

4.2.  The strategic voting objection

Strategic voting occurs when an individual votes docandidate other than their
sincere preference in order to increase the likelihof some relatively desired
electoral outcome. Strategic voting is predicteddtjonal choice models of voter
choice and has generated a great deal of concéhe idesign of electoral systems
(Cox, 1997; Riker, 1982, Chapter 6). The most obwiexample of strategic voting
is an aversion to third-parties in plurality sysgenmdividuals who sincerely prefer
minor parties will recognise that such parties higitle chance of success and may
rationally choose to vote for whichever of the mparties they prefer. Since this
form of strategic voting is so simple and widesgré&awill be the focus of this

paper.

Several critics of expressive voting theory havimeal to the existence of strategic
voting as a decisive objection to the claim thattrinmental concerns are an

insignificant factor in electoral decision makirigowding (2005, p. 453) claims
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that voting cannot be entirely expressive, sintallione wanted was to express a
preference then there would be no room for tacticaing and there is evidence
that some vote strategically.” Christiano (2004, pp8—139) sees the absence of
strategic voting as a central prediction of exgressoting theory and considers
this empirically implausible. Mackie (2011, pp. 24} points to empirical
evidence that voters are responsive to opportwasys in their strategic decisions
as inconsistent with expressive voting and clainad tfailure to explain strategic
voting is a decisive test of the expressive the@lackie, 2011, p. 25).

Brennan (2008, pp. 483-484) attempts to brieflyresisl the challenge of strategic
voting to expressive theory. Brennan claims thatppe see voting as ‘serious
business,’ though this business is expressiverétha instrumental. The best way
to express oneself politically may not be to suppoe’s first choice. If there is a
salient battle between the major centre left amdreeright parties, a voter whose
first choice is a minor far-right party might wish express himself by throwing his
support behind the centre-right party. A voter reag this as a more effective way
of cheering for broadly right wing ideals or booitng left** Moreover, we might
expect such a result to be more likely in plurabiystems, since the distinction
between two major parties is more salient here tmaproportional systems.
Expressive votingmight undermine Duverger’'s law, but we cannot claim that
expressive theory implies this without making sgr@ssumptions about prevailing

expressive preferences.

Mackie responds that voters expressing seriousnifisbehave like instrumental
voters and the behavioural predictions of expresdiveory will need to be
withdrawn. At the very least then, the existence stifategic voting makes
expressive theory empirically meaningless (Mack#911l, p. 26). Mackie
overstates his point here. For one thing, the @kiinsignificance argument for
non-instrumental benevolence in the voting bootheigirely consistent with
politics as serious business but has empiricaligtieds different from those of
instrumental voting theory. Nevertheless, he doageha point: if expressive
preferences prompt people to vote as if they insémtally motivated in many

respects, the empirical and normative relevan@xpfessive theory is reduced.

The claim that expressive voters behave as ifunstntally motivated is, however,

too general and misleading when taken at face vaNe need to ask in what

“! Glazer (2008, p. 253) makes a similar point, rptimat strategic-like voting may be the
most effective way of pleasing or angering thevafe others.
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respects politics as serious business prompts psesttumental behaviour. If
expressive preferences only alter some forms dfigadl behaviour, we need to ask

how empirically and normatively important such ferof behaviour are.

This paper will argue that politics as serious bess does make the expressive and
instrumental accounts of voting indistinguishableew it comes to certain patterns
of democratic choice while leaving vast areas pahty influenced by expressive
concerns in empirically and normatively meaningfidys. A consideration of
political behaviour from a dispositional perspeetiprovides a framework for
explaining the co-existence of expressive andunséntal concerns and resolving

the apparent conflict between expressive theorystmadegic voting.
4.3. The expressive value of cunning

Assume a one-dimensional spatial model of policgcsp with possible party
positions onX ranging from O (extreme left) to 1 (extreme righth individual has

an instrumentally ideal point in policy space giumnX; and an expressively ideal
point in policy space given by;, with instrumental and expressive preference
functions being single-peaked and linearly decrepswiith distance from the ideal
point. In the ‘unsophisticated’ mixed model of vafj individuali's expected

utility from voting for partyP is given by equation 4.1.
(41)EP) = a1 —|X; — XpDk + B(1 = |Y; — Xp|)

k is the subjective probability of pivotalityy and f are exogenous parameters
determining the strength of instrumental and exgivespreferences over policy
space respectively, ant is partyP’s position in policy space. If voting is entirely
expressive because0 or so close to it that indivisibilities in pojicpace always
make instrumental preferences inframarginal, tfet ferm of the above equation is
rendered irrelevant and the expected value of @ igogiven simply by the distance
between the party and the voter's expressivelyligeant. On this interpretation
the voter would always vote for whichever partycliesest to them ideologically,
and the existence of strategic voting would indeecisively show that voting is at

least partially instrumental.

There is, however, another interpretation of arnregtexpressive utility function
which considers the possibility of an expressiveefgnence for voting in
sophisticated ways. Suppose that there are expeelssnefits of playing the game
of politics strategically. Casting votes on the ibasf their expected effect on
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policy outcomes may make one feel like a practiembkon, a canny political actor,
or one who takes politics to be serious businesmlyically, we may suppose
there is an expressive payoff to voting such thad’s vote makes the largest
subjectively defined contribution to minimising tieeological distance between
the expressively ideal and actual policy. To recegrhis expressive preference,

we need to add a third term to the equation above.
(4.2) EP)=a(l—|X;—XpDk+BA =Y, = Xp) +y(1 = |Y; = Xp)Cp

Herey is an exogenous parameter defining the strengttheoéxpressive preference
for strategy andCp is a subjectively defined measure of the contiilouof a single
vote to partyP. This is, of course, related to the pivotality ighte k, but it is
distinct in that it is not a precise measure ofbaiulity but a rough estimation of
how much the party needs votes. When there arengtaimental costs on the line
people will make decisions based on probabilitynesties such ak; when only
expressive preferences are at stake some broaalemi®on of electoral prospects
will likely suffice if we want to know whether ouvote is wasted in some
imprecise sens&.The crucial distinction here is that the instrutaéenefits are
only secured if partyP is elected while the expressive benefits of voting
strategically are realised by the act of chdicénstrumental voters would be
interested only in the expected effect their voss lon electoral outcomes.
Expressive voters are interested instead in thaegfic optimality of the choice

they make and need not consider the probabilipyiadtality per se

This opens the possibility of quasi-strategic wptiwithout instrumental
preferences (i.eX;)) coming into play at all. If we sétto zero and thus ignore the
first term, there is a tradeoff between the diraetl unsophisticated expressive

preference for voting our expressive preferenced afso a sophisticated

42 Another way of thinking abouCp would be as a transformation &f with the
transformation being motivated by an expressivefepeace for thinking of oneself as
politically efficacious. Ifk is small but positive, the voter may recognisé thair vote has
virtually zero chance of being decisive but whenkimg expressive choices treat the
probability as much higher. | prefer the first meetation of Cp as a mathematically
distinct variable, since the common idea that \w#ge contributing to a collective decision
even though they know none will be decisive dogsmtaitively seem like an exaggerated
probability. Yet another possibility would be tglaceCp with k but insist that voters only
care about which option has the highest expectade\@e. which is the best choice) and
do not discount the strategic superiority of theoich by the insignificance of the
individual. On this interpretation, people see fg8i as a game and want to make the
optimal moves. | find this intuitively appealing tbLwill stick with Cp for reasons of
analytic clarity and simplicity.

3 Individuals likely receive psychic payoffs fromuirag their preferred political party win,
but voting in order to increase the probabilitytleése payoffs would be instrumental rather
than expressive.
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expressive preference for voting shrewdly. Theusidn of C- makes a vote for a
viable candidate more valuable than an obviouslgtedhone and if we define it in
terms of instrumental effects on electoral outcomedso raises the possibility of

more complex forms of strategic voting.

Since my aim here is simply to show that voting d@n strategic even when
instrumental concerns are absent, a simple nunhesieanple will suffice. Suppose
voter 1 is a radical leftist on expressive groufids0) and there are three parties,
one radically left-wing X,a=0), one moderately left-wingXg=.2) and one
moderately right wingXc=.8). Suppose further th&t0 and thus the first term of
equations 4.1 and 4.2 is zero. On the unsophisticakpressive voting model of
equation 1, there would be no room for strategiingoand voter 1 would vote for
party A without any consideration of electoral prospe@s the sophisticated
expressive model of equation 4.2, however, the rvoeeds to consider the
perceived strategic value of voting for pa#tyr B.

If, as is common in real world cases of extreme moderate parties, parfy has
no realistic chance of gaining power Mitand C are fairly evenly poised, the
voter’s subjectively-defined measure ©f will be much lower tharCs. Suppose
that C,=.001 andCg=.5. Further sef to 1 andy to 2, meaning that the individual
places greater weight on the expressive preferémcatrategy. Plugging these
values into equation 4.2 (and ignoring the firstiewe getE(4) = 1(1 —0) +

2(=2) = 1.002 and E(B) = 1(1 — 0.2) + 2(:=22

) =1.6. The individual will
1000 2

vote strategically for part even though she is ideologically closer to pdriand

instrumental preferences have been entirely ignored
4.4, ldeologies as dispositions

The account of electoral choice presented abovk neildoubt strike many as
implausible at a psychological level. The first drebt response to such criticisms
is always, in my view, to point out that models areant to capture relevant causal
mechanism rather than accurately describe psyclwalogr social processes. |
believe the expressive preference for cunning becamre plausible when we

consider it in dispositional terms, however.

Dispositions as understood by Brennan and HamB®%1 2000, Chapters 3—-4, 6;
Hamlin, 2006) are durable traits or commitments awhinfluence but do not
necessarily determine choice. A person of altridisposition will tend to help

people. A person of an analytic disposition wilhdeto think carefully and
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objectively about questions of fact. Dispositioas @ncourage particular types of
action and also particular modes of thought; thegy rbe domain specific or

general; and they may be more or less binding.

Dispositions shape future choices and they canotoesextent be voluntarily
chosen (G. Brennan & Hamlin, 2000, pp. 45-48). Sthobice is not costless, of
course, but with sustained effort and intentiomalimnmental changes good habits
can be developed and modes of thought and actiéchvadmce seemed alien can
become naturdf If dispositions can at some cost be rationallysem rational
actors will seek to adopt dispositions which masniheir welfare in the long-run.
A demonstrable commitment to honouring one’s defats,example, will make
possible trades which would otherwise be undermibogdhe threat oex post
opportunism. A moral disposition in this case wilNe individuals a higher payoff
than would case-by-case rational calculation (&nBan & Hamlin, 2000, Chapter
2).

Brennan and Hamlin (2000, pp. 48-49) suggest thatalhdispositions will be
important in politics due to the difficulty of owa@ming agency problems in
democracy, and Hamlin (2006, pp. 9-10) further esgihat acting in accordance
with one’s disposition will be cheaper in collegichoices. The argument here
builds on those insights, suggesting that the aoloif a political disposition may
itself be aimed at securing expressive, rather thsinumental, benefits. Just as we
intrinsically value the performance of specificiags, we also intrinsically value
the adoption of ideological dispositions. The stddargument for the dominance
of expressive preferences in political choice applies to the choice of political
dispositions: For dispositions which condition bébar generally or specifically
in non-political contexts, instrumental prefereneéll tend to dominate. If our
political dispositions have little effect on our teaal wellbeing, however,

instrumental concerns can be discounted and omlsesgive preferences remain.

It is important to distinguish between two aspedta political disposition, which |
will call the ideological and the electoral. Idegical dispositions are composed of
an individual's basic normative commitments abbet tole of the state and criteria
for evaluating policy arguments. A socialist disgoa will commit one to valuing
equality of wealth very highly and might promptlariket rejection of neoclassical
economic arguments as the ideological weaponseofapitalist class. In the model

of electoral choice presented above, ideologicapasitions will determine the

4 See Gauthier (1986) for an earlier rational chaiceount of dispositional choice.
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expressively ideal point in policy space and thapshof the expressive preference

function.

An ideological disposition can be combined withaaiety of electoral dispositions
which, taking the ideal point and ranking of alaimes as given, influence the
way an individual will alter their voting behaviobased on electoral conditions.
An idealist disposition will make individuals relatly unwilling to sacrifice their

beliefs in order to support the lesser of two evilkile a strategic disposition will
encourage strategic voting. In equation 4.2 abamlectoral dispositions will

determine the relative magnitude pfand y and thus influence the relative
expressive payoffs of sticking to one’s ideologigains or voting strategically.
Electoral dispositions are, compared to ideologmas, relatively free of content
and instead focused on encouraging one mode ogkit@ather than another. They

are for the most part what Hamlin (2006, p. 6)<aibdal dispositions.

In any political culture, individuals will be facedith a menu of ideological
choices. Americans have the choice of becomingeadl or a conservative, though
if they squint and read the fine print they may see or two further options.
Dispositional choice is not unconstrained, of ceusrse adopt dispositions in the
context of other dispositions, beliefs, and prafees. Political beliefs are highly
heritable (Settle, Dawes, & Fowler, 2009), suggestihat our parents have an
important influence on our dispositional constiatithrough some combination of
socialisation and genetics. Yet people do haveigbatontrol over their own
political dispositions: Teenagers rebel and viedapa over time. As long as we
assume that people have some say over their ovafogleal commitments and
respond to psychological and social incentives, thgonal actor model is

applicable.

When adopting a political disposition, rationalastwill consider the long-term
payoffs of the available alternatives. As suggestbdve, | want to distinguish
between two dimensions of dispositional choice litigs, ideological and
electoral. As before individuals have instrumemtadl expressive preferences, but
now rather than voting on a single issue they &osing a disposition to adopt

based on the expected payoff from a long run afréupolitical decisions.

A political disposition can be defined as a ruledwaluating electoral alternatives.
The ideological component is given by the ideahpdihe electoral component is
given by the relative weight given to various fastoA partially or fully

instrumental disposition is a possibility, but wee ahere interested in only
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expressive dispositions. Following the notatiorowady a perfectly idealistic
disposition under which the individual votes for atdver party is ideologically
closest to them, choosing whichever P maximi&@d =1 —|Y; — Xp|. A
perfectly strategic voter will take full accounttbe electoral prospects in making a
voting choice, maximising (P) = (1 — |Y; — Xp|)Cp.Between these two extremes
various weights can be given to expressing sin@reé sophisticated voting
preferences, with the general method of evalualteynatives given by a reduced

version of equation 4.2 above, equation 4.3.
(43) EMP)=pA—-1Y;—Xp) +y(1 —|¥; — Xp])Cp

Individuals will adopt a disposition which varidgetrelative magnitude ¢f andy

based on the expressive value of idealism and ognriihose with a relatively
largey will often vote strategically while those with lewvalues ofy will seldom

do so. In choosing between idealistic and stratégpositions individuals will
consider the expected value of a series of expegshyoffs resulting from the
future decisions made under each disposition. &tpressive payoffs resulting
from strategic voting are, of course, subjective dikely to vary by individual.

There may also be interactions with ideologicalpdstions. A dispositional
idealist defined as someone who values their ideait very highly relative to the
next best alternatives (G. Brennan & Hamlin, 20043y find expressive

complementarities between this substantive viewaahih value of.

If we consider political dispositions as influenginot simply voting choices but a
range of political activity from conversations hetpub to the signing of petitions
to the wearing of campaign badges, a strategimdispn appears more attractive.
Individuals have many avenues for expressing fdewlogical preferences — their
expressively ideal point — and if we think standecdnomic logic applies here the
existence of such substitutes for sincere ideodgimting will decrease the

gquantity demanded. In the dispositional terms abthe existence of other outlets
would decrease the value pf Strategic voters could express idealism in thie pu
by proclaiming the rightness of the extreme viewl&bxpressing seriousness and
practicality in the voting booth by voting for thesser of two evils, and this might

be expected to create higher aggregate expressdfp

It is not my intention here to show that any sigmaifit proportion of voterdo in
fact adopt such an expressively strategic dispositout it seems awfully plausible

that they do. Politics is seen by the median aitias serious business worthy of
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some attention, yet the attention paid to politiqaestions is often of a rather
peculiar kind, focusing on political strategy ratkiean issues (lyengar, Norpoth, &
Hahn, 2004). When substantive issues are discudsiedtes do not seem to be
aimed at truth. Voters seek new and other inforomatvhich confirm rather than
challenge their ideological preferences (lyengard&n, 2009; Taber et al., 2001,
Taber & Lodge, 2006) and seem to have systematibédised beliefs as a result
(Caplan, 2002, 2007). Disagreement over mattefaaifis a fundamental part of
political discourse, despite its questionable rality (Aumann, 1976; Cowen &
Hanson, 2004; Hanson, 2006). These findings add$ with the instrumental

account of voting.

Politics may be serious business, but the conssrah instrumental rationality
seem to be stronger at the strategic level takolgyp preferences as given, with
policy positions themselves subjected to very €littbr plausibly even no
instrumental deliberation. Politics is perhaps bes¢n as a game of strategy
everyone agrees to play. To enjoy a game of chesmeed to agree on rules,
victory conditions, and norms of fair play. We aitategically within these
constraints but at no point do we question why veetying to force checkmate or
why the black player dislikes the white piecestsorgly. The goals of players in a
game of chess are taken as given and strategidsraralated within those non-
instrumental constraints, and | suggest that thisfien so with politics. People
may often think strategically about how to advasgeialist or libertarian or social
democratic policy goals without subjecting the dityi of those goals to

instrumental scrutiny.

This defuses much of the apparent tension betwegressive and strategic voting
and suggests that expressive theory retains a deehf empirical and normative
import even if politics is taken as serious businegoting choice could be
motivated entirely by expressive concerns at batels, but be empirically
consistent with instrumental motivation only at tbkectoral level. This would
indeed reduce the potential empirical implicatioh&xpressive theory, and many

of the results of conventional rational choice tigamight be upheld.

The demands of politics as serious business are macting at the electoral than
the ideological level. The demonstration that tigedty votes are ‘wasted’ in a

plurality election is trivial and readily acceptbyg all reasonable peopfIf we

4> Note, however, that votes wasted in a short temoh strictly electoral sense might be
valuable if victory margins affect government bebav via a mandate effect or influence a
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take ideological preferences as given, the demaofisseriousness in a
consequentialist sense are quite exacting here. person wants to express a
serious consequentialist commitment to their idgicll preferences, insincere
voting will often be very obviously the only reasdue choice. More complex
forms of strategic voting may take more complexithaf reasoning, but there are
objective answers to how we should vote if we tpkety preferences as given.
Ideological preferences, on the other hand, aredmsutiplined nearly as tightly.
Inconsistent views can be objectively criticisedt im the absence of consensus on
what the good life requires, the scope of plaus#igjious ideological preferences
is very wide indeed. ldeologies are webs of belidpable of accommodating
uncomfortable evidence with only slight revisioi@uine, 1951). Dogmatists of
all political persuasions are quite capable of appg like doctrinaire fruitcakes to
opponents and paragons of rationality to allieseWér or not one believes there
are objective grounds for answering moral and igalijuestions, it is clear that no

such grounds are currently effective in adjudigatateological disputes.

The potential trade-offs between our expressivéepeaces over the seriousness
and content of our choices, then, are likely todss apparent at the ideological
level than the electoral level of choice. Politissserious business at both levels,
but seriousness only seriously constrains electdmaice. This means that electoral
choices will tend to be consistent with instruméntationality when policy
preferences are taken as given. Those preferehoeg&ver, might be formed on
the basis of substantive expressive preferencesuciméd by the demands of

politics as serious business.

This approach is capable of explaining strategitingo without recourse to
instrumental preferences and can also accounhéfinding that the closeness of
an election increases turnout (Blais, 2006, p. 1difixe closeness will increase the
valueCr for the major parties and thus increase the egprevalue of a strategic
vote*® The possibility of dispositional heterogeneity @ennan & Hamlin, 2000,
pp. 61-63) provides a rational choice explanatibrwilespread and persistent

disagreement over factual matters in the politgdiere.

party’s prospects in future elections (Fowler & 8mov, 2007; Mackie, 2010; Stigler,
1972).

“% 1t should also be noted that closeness may inertfas salience of the election and thus
increase the unsophisticated expressive valuetafgio
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4.5, Conclusion

This paper has provided a rational actor accountotihg choice which predicts
strategic voting while remaining entirely expressiwhis shows that Christiano,
Dowding, and Mackie are mistaken in claiming thia¢ xistence of strategic
voting is decisive proof that voting choices aretinaied at least in part by
instrumental factors. | have argued that an exjuwesgreference for political
cunning is capable of altering the expressive t¢ascaf electoral decisions without

in any way affecting the expressively-chosen idgiaial dispositions.

| have also tried to show that this account of expive voting is empirically and
normatively quite distinct from instrumental theolkjackie’s objection that saving
expressive theory by positing a quasi-instrumepteference for treating politics
as serious business renders it empirically meag@sgtan be rejected. There is an
important respect in which the introduction of eegsive preferences for strategy
does bring the theory more in line with conventlaiadional choice predictions. If
people are motivated by perceived strategic opiiynaf their choice expressive
theory will follow instrumental theory in predictinelectoral regularities such as

Duverger’s law.

The action for expressive theory is at the idedaalgievel. Where instrumental
accounts will predict that basic policy prefereneeil change in response to
material conditions or new information, the expiessaccount continues to stress
less transparent factors deriving from culture pagchology. If voting is entirely
expressive, changes in material conditions willyoaffect voting behaviour via
their effect on expressive preferences. Disentagdie effects is difficult in the
real world, but the empirical predictions of thepeessive model differ from
instrumental or hybrid account even when we intoedexpressive strategic

preferences.

We have reasonable evidence from the field andathéehat expressive concerns
do play a larger role in collective than individu@doice (Cummings et al., 1997;
Fischer, 1996; Hamlin & Jennings, 2011; Kan & Yak@01; Roback, 1986; Shayo
& Harel, 2012; Sobel & Wagner, 2004). On the questf whether instrumental

preferences are entirely ignored by voters in laegd-world elections, however,
there is simply no evidence one way or the oth&peEmental work may be the
most promising way forward empirically, since itloals tighter control of

instrumental and expressive factors. Even more giogare experimental studies

which use neural imaging to peek inside the heddtha@se making collective
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choices. Neuroscientists can empirically distingutsetween instrumental and
emotional activity, and this could potentially pide an objective test of Brennan
and Hamlin’s (1998, p. 150) claim that voting isuom more like cheering at a
football match than it is like purchasing an ags®tfolio.”*” Such a test would be
complicated by the existence of expressive stratpgeferences, but a focus on
what | have here called ideological choice shouldvide scope for unbiased

testing of the expressive voting hypothesis.

The normative implications of the expressive theamy largely untouched by the
introduction of an expressive preference for cugnideological preferences over
policy space — even if well behaved in a formalsgeand strategically pursued by
voters — may be seriously at odds with individualterests as defined by their
‘true’ preferences defined in terms of choices whiwould be made under
conditions of individual decisiveness. This opdms possibility that unanimously
chosen policies would be universally rejected bgisiee decision makers (G.
Brennan & Lomasky, 1984), that voters will use badiot box to indulge spiteful
or bigoted preferences (G. Brennan & Lomasky, 1988) anger others (Glazer,
2008). On the other hand, expressive voting megidourage a more impartial
view by allowing people to vote in line with themoral preferences (G. Brennan &
Lomasky, 1985; Goodin & Roberts, 1975; Kliemt, 1p8@he all-things-
considered implication of expressive voting thefaryour evaluation of democratic
efficiency and the relative desirability of exitchmoice are far from clear, buti#
very clear that the theotyasimportant normative implications. Adding a strateg
element to the preference functions of the bigw, dltruist, or the fool does little
to modify the normative importance of the existeéesuch characters for the

evaluation of democracy.

“" A notable study which does not directly tackle thsue at stake here but has some
interesting implications and suggests an empirdgrdroach is Farrell et al (2012), which
asks people to make hypothetical and consequedéalsions while in a functional
magnetic resonance imaging (fMRI) machine. The duotion of incentives to an
otherwise hypothetical affect-laden choice situatiocreased activity in regions of the
brain associated with rational deliberation and rompd task performance (defined
instrumentally) in cases where affect and selfregepushed in opposite directions.
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5. Children’s Rights with Endogenous
Fertility

Abstract: This paper considers the value of children’s tigfaws as a means of
protecting children from a hypothetical contractami perspective. Laws protecting
children from their parents have the unintended prgdictable consequence of
making child-rearing less desirable for some paserand probabilistically

reducing the number of children born. Such lawsdftee produce a trade-off
between the expected wellbeing of actual and plesgérsons. | show that a
possible child behind an appropriate veil of igneca may rationally oppose laws

which benefit some and harm no actual children.
5.1. Introduction

Parents have a great deal of power over their @nldand this fact poses serious
problems for liberal political theory and policy kigg in liberal democracies.
Parents are given fairly wide scope to raise tbieildren as they see fit, but liberal
states routinely place limits on parental sovergigmthe name of children’s rights
(Archard, 2004). In many cases, concern for thdaseland autonomy of children
conflicts with the values of non-liberal culturabgps. Christian scientists refusing
life-saving medical treatment for their childrenig¢kky & Lyckholm, 2004), Old
Order Amish refusing to educate their children be/the eighth grade (Galston,
1995; Mazie, 2005), and Islamic cultures engagingfémale circumcision
(Nussbaum, 1999, Chapter 4) are examples of thiflicio In each of these cases,
parents’ religious beliefs are at odds with brodui#yd liberal views of how
children should be treated and debates have ceotratie conflict between the

tolerance of diversity and the protection of indival autonomy.

In a nonideal world, the appropriate distributiohrights depends not only on
moral considerations narrowly construed, but alsotlve normatively-relevant
second-order effects of such distributi6hFhis paper considers one such second-
order effect of laws which restrict parental auityoreduced fertility. Parents not
only decide how to treat their children, but alslether to have those children at
all. These choices are not independent, and thigpticates liberal justifications

for children’s rights laws. Parents — especiallgstn belonging to illiberal cultural

“8 On feasibility see Brennan and Hamlin (2009) ankiirt and Lawford-Smith (2012).
On non-ideal theory see Schmidtz (2011). On felitsilin the context of children’s rights
law, though of a different type than that discudsei, see Cowden (2011).



88

groups — have strong preferences over how theidrelni are raised. Rational
choice theories of fertility suggest that limitipgrental sovereignty makes some
parents less willing to have children. If childresised in illiberal communities
have lives worth living and additional worthwhiliwds are considered valuable,

this is something liberal theorists and policymakaught to consider.

Contractarianism provides a means of impartiallynsidering the conflicting
interests of many individuals. By asking what matibindividuals would choose
under epistemically and motivationally idealised nditions, contrarianism
provides a simulation of impartial moral judgmeergmning from individual self-
interest (Buchanan & Lomasky, 1984; Harsanyi, 195355; Narveson, 2013;
Rawls, 1971). This paper adopts a version of hygiathl contractarianism which
considers hypothetical choice of a rational possiperson behind a veil of
ignorance. Following Harsanyi (1953, 1955) | assivnea Neumann-Morgenstern
utility functions and assume that hypothetical cactors have perfect knowledge
of how alternative options influence the welfare inflividuals but complete
uncertainty as to which individual they will be.lleving Kavka (1975) | include
possible persons whose existence depends on theecaibhand in the original

position.

This approach allows us to consider the hypothletod behaviour of those
children who in reality have neither exit optiorns noice. A hypothetical possible
child considering whether to support legislatiosigeed to protect them from their
parents will be influenced not simply by the vahfesuch protections given that
they do exist, but also the effect on their likebld of being actualised. Such a
perspective reveals that children’s rights legistateven if perfectly effective in
makingactual children better off, can be seen as bad for alildn an abstract but

normatively powerful sense.

I consider only the interests of potential child@md ignore the preferences of
parents. Though parents no doubt have moral stgriténe, | do this in order to
focus on the central claim by children’s rights aclstes which | wish to question:
that protective laws are good for children. In disgsng this claim | make an
argument which appliea fortiori to more comprehensive axiological analyses

which consider the interests of parents as wethédren.

While the argument here is strictly axiological asmes not preclude overriding
deontological considerations, | suggest that thevipusly neglected costs of

children’s rights | identify here are normativelglevant - i.e. they ought to be
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given some consideration in policy debates overaiaropriate level of parental
sovereignty. Such debates might reasonably condhdiethe benefits of some
piece of children’s rights law outweigh the coststlmat there are deontological
considerations which trump the interests of possi@rsons. My point is simply to
show that some children’s rights protections ass esirable than we would think
if fertility were exogenous. It should also be mbtéhat | take the moral
significance of possible persons and the appragress of contractarianism for the
question at hand as assumptions of this paper. aMhifind each of these
assumptions reasonable and will have a few wordsyan their support, | do not
offer a rigorous defines of either proposition,cgirnthis would take far more space

than is available hefg.
5.2.  Axiological possibilism

Whenever we make a choice at tirmmongn meaningful and feasible options, we
are destined to bring about onemypossible worlds at time-1° The outcome of
some choices will affect the identity and humbepefsons who come to exist. If a
person’s existence depends on our choice we matheah acontingent persarA
contingent person is one who exists in one or mioug,not all, possible worlds.
That is, a normal person whose existence is coatingather than some invisible
ghostly entity whose personhood is contingent. iAdta choice has been made and
the consequences played out, some of these contipgesons will have been
actualised. Anactual personis one who exists in this (i.e. ‘the real’) world;
nonactual possible persois one who could have existed but does not. A
necessary persornis one who exists in all possible worlds, and glonith
contingent persons they form the grougossible persondVhile the language of
possible persons and possible worlds is sometimtegpreted as requiring strong
and counterintuitive metaphysical assumptionsré huse these concepts simply as
a means of counterfactual reasoning (Broome, 200414-15; Holtug, 2001, pp.
366-379).

Ordinary ethical behaviour requires that we igndne interests of nonactual
persons — there is little point in making tea fgremson who might have existed but

does not, and they do not mind when we step om kiygiothetical toes. When we

9 0On axiological possibilism, see Hare (2007) andtugp(1999, 2001, 2012, Chapter 5).
On contractarianism in general see Narveson (20Q8)contractarianism with possible
persons, see Kavka (1975).

0 Of course, we cannot know precisely how our astiaiil play out and the choices of
others will interact with others in bringing abatlie actual world. | here ignore such
complications by making a stromgteris paribusassumption.
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make a choice which affects the number and idewfitthose who will come to
exist, on the other hand, the distinction betweetua and nonactual persons
cannot in principle be made. Athere is simply no fact of the matter as to who
exists att+1, since the answer is contingent on the choicenake now. Facing
this open future, impartiality requires that we sidler the interests of all parties

affected by our choice.

Many axiological systems subscribe to the perséectiig restriction, which holds
that states of affairs can only be good or badb@iter or worse) insofar as they
good or bad for one or more individuals. A persdroge existence depends on our
choice is in an obvious intuitive sense affecteditbyhough many insist that a
welfare comparison of existence and non-existereaneaningless. When |
consider whether to kick actual Alice in the shinam making a cross-world
welfare comparison. If | choose to kick her, a gassworld in which she has a
sore shin, and perhaps a general sense of dishestmes actual. If | choose to
contain my violent tendencies, an alternative pmssworld in which Alice
remains pain-free and trusting is actualised. Mestsonable person-affecting
axiologies will have no problem recognising thaicAlis better off in the latter
possible world — since her mental states are mig&spnt, her preferences more
satisfied, or her basic interests better advancaad-no especial logical difficulties

arise.

When | make a choice which determines whether spossible future person
exists, however, it is no longer so obvious thaissrworld welfare comparisons
make sense. If a person does not exist, they haweaatual preferences,
experiences, or interests. When asked to value emtstence against lives
containing a mix of joy and frustration, one ob\sotesponse is to assign good
things a positive value, bad things a negative ejadund non-existence the neutral
value of zero. Some have disputed the validityhig aipproach. Heyd claims that
‘there is no way to compare tlaenountof suffering of states of actual people and
the state of non-existence of these people. Weldhmsist the temptation of
assigning a zero-value to non-existence, thus makih quantitatively
commensurable with either the positive or the riggatet value of the lives of
actual people’ (Heyd, 1992, p. 113). Non-existérgd clearly haveno value but
the claim that they haveero valueis to inappropriately assign a definite value to
something which cannot be evaluated, since themoistandard of evaluation

without preferences or interests.
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As Holtug (2001, pp. 364—-383) shows, a respongbdalaim that non-existence
cannot be evaluated without preferences or interigstthe relevant world will
depend somewhat on the axiological position adopfesdle hold an objective list
or hedonic view of (person-affecting) value, theseo logical problem. Even if
outcomes can only be evaluated insofar as theyctaffersons, the standard of
evaluation (happiness, flourishing, etc.) is indefmnt of any person’s preference.
That there is nobody to long for our existence orlds from which we are absent
presents no particular logical problem comparedomdological counterfactual
statements. Similarly, if we take an object versioi preferentialism — that
individual preferences give external states ofieffauch as pleasant mental states
inherent value — we can similarly take a persomé&fgvence in a world in which
they do exist as a standard of evaluation for veontdwhich they do not. Heyd's
objection is most plausible when interpreted onedfgrence-satisfaction theory of
value. On this account, it is the coincidence ohe@referred state of affairs and a
preference regarding that state of affairs whidats value. So, in a world where
Bob does not exist, the claim that existence wdaddgood for Bob is parsed as
‘Bob prefers that he would have existed, but thafgrence is not satisfied.” This
clearly makes no sense, since there is no preferamahat world to remain

unsatisfied.

This interpretation of preference satisfactionl i)ink, a mistaken one. We need
not claim there is a preference in a world whiclmas unsatisfied to say that
there is zero preference satisfaction in that warlé comparatively meaningful
sense. We have an absence of a good thing, whigkuisal. If in a world in which
Bob exists and has a surplus of preference sdiisfa¢ there is more preference
satisfaction in this world than another world inigéfhBob does not exist, despite
Bob having no preferences in the latter. A worlavinich a person has good things
is better for that person than a world in whichytde not, whether they are there to
realise it or not. Only a preference-frustratioma@amt of value seems capable of
grounding Heyd’s objection. This is not only imp#le, but also inconsistent
with Heyd’s general argument insofar as it implteat bringing a person into
existence is practically always a bad thing, siagerybody can expect some of
their preferences to be frustrated (Holtug, 20, 380—383}"

*L 1t should be noted that some, most notably Ber(@@06), are willing to bite this bullet
and claim that bringing people into existence Vgagls blameworthy.
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When we claim that a possible future person Boblevbe benefitted (or harmed)
by existence, we are claiming that it is betterworse) for him that he exist than
not. We need not assign any intrinsic value te iielf here. Rather, existence
benefits a person insofar as it allows good thiogaccrue to them. Thus, existence
benefits a person who thereafter lives a life wdistimg all things considered. By
‘lives worth living’ | mean lives in which good thgs outweigh bad things in the
relevant sense, with worthiness defined by whatewdology one holds (Parfit,
1984, pp. 257-258). The extent of the benefit emhaf existence depends on the

balance of good or bad things.

Though the argument of this paper does not deparildleoclaim that non-existence
has precisely zero value to a person, | do reqtha it is quantitatively
commensurable with existence at various levels effake. Accepting non-
existence as a natural zero point would allow usdastruct a ratio scale of
welfare. This is not necessary for our purposescesiwe are interested in
comparing only thalifferencein utility across possible worlds. The intervaalec
of Von Neumann—Morgenstern utility is therefore fmignt. We can arbitrarily
assign non-existence the baseline value of zere gmssible life worth living the
arbitrary value of one, and define the utility dher possible lives in terms of
preference between uncertain prospects. If we #&irox at zero ang at one, an
individual indifferent betweery with certainty andx or z with equal probability
reveals herself to value at 2 units of utility (Alchian, 1953; Von Neumarh
Morgenstern, 1964). In this paper | will treat nexistence as having zero value,
but it should be noted that this number has meaaitg in comparison with the

utility of other possible lives.

A possible person’s wellbeing is determined by shen of positive and negative
utilities accruing to them throughout their existenA nonactual person, of course,
does not exist at all and thus accrues no pogitiveegative utilities — their welfare
is zero in the very simple sense that nothing gmodad can happen to them. An
actual person living a miserable life will have atige net utility and would be
better off not having existing (i.e. is harmed bysgence), while an actual person
living a happy life will have positive net utilitgnd would be worse off not having
existed (i.e. is benefitted by existence). It makegractical sense to claim that a
nonactual person has been harmed or benefittedinexistence once the actual

persons have been sorted from the nonactual, lare tis nothing logically
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incoherent about such a claim when we considerfiermd harms as betterness
relations between the relevant alternatives anihmsson-existence the neutral
welfare value of zero (Holtug, 2001, pp. 370-3'Mdreover, such judgments are
an essential component of practical hypotheticab@aing conductebtiefore the
relevant choice is made, since no distinction canntade between actual and
nonactual persons at this point. When our choiceraggnes which possible
persons will become actual, there is no obvioussbfas privileging one set of
possible persons over another.

Axiologies which insist that only actual personsteramorally cannot guide action
in a practical sense when the actualised populatfopersons is at stake. The
alternative | adopt in this paper is to extend rhstatus to all possible persons,
though there are other possibilities which it isrtvdriefly considering in order to
see how axiological possibilism stacks *GpAlthough the idea that only actual
people matter is intuitively appealing, many seemhave a stronger intuitive
commitment to what McMahan (1981, 2009) calls ‘@sgmmetry.” Many want to
claim that (1) we have moral reasonat to bring about miserable lives (i.e. lives
not worth living), and (2) we haweo moral reason to bring about happy lives (i.e.
lives worth living). McMahan recognises the intuitiappeal of these propositions
but argues that they are difficult to maintain whtilolding a consistent version of
the person-affecting restriction and retaining atioa-guiding approach to moral
theory. The claim that it is bad to bring a prealidy miserable individual into
existence requires that we admit impersonal or cmmparative value as
normatively-relevant, while the claim that it istngood (or bad) to bring a
predictably happy individual into existence is pigegd on the idea that impersonal
and non-comparative value is non-existent or nap@igtirrelevant. Treating costs
and benefits asymmetrically does not solve thisblem, since the desirable
aspects of a normal happy life are required tocelirthe undesirable aspects and
avoid the conclusion that it is bad to create dfey Which has any undesirable
aspect. If we cannot distinguish between the géibeing born into a happy life
and the loss of being born into a miserable ompasaible response is to reluctantly
accept that the former is praiseworthy in ordesay that the latter is blameworthy
(Broome, 2004, 2005; Singer, 1993, pp. 103-105).

2 There are further possibilities | do not considere, but as has been adequately
established elsewhere these positions produce yhigblunterintuitive and sometimes
inconsistent conclusions. Hare (2007) and Robefi$(2pp. 60-69) show that ‘actualist’
approaches are unable to guide action, and Broo®@bjXshows that acceptance of the
claim that adding new and happy lives is morallytred is inconsistent with the Pareto
principle.
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Roberts (2010, 2011) attempts to resolve the appatentradiction of the
asymmetry by arguing that although possible persons matter morally and are
capable of suffering loss, but only losses whioh suiffered in worlds in which
individuals exist are morally significant. All paske persons matter, but they
mattervariably depending on the modal relationship between hamnexistence.
Loss is here defined in terms of a comparativeebediss relation: ‘to say that a
personp incurs alossat a given worldv as a result of a given aatis to say that
there was still another world’ accessible to agents at the critical time such that
their performance of an alternate atatw’ is better forp than their performance
of aatwis’ (Roberts, 2011, p. 337). Since Roberts accgsgo |, that the non-
existence can meaningfully be compared againstyhappinhappy lives in terms
of welfare, she finds claims such as ‘Alice wasdfigted by being born into a
happy life’ and ‘Bob was harmed by being born irtomiserable life’ quite
coherent. However, by restricting her normativeraion tolossesand claiming
that losses are only morally relevant when incuriedworlds in which the
individual exists, she is able to treat Alice’s bifhas morally neutral and Bob’s
harm as morally bad. Alice would have suffered ssithvad she not come into
existence, but since she fails exist in the worltekg such a loss is incurred this
loss does not matter. Bob’s loss occurs in a worldhich he does exist, however,
and this means that his suffering has full moraiust even though he does not exist

in the world which is better for him.

Roberts’s variabilist account is, it seems to mefdy the most plausible way of
grounding the asymmetry. | grant that she has ksal the conclusion that
‘Variabilism nicely grounds both halves of the Agawyetry and avoids the

consistency and other conceptual problems thatuplag competitors’ (Roberts,
2011, p. 336). But this is not an argument for aaitism over possibilism unless
we feel compelled to endorse the asymmetry. Thévatain for the symmetry, it
seems, is simple intuition. When Roberts does gtemargue for variabilism over
possibilism, the brute nature of her belief thatkim@ happy people must be

morally neutral is clear:

The one distinction that Inclusion [i.e. possilmijsinsists
we set aside is always going to seem to us onenthat
sound moral analysis can conceivably set asidé:aiha

act imposes a loss on meal, live, flesh and blood,
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sentient beingand the other a loss on, wellpthing that
does or willever exist at all Therejust is an important
moral distinction to be made between “making people
happy” and “making happy people.” In a way that can
only be described as axiomatic, your actual dogst
come before your merely possible cat. (Robert$02f.

45 emphasis in original)

According to Roberts (2010, p. 75), the fact tmafusivism provides answers to
moral problems involving possible persons we fimdirderintuitive shows that it
‘is surely false.” This clearly begs the questiowhile Roberts shows that it is
possible to sharpen the intuition behind the asytrynia order to avoid patent
absurdities, she gives us no reason beyond heiir@igience to accept variabilism
over possibilism. In response, | have nothing tptsaRoberts other than ‘I don’t
share your intuitions on this matter.’” Although Hase the view that a moral
obligationto make happy people whenever possible would lite gareasonable,
it does seem to me intuitively that making happyple issupererogatoryl am
happy to have been born, and, intuitively, thisgiagss should count as a point in
favour of my parents’ decision to bring me into therld. Since carrying and
raising an unwanted child would be severely burdeves we generally do not
consider voluntarily childlessness blameworthy #&bortion impermissible), but
this does not preclude the possibility that we fienadividuals by bringing them
into a happy existence. Similarly (but with the epiton of Singer (1972)), we do
not generally consider it blameworthy to refraionfr donating a large portion of
our income to poverty alleviation efforts but hawe problem praising those who
do. On most liberal accounts of morality, charigy supererogatory, and my
intuitions suggest the same is true of making hagmmple. Roberts and others are
free to disagree, but | here take axiological gmksm as an assumption of my

argument?
5.3. Possibilist contractarianism

In order to consider the interests of possible @&ssn collective decision-making
contexts, | use a version of hypothetical contrdatésm. Broadly speaking, this
approach is most closely associated with Rawls )L, 93Ut my approach here owes

more to Harsanyi (1953, 1955, 1977, 1978)e contractarian method simulates

3 Though | may well be outnumbered on intuitionsareling the praiseworthiness of
making happy people, | am far from alone (e.g. G:elHa007; R. M. Hare, 1975; Holtug,
2001; Nagel, 1970, p. 78; Parfit, 1984, pp. 487+404chels, 1998).
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disinterested moral reflection by asking what pphes, institutions, or rules
rational and self-interested individuals would cé®avhen denied knowledge of
their place in society. To borrow a couple of Raarigerms, the ‘original position’
consists of some population of contractors behindedl of ignorance’ which
denies them knowledge of their own place in societfhe population of
contractors, the nature of the veil, and the denisules used by contractors vary
between contractarian theories. In terms of thereadf the veil and the decision
rule adopted, | follow Harsanyi (1953, 1955, 19¥978). Contractors are perfectly
informed about the preferences of all members afesp and how the relevant
alternatives will impact resource allocations. Aetsame time they are denied
knowledge of their place in society. Each contrabtis an equal chance of taking
the place of any member of the relevant populatisith their combination of
resource allocations and preferences determinedabgom chance. In thinking
about the choice between alternative rules, thie@, contractor approaches the
choice as one between quantifiably uncertain picispén asking which alternative
maximises expected utility, the contractor is for¢e consider the interests of all
affected parties impartialf’. The uncertainty of this original position forcés i
hypothetical inhabitants to abandon their idioswgticr preferences and to
impartially balance the competing interests ofrelévant parties, since each could

end up being any of these parties.

While accepting Harsanyi's version of the veil ghorance and the decision rule
motivating contractors, | depart from his definitiof the relevant population of
instead follow Kavka (1975, p. 240), who points ¢t the standard veil of
ignorance fails to obscure one potentially verydmignt fact: that one exists. Since
each individual in the original position knows ththey will in fact exist, their

choices may not be as impartial as we might likefiPprovides an example of a

contractor choosing between two possible worlds:

In Hell One the last generation consists of ten innocent
people, who each suffer great agony for fifty yedise
lives of these people are much worse than notAihgy
would all kill themselves if they could. IHell Twg the
last generation consists not of ten but of ten iomill
innocent people, who each suffer agony just ast doea

fifty years minus a day (Parfit, 1984, p. 393).

** Rawls’s setup differs in positing unquantifiablecartainty rather than risk and the
maximin strategy of making worst-case outcomeseagrable as possible.
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If given the knowledge that they will certainly siia selfishly rational individual
will prefer Hell Two, since it saves them from ayds agony. Intuitively, though,
Hell Two looks much worse than Hell One. The stadddnypothetical
contractarian method completely ignores the nundbehose suffering, which is
surely a morally relevant fact. The natural respaiessuch problems is to populate
the original position wittpossiblerather tharactual persons. Each possible person
is asked to evaluate the rules of a society whiely will live in if they happen to
come into existence at all. Rules affect the nunabéndividuals in society as well
as the welfare of those who are actually born, anypothetical contractarian
approach | adopt here provides the conditions ridngpartial consideration of both

factors.

The use of hypothetical contractarianism is mog&daby the need to impartially
consider the interests of all affected parties egftects the general distinction
made by constitutional political economists betwedoice among rules and
choicewithin rules (Brennan & Buchanan, 2000; Hamlin, 2014) ewf comes to
in-period political choice, deliberation and votiog particular children’s rights
laws would be biased by each individual’s idios¥aticr preferences and position.
The constitutionalist's response to this problemoispush debate up a level of
generality and seek agreement on the rules by wdtidtren’s rights laws can be
enacted. If the rules under consideration areicseifitly general and durable,
individuals will be forced by a ‘veil of uncertajiitto consider the matter
impartially, since any unfairness cannot reasondiaypredicted to be to one’s
advantage in the long run. Here, though, the gaytaihat one has been born (and if
we restrict suffrage to adults, that one has rehthe age of majority) renders the
impartiality of constitutional deliberation questable. No matter the generality
and durability of constitutional rules, the actwall always be able to stack the
deck in favour of themselves and against the plessitHypothetical
contractarianism offers a conceptual solution te fitoblem of balancing the
interests of current and future generations if maude all those who exist today
and all those who will ever exist. When the existerof some individuals is
endogenous to the choice at hand, however, theteffgoarties whose interests we
should consider include those who might never ctorexist.

To make use of the original position as an analyéeice in this context, we need
to define the relevant population of possible pessdf we are considering the
choice between two ruleg andr, the possible persons we should consider are

those existing in either or both of the two possivbrlds (v, andw; respectively)
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realised by our choice. L& equal the set of individuals existingw andR the

set of individuals existing imv;. The relevant set of possible persons will be the
union of these two sets. The original position wills be populated by=n(Q U

R) individuals uncertain of their identitfEach contractor seeks to maximise their
personal utility, which depends both on their phility of being actualised and on
their utility contingent upon actualisation. LEtx) represent the expected utility of

individuals contingent on existing in worldy,. Each contractor will prefer
whichever rulex maximisest (x) %X) Other things equal, contractors prefer rules

which give them a greater chance of existing arehtgr utility in the event that
they do exist. When these two factors conflict,tcactors need to weigh a greater
chance of being actualised against a lower expeatédily contingent upon

actualisation.

Some have denied that hypothetical contractariansammeaningfully be modified
in this way. Parfit states that ‘we cannot assuhad, tin the actual history of the
world, it might be true that we never exist. Weré#tiere cannot ask what, on this
assumption, it would be rational to choose’ (PatiR84, p. 392). This, he says,
means that the contractual method ‘is not impatdéss we imagine something
that we cannot possibly imagine.’ It is unclear varfit thinks we cannot ponder
the uncertainty of our own existence. Is it justttbur own non-existence is hard to
imagine? True, but we do not need a very thick riietsan to do moral philosophy.
Kavka's paper imagines a hypothetical choice, dradexistence of such a paper
seems to show that at least one human has sufficie@yginative power. Parfit
might instead mean that we as actual people knaw ttie status quo set of
institutions has produced a world in which we ex@tr existence supervenes on
the actual history of the world, and so we have esonformation that existing
institutions are good for us, and this adulterates neutrality of our moral
reasoning. This may be true, but it applies mooadly and does not preclude the
possibility of at least attempting to abstract frtims bias in order to impartially

evaluate principles, institutions, or rules.

Cowen offers a more substantive criticism, arguithgt since hypothetical
contractarianism assumes that those in the origiasition are self-interested, too
much weight is given to actualising possible pessdro illustrate his objection,
Cowen (1989, pp. 39-40) uses the example of ‘Hsrkdamble® We are to
imagine that some omnipotent being offers us a ¢mnWidith probability 0.51 the

%5 Cowen borrows the example from Hurka (1983).
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current and future population doubles with the agerlevel of utility remaining
the same; with probability 0.49 the human racextnguished. In a world of 100
people each enjoying a payoff of 10, the relevamutation of potential persons is
200. Rejecting the gamble would maintain the stafus, giving each potential
person a 0.5 probability of earning a payoff of d&fid a 0.5 probability of not
existing and earning a payoff of 0. Accepting thamble would yield a 0.51
probability of existing (payoff 10) and a 0.49 pabiity of not existing (payoff 0).
Accepting the gamble gives a higher expected paipoff versus 5), is less risky,
and does not alter the payoff contingent on exggeAs such, it is clearly optimal
to accept the gamble. Further, it will be ratiot@laccept the gamble however
many times it is offered. As the number of completgambles increases, the
probability of the human race surviving approachesro. Hypothetical
contractarianism with possible persons should lpected, according to Cowen,
since by giving each potential life equal weight atcepting Hurka’'s gamble it
‘does not [capture] the notion that increasing nemslof individuals do not always

yield a proportionately better solution’ (Cowen899p. 40).

To answer Cowen'’s criticism, we need to ask whelf-iterested’ means in the
context of the contractarianism. Each potential iviiddial is interested in
maximising the utility they can expect to enjoyf this does not imply selfishness
in the sense of indifference to the welfare of odher to other considerations. If
individuals have a preference that the human ragssein some form or that as
many individuals as possible exist independentlyhefr preference for their own
existence, the payoffs involved in Hurka’'s Gamblera This would involve a
departure from selfishness, but not from self-iegeiin the sense of optimising on
one’s own preference function. No hypothetical cactor knows their place in
society, but if the individuals they have a chanfdecoming have altruistic or
non-instrumental preferences, this is a relevansicieration from a self-interested
point of view. Suppose that each potential indigiduas a preference of intensity 1
that the human race exisfsSince we are engaged in a comparative exerciee, th
preferences of potential individuals are relevahetler or not those individuals
are actualised. Thus, in a the no-gamble situateach contractor has a 0.5
probability of existing and having the human ragesteng (payoff 11) and a 0.5

probability of not existing but having the humarcgaremain (payoff 1). The

% That is, any person who comes to exist in any avarill have this preference. In the
present case, this means that each of the 100itahtbof the no-gamble world receive a
payoff of 1 from knowing of the existence of thentan race. If the gamble is taken and
won, each of the 200 inhabitants will have a sinpl@ference.
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Gamble involves a .51 probability of existing araliimg the human race existing
(payoff 11) and a .49 probability of not existingdahaving the human race end
(payoff 0). The choice is no longer so clear. Withyoffs as arbitrarily defined
here, rejecting the gamble yields a higher expeptaaff with lower variance and
would therefore be preferred by most reasonablésidecrules. The contractarian
method is designed to remove bias by focusing am pheferences which
individuals actually have. If people are self-iegted in a narrow sense,

contractarianism will produce conclusions many ®tansider undesirable.

As Hurka’'s Gamble shows, the results of hypothéticantractarianism are
vulnerable to misspecified preferences. If we mtidewrong assumptions about
what individuals would choose under ideal circumeés, we will get the wrong
answer. This is true of contractarianism generadlgyd indeed all normative
approaches which take preferences or interestgahisative standards. Like formal
modelling in the social sciences, the contractarreethod in normative political
theory does not guarantee reasonable assumption#, does make assumptions
transparent. In addition to making assumptions neasly evaluable, this enables
a form of sensitivity analysis as assumptions ocaralkered and the robustness of

conclusions across alternative specifications ofeskr
5.4.  Children’s rights and parents’ incentives

Parents care deeply about the type of lives theildien will live. While most
parents surely have a good deal of disinterestedgistic concern for their children
— they simply want them to live a life as valuahtepossible — parents also derive
utility from their children in ways which are nat ihe child’s best interests. This is
particularly true of the cases children’s rightewdaare designed to deal with. The
fact that many parents are willing to deny theifldren medical treatment or
education despite strong opposition from mainstreaciety suggests that their
cultural preferences are strong and deeply-heldmémy cases, the welfare of
children and the preferences of parents seem tat lelds. If, as many liberals
hold, Christian scientists have mistaken theoldgreavs and harm their children
by denying them life-saving medical treatment, ve&éha prima facie case for a
liberal state to step in to protect children, asteon certain interpretations of

liberalism®’

" On interpretations of liberalism which would noake such an assumption, see generally
Galston (1995), Kukathas (2003), and Levy (2003).



101

Such cases can be usefully considered in light@ftonomic approach to fertility
developed by Gary Becker (1960, 19841)n this rational choice framework,
parents are assumed to maximise some preferencéiciunwhich is positively
related to services produced by the child as wetither forms of consumption. A
child is both consumption good and production gasd far as parents are
concerned. In their capacity as consumption gooldi#dren produce enjoyment,
pride, or are otherwise directly valued by theirgmés. In their capacity as
production goods, children contribute to the prdituncof other goods by working
within the household or on the labour market. Wedh@ot assume here that
parents are selfish, but that they maximise atwtifiunction which does not
perfectlyreflect the best interests of the child. In somsesasuch conflict will be
due to selfishness; in others, to misguided altmuisr commitment to some

impersonal moral creed.

The unusual relationship between parent and claiiges special problems for
liberal theory. The parent not only has unparallgewer to harm or benefit the
child, but also controls the very existence of ¢thdd. While easy access to birth
control, abortion, and reproductive technologiegsehdramatically increased the
control of fertility in the developed world todgyeople at all times and places have
had some control over the number of children, tghouch mechanisms as
abstinencecgoitus interruptus and extended breast-feeding. Fertility choices ar
influenced by all sorts of factors (Hondroyianr2§10, pp. 34-35). Among these
factors, | contend, is the extent to which pareats shape the development of their
children in line with their own preferences. If tigtional factors influence the
very existence of some children, the liberal orlitatian justifications for

children’s rights laws become much more complicated

Raising children is costly, and parents responithdentives when making fertility
decisions. Factors such as income, opportunityscamtd fiscal policies will
influence the number of children people chooseaweh So too will the expected
quality of children defined in terms of the degteewhich the child produces
tangible and intangible services valued by pare@tsldren’s rights laws which
restrict parental sovereignty, if they are to atter behaviour of targeted parents
and ruling out strict indifference, necessarilyueg the quality of children in this
sense. Under a rational choice framework, thetfedtparents are choosing to treat

their children in certain ways reveals that thegf@r the state of affairs in which

%8 See also Birdsall (1988, pp. 501-522) and Host ££997).
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they so treat their children. By passing laws whprhvent such treatment, we
tighten their budget constraint and lower their fared. More importantly, we
change the relative price of child services. Assgmihat the costs of raising
children remain the same, children’s rights law#l wiake it more expensive to

produce a unit of child service.

If we assume continuous demand for children, amdrigathe possibility that child
services are Giffen goods, this will straightfordigrreduce the quantity of child
services demanded, as shown in figure 5.1. Thécaksxis represents the quantity
of child servicesC, and the horizontal axis represents the quanfitalloother
goods, X. The budget constrai®C, shows the possible combinations of child
services and other goods the parent could prodives ghe resources they have
available in a world without child protection lawSiven the parents’ preferences
as represented by the indifference curlseandl,, the parent will demand child
services in quantityQ;. With the introduction of a children’s rights lavhe
production function which transforms child-rearimgputs into child services
becomes less technologically efficient, and thiséases the price of children, thus
pushing the budget constraint inwardsBtG, and increasing the relative price of
child services, as reflected in the altered slopthe budget constraint. This will

reduce the quantity of child services demanded f@arto Q..

Figure 5.1: Children's rights and the demand for chidren
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A recognition of the fact that child services aot entirely continuous — that is, the
parent is not able to produce at any point valuedtather constrained to a set of
discrete options — complicates the analysis somewhd means that children’s
rights laws would probabilistically reduce the qtignof child services demanded.
Given sufficiently many parents with varying budgenstraints and indifference
curves, however, the discrete case would approgintae continuous case

described above.

Of course, child services are not the same thinchddren. Economic theorists of
fertility have long recognised that there is a ¢&-adf between the quantity and
quality of children (Becker & Lewis, 1973). That, ia parent may have many
children and derive a little satisfaction from eaxhmay invest heavily in one or
two children in order to derive greater per-chidisfaction. Fertility decline in the
developed world seems to reflect a shift from gmartb quality in this sense.
Thus, it is possible for the situation in figurd %0 be realised without a decrease
in the number of children born. Rather, the panevdsts less in each child. This is
likely true for some parents and some types ofllggatections, but it seems a
priori likely that in some cases a reduction in dleenand for child services will be
accompanied by a reduction in the number of chilgreduced. Indeed, there are
some empirical cases where legal restrictions @éomns® have had an effect on

fertility.

One such case is the prohibition of child labourilc€Clabour is not necessarily bad
for children, since some households are so podrcthitd labour is necessary for
survival. Under such conditions, even purely adiigi parents would send their
children to work and restrictions on their abilitydo so would be bad for children
(Basu & Van, 1998). The analysis here is concemiglal cases in which there is a
genuine conflict of interest — i.e. the child wolle better off not working. Formal
theoretic models have generally concluded thatictishs on child labour will
tend to reduce fertility (Dessy, 2000; Doepke, 200 hile there has been little
rigorous empirical investigation of this questidhat evidence which does exist
supports this conclusion. This evidence is indifedhe sense that it suggests that
child labour market conditions which alter the ewmmic value of children to
parents, rather than regulation per se, have attefin fertility. It should be
obvious that certain labour-market restrictionsl weduce the economic value to
parents of children. If we can know empirically tthawer value tends to depress
fertility, it is reasonable to conclude that certéypes of regulation will reduce

fertility. Early studies showed that child partiatpn in the labour market tend to
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coincide with high birth rates (Schultz, 1970). Shells us very little, however,
since high birth rates could easily be causallpwoasible for high rates of child
labour. Rosenzweig and Evenson (1977) show tiggit ¢hild wage rates in India
are correlated with high levels of fertility anckéathis as evidence that parents
respond to economic opportunities by having morédi@n. Levy (1985) finds
similar evidence in Egyp®hile correlational studies of this sort can newge out
omitted variable bias, there is no obvious altemeaexplanation. If a law is
implemented which prevents parents from sending tieldren to work, fertility
will be affected, at least in a probabilistic senSaildren in poor countries are a
productive asset for households, and anything wigdiices their productivity will

increase the relative price of child services apigptially reduce fertility.

Another case is the prohibition of gamete donomgnaty. A number of theorists
have argued that children have a right to knowledlgeheir genetic heritage and
that the anonymous donation of sperm or ova visl#tes right (Cowden, 2012;
Frith, 2001). Without knowledge of who their biologl parents are, it is argued,
children are unable to form a coherent sense attiigte If we accept this argument
and given that many donors wish to remain anonymonghibition of anonymous
donation is a protection of children against thefgnence of their donor parents.
Such prohibitions harm some donors and benefit sdritéren in a justifiable way.
In recent years, many countries have used thisc ltgijustify prohibitions of
anonymous donation (Turkmendag, Dingwall, & MurpB908, pp. 283—-284). It
has been pointed out that prohibition might reddimeation rates, since prospective
donors might worry about being identified and coteéd by donor-conceived
offspring. Since there is already a perceived sigertof suitable gamete donors,
prohibiting anonymous donation makes it more diftidor recipient parents to
have children (Pennings, 2001). This is normallnfed as a normative problem
insofar as it is bad for potential recipient pasertut under the framework | am
adopting here we can also see it as affecting paterhildren by making their

realisation less likely.

In UK survey research, the potential for identifioa by and contact from
offspring were the most-cited concern among semamoid. Forty-six percent
stated concern that law changes would allow offgptd identify them once they
reached adulthood, and thirty-seven percent expdesoncern about being

contacted by offspring. These reasons were alsbahhigited by non-donors,

% Things get more complicated when we consider therésts of the social parents. |
ignore these complications here since they do ffiettathe general thrust of the example.
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though they were not so dominant. Sixty-eight petread donors stated that they
would not be willing to donate if the law changed dllow their name to be
revealed to offspring once they reached eighteansyef age (Cook & Golombok,
1995). Other studies have shown more modest effbets all existing survey
research suggests that a significant proportiotioobrs would rather not donate in

the absence of anonymity.

Survey research has its limitations when used ¢dipt behaviour, of course, but
other forms of empirical evidence seem to pointhiea same direction. Political
debates and eventual law changes prohibiting anongnsemen donation in the
UK and the Netherlands have coincided with shaguegons in donation rates
(Janssens, Simons, Van Kooij, Blokzijl, & Dunselm006; Paul, Harbottle, &
Stewart, 2006). More convincingly, many prospecipaeents are willing to travel
internationally in order to undergo assisted repotion in jurisdictions without
donor anonymity prohibitions (Pennings, 2010). Aes Dutch law came into effect,
for example, clinics in Belgium, and particularhyose near the Dutch border, saw

a large increase in Dutch patients (Ombelet, 28@nnings et al., 2009).

These two cases are suggestive that laws designptbtect children from bad
parents can sometimes reduce the number of childoen. Theoretically, we
should expect this effect to apply more broadlywsalesigned to protect children
from their parents lower the value of children heit parents, and the economic
analysis of fertility outlined above suggests thiis will sometimes prompt
prospective parents to have otherwise desired relmldn many cases the effect
will be minor, but in some it could be quite sigcéint. The purpose of this paper is
not to show that any particular piece of childremnghts legislation is undesirable
due to its antinatalist effects, but to show theoadly that there is normatively-

relevant issue which needs to be considered aarmmsge of cases.

One argument in the utility function of many paeenwill be the cultural
development of the child in particular directior@ther things equal, limits on
parental sovereignty will shift the parent’'s costibfit analysis away from having
a child. While this effect will surely be inframamgl for most fertility decisions, it
will just as surely tip the analysis in some camed reduce the number of children

born to illiberal parents.

%0 See Pennings (2001, pp. 617-618) for a brief vewigthe survey literature. On Oocyte
donation, see Brett et al (2008).
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The lives of children subject to illiberal pracssaeve shall suppose, are worse t
they would have been could they have avoided tipoaetices. Ifwe also think
those lives would have been worth living, howeweg, face a normative tra-off
between more and better lives. | am here interestetie set of rules which a
best for the relevant population of children, andignore the welfare of pents
and any positive or negative externalities popafatmposes on third parties. T
next section, in order to evaluate this t-off, adopts the contractarian framew:

outlined in section 5.
5.5 Children’s rights in the original position

Before considring the trad-off between more and better lives, it will be usefL
consider a baseline model in which a child, knowste will actually exist
chooses whether to enact children’s rights legmtat This is the situatio
children’s rights advocates plicitly assume when they ignore the indirect et

of legislation on fertility.

Figure 5.2: A baseline gam:

Imagine a rational, seinterested child deciding at birth whether to allparents
to perform some action which \l reduce the child’s lifetime utility. This situat
is represented in figur5.2 as an extensive form game between two playerid
and Parent. Lea > b and x > y. The hypothetical child chooses whethel
implement a law to protect children’s rigt(P) or not ~P). If Child chooses F
she earns a payoff @ and the parent earns a payoffx. If Child choose«P,
Parent chooses whether to restrict the autonontpeichild R) or not -R). A

choice of=R gives the same payoffs as the situation in whichdQihoosesP, but
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R gives Child payofb and parent payof#f. In situations such as this, it is clear that
Child should chooséP. Child can earna by choosing P. Since the parent’s
dominant strategy IR, playing P gives the child a higher payoff and we can
confidently conclude that in such situations clalds rights laws are good for

children®

The hypothetical child needs also to consider ffeceof institutions on Parent’'s
willingness to have children. After the child hdmsen whether or not to legislate
Parent chooses whether to have a clildar not <C). If Child chooses to protect
at stage one, Parent has control over their figrblut not the decision of whether to
restrict. For(=P, C), Parent chooses whether to restrig} ¢r not GR). Parent
heterogeneity is important here. My suggestiorina some parents will choose to
have children if and only if there is no law redirig parental autonomy. That is,
for some parent: u(=P, C)> u(-P, -C)Au(P,C)< u(P, -C), where u(X,Y)
represents the payoff toof the solution X,Y). There are five possible parental
types, illustrated in table 5.1.

Table 5.1: Parental types

P -P
Weakly illiberal C (CR)
Strongly illiberal -C (CR)
Liberal C (C,-R)
Nervous liberal C -C
Non-breeder -C -C

Children’s rights law is designed to change theabalur of the weakly illiberal

and strongly illiberal parents, and indeed the bieha of these types is changed
by introduction of a law: the weakly illiberal haehildren but do not restrict their
autonomy and the strongly illiberal choose notdwénhchildren at all. The choices
of liberal and non-breeding parents are not aftebiethe law, with liberals always
having children and giving them autonomy and nazebders never having
children. Another possibility is a ‘nervous libéral one who has children if and

only if children’s rights laws are enacted. Thisiicbbe because the parent prefers

®1 parent’s payoff here includes any independentepeaete that Child receives a high
payoff.
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not to bring children into a society with illiberptactices or because they worry
about dying before the child is raised and havhmjrtnew guardian restrict their

autonomy. Protective laws would thus operate gpa of insurance.

With respect to the choice betweBrand-P, the children of liberal and weakly
illiberal parents are necessary persons, the @nldf non-breeders are impossible
persons, and the children of strongly illiberal amgrvous liberal parents are
contingent persons. Contingent persons are cledfidgted by the choice between
P and-P, and so too are the children of weakly illiberatgnts. Though they are
necessary persons, their welfare varies acrossmaliees. The groups affected by
the decision at hand are the children of stronlljilyeral (S), weakly illiberal W)
and nervous liberal parents)( meaning that we can ignore the other groupse Th
entire population of relevant possible persdfiss the union of these sets and has

cardinalityn.

To model this, we assume that a hypothetical ctiidoses betweeR and-P,
knowing that nature will then assign them a palegfze S W, orL) based on the
(exogenous) relative number of parental typeseénpibpulation. Once parental type
has been determined, parent will choose betweand-C. If child choosesP
and parent choosés, parent will then choose betwe&hand-R. Child earns a
payoff of a for an autonomous existendefor a nonautonomous existence, and
for non-existence, wita>~b~c.%? Parents of typ& have the payoff rankind~ef;

W: g~hxi; andL: j>~k>l>m.All illiberal parents § andW) most prefer to have a
child and restrict their autonomy (payotfsandg). Weakly illiberal parents prefer

an autonomous chilch) to none at alli§, while strongly illiberal parents prefer to

%2 Some types of non-autonomous existence may beeviioas not existing, in which case
Child’s preference ordering would lze> ¢ >~ b. When discussing the right of parents to
severely abuse their children such an ordering triighrelevant and would remove the
trade-off between more and better lives (since mafdives would have negative value).
In most cases where children’s rights laws areaspdébate, however, a non-autonomous
existence is on average better than nothing. Fewidvdeny that women generally live
worthwhile lives despite clitoridectomy, though yhmight be significantly less worthwhile
than they otherwise would have been. In this papen concerned with laws for which the
proscribed activity would reduce the victim’s wedzabut not by so much that their life is
not worth living. An interesting extension of mygament would be to consider cases in
which mild restriction reduced welfare but did netverse the ranking of life and non-
existence while extreme restrictions did make \iferse than nothing. If some parents
would engage in extreme restrictions and otherd mitrictions and if a law could prohibit
extreme restriction only by also prohibiting milestriction, we would have another trade-
off to consider. The setS andW could each be divided into two sets, those whol&vou
engage in mild and extreme restriction respectivehis would increase the desirability of
legislation, and the strength of this effect wodkpend on relative number of extremely
and mildly restrictive parents. Since | think thelifically relevant case overwhelmingly
involve cases in which restriction almost alwayasvies the child with a life worth living |
do not incorporate this possibility into the an&ys
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remain childlesse) rather than have a child and not restrict itsoaainy f).
Nervous liberal parents prefer to have a child uil¢) to not having a childk),
but prefer to be childless und~P to having children and restricting th:
autonomy m) or not themselves restricting but worrying abthg influence o
illiberal others I). This situation is represented in figt5.3 (Child’s payoff is
first).

Figure 5.3: Children's right with endogenous fertility

B/ |-Rr
/ R, [l / .

(a,f) (c,e) (ash) (c,i) (a, j) ((I.‘l\‘) (b,d) (a,f) (c.e) (b,g) (a,h) (c,i) ([).IH)((I..]) (e, k)

Once Child has chosen betweP and-P and nature has chosen betw«S W,
and L, each parental type has a dominant strategy. iidGhays -P, S andW
parents will play C,R), andL parents will play-C. If Child play P and nature
plays S Parent will play-C and child will never existW andL parents, on th
other hand, will playC. When nature playS, Child is better off playin=P (since
b>c). When nature playW or L, Child is better off playinP (sincea>~b anc a>c).
Since nature’s choice is determined by the relagepulations ofS, W, and L
parents and each has a dominant response to aitg detweerP and-P, we car
simplify the choice problem faced by ChilS W, andL are disjoint sets ar
togetha exhaust the population of possible parents (n(SUW v L) = n(S) +
n(W) + n(L) = n. UnderP, child exists and is autonomous with probabn(W v
L)/n and fails to exist with probabilitn(S)/r. Under -P, child exists and is r-
autonomous witin(S v W)/r and fails to exist witin(L)/n. This is shown figur5.4

below.
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Figure 5.4: A decisior-theoretic simplification

P P

n(S) n(WUL) n(SUW) n(L)

Protective legislatiolP is Pareto superior t-P when we consider dy actualsed
children, but it is possible that the number ofdrtein born will be greater undP
than -P. Since the children oW parents exist in either case, this possib
depends straightforwardly on whether there are mstungly illiberal or nervou:
liberal parents. If (L) > n(S) protective legislation is clearly desirable frone
viewpoint of a hypothetical child behind the veflignorance constructed here.
this case they will be at least as likely to exstl as nder—P and will enjoy &
higher payoff if they are actused. Ifn(S) > n(L),on the other hand, the resed
population will be larger unde-P. This means that the potential child face
trade-off between the probability of being born and theayoff conditional or

being born

What would a rational possible child choose in #itslation? Setting aside ri
preference, the answer depends on two factorsizleeofS in relation toW andL,
and the intensity of preference for an autonomouistence wver a no-
autonomous one relative to the intensity of prefeeefor a no-autonomou:
existence over ne-existence. It is not simply sign of the differermtweerS and
L that matters, but the magnitude of the differenesvbenSandL as well as the
betweenSandW. Children ofW andL parents are worse off unc-P. Switching
from P to =P moves W children from an autonomous to a autonomou:
existence anL children from an autonomous existence to-existence. A highe
proportion ofW andL parens makesP more desirable, and the effect is stror
for L.
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Preference intensity also mattersatb is small relative td-c, the low marginal
benefit of autonomy will make a choice @ more likely. In other words, strong
preferences for existence and approximate indifiegebetween types of existence
make whichever option maximises actualised popnatnore attractive, and when
n(S) > n(L) this will be =P. Another factor is risk preference. FofS) > n(L),
-P’s payoffs will have lower variance and risk-avedeeision-makers will tend to
prefer it. Assuming risk neutrality, a rational loypetical child behind the
thickened veil of ignorance used here will prefet to enact protective legislation
whenever(b-c)(n(Su W )/n) > (a-c)(n(Wu L)/n). This will be so even when the
child knows full well that, if they come to exisheir choice will allow parents to

abuse their authority in ways which make their $ifgnificantly worse.

For any concrete policy choice, we cannot reachrra formative conclusion

without precisely specifying many things which canbe precisely specified in
practice: the relative value of an autonomous amthaotonomous existence, risk
preference in the absence of particularised int®resd the number of strongly
illiberal parents will affect the decision calcule$ the possible person in this
situation. What we can do, based on reasonablengsiguns, is conclude that there
is a potentially normatively-relevant issue whidcmsthus far been ignored. While
it may be that fertility will be higher with childn’s rights laws or that the
autonomy produced by such laws outweigh the fordimes, we cannot be sure of
this and it should not easily be assumed if we glacrmative weight on those
‘voices from another world’ (C. Hare, 2007) whosdstnce some otherwise

desirable policies might thwart.

We can also reach some conclusions about whenrehifdrights laws might be
less desirable with respect to the antinatali®ta$f described above. Generally, a
hypothetical child will be more willing to enactitdren’s rights laws when the
probability of being born to weakly illiberal or mdus liberal parents is higher,
and when the relative advantage of autonomy istgred/hile the latter conclusion
is unsurprising, the former is worth emphasisimjuition suggests that children’s
rights legislation would be more desirable whenepts are very illiberal. The
argument here suggests that the existence of margnts so illiberal that they
would only be willing to have children if allowed testrict their autonomy is a

reasomot to legislate for children’s rights.
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5.6 Conclusion

Even if we restrict moral standing to children,rthare important trade-offs when
considering the desirability of legislation desidrne protect children from their

parents. Parents have great control over the veelfard development of their
children, and when interests diverge there seenhe ta prima facie case for state
intervention. At the same time, parent’s ultimabatcol over the very existence of
children provides reason for caution. If the cocta@dan method adopted here is
accepted as a way of simulating impartial evaluatié competing values, laws

which are good for some actual children and badhéore might still be considered

harmful for children generally in an abstract buportant sense.

The situation here is an instance of a broader gghenon familiar to political
economists. Many policies have unintended consemsewhich are predictable
but impossible to specify or observe empiricallytéd€ric Bastiat (1995)
distinguished between the seen and the unseensffepolicies, arguing that the
task of the economist is to look beyond the immedend visible effects of a
policy and consider the invisible but analyticdilyeseeable consequences. Those
children protected from parental mistreatment argible and (imperfectly)
specifiable. Those children never born as a resutegulation are invisible and
nonspecific. This paper has argued that such imilitgi should not diminish their
moral standing. More generally, we should subjemtmative theory to positive
analysis in order to uncover the unseen effectproposals which seem clearly
desirable at first glance. Such feasibility anayisian indispensable component of
any normative theorising which seeks to inform weafld choices (Brennan &
Hamlin, 2009).

Rules never tell people precisely how to behavehéta rules cut off certain

options but leave others open. If rules are madhdrhope of preventing one type
of harmful action but leave more harmful alternesivon the table, desirability is
far from assured. The situation here is closelfagmus to that of minimum wage
laws in logical structure. While these laws areeimted to protect vulnerable
workers from unfair treatment by employers, theyndd mandate that vulnerable
workers are hired and receive decent wages. Rathey, mandate reasonable
wages conditional on employment, and this will pppramployers to hire fewer

low-productivity (i.e. vulnerable) workers. Minimumage laws will increase the
wages of some relatively vulnerable workers butl wéhd to push themost

vulnerable out of work altogether (Gorman, 2002tJs the existence of many
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highly vulnerable workers on low wages shows us thare is a problem but also
indicates that the most obvious policy solution ilmido more harm than good, the
existence of many parents strongly committed tgimgi their children in ways
which hamper the development of autonomy does maessarily provide an

argument for prohibition on welfarist grounds.

This is not to say that such abuses of parentdhosity should be ignored,
however. While rational possible children may prefe regime of parental
sovereignty to one characterised by broad negatwetions, there may be other
incentive schemes which encourage liberal treatmathiout depressing fertility.
Interestingly, imperfect enforcement of childremights laws could be beneficial
here. | have assumed above that legislation islaedp binding. If we relax this
assumption and admit that some people will breakldlvy and accept punishment
with some probability, we can see a legal prolobitas imposing an additional
cost on undesirable actions. Those with a weakepeate for the prohibited
activity will be unwilling to pay this cost, whildnose with very strong preferences
will. Thus, imperfectly enforced prohibitions migktcourage liberal treatment
while allowing the strongly illiberal to have chikh and (unlawfully) raise them in
accordance with their preferences. This would ot@etely resolve the trade-off
between rights protection and fertility, since tlwest of breaking the law will be a
decisive factor in some fertility choices. It mag the case, however, that weakly

enforced laws with various loopholes are preferablstronger laws in some cases.

Moreover, laws interact with preferences and ndrmarious ways (Cooter, 1998;
Sunstein, 1996). An obvious possibility arises wihenconsider the model above
dynamically, with today’s children becoming tomam's parents. If parental type
is heritable via upbringing, the distribution ofreatal types will be endogenous to
the choice betweeR and-P in previous periods. Children’s rights protections
would put the strongly illiberal at a reproductiviisadvantage. Though the
normative position adopted here would see thesesimgis generations as
regrettable, it is plausible that under some cdonit other groups would increase
their fertility to compensate. If that were the &dhe normative analysis would

need to be much more complicated than that predetfiave.

Another possibility is that the preferencespafticular parents are endogenous to
institutions. This could happen directly via a pgsylogical reaction to policy.
Parents might respond to legislation by internadjsihe liberal norms embodied

therein. On the other hand, unpopular laws migbvpke backlash from parents
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and reinforcement of illiberal attitudes. Sociaitfas suggest that law might affect
preferences indirectly. It may be, as Mackie (198f)ues, that certain cultural
practices such as female genital mutilation aréeats the result of a suboptimal
cultural norm which parents prefer to follow onlyhen such norms are
widespread, suggesting that legislation might iftaté escape from a suboptimal
equilibrium® These issues need to be weighed up on a casesbybaasis. In some
cases the protective benefits of children’s rightss will outweigh the costs. In
others, the apparent trade-off may be illusory hie tong term. The argument
presented here, however, shows that the mere esést vulnerable children and

bad parents does not necessarily justify protedtitervention.

%3 Mackie suggests that wide-spread foot-binding f@ndale genital mutilation result from
suboptimal equilibria maintained by expectationghi@ marriage market. While everyone,
or at least all victims of the practices, woulddetter off if they could simultaneously agree
that the practices end, this is usually prevenieddordination problems.
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6. Analytic Radicalism

Abstract: Brennan and Hamlin provide a normative justificatifor dispositional

conservatism based on the concave value functidmishvgive rise to quasi-risk
aversion. This note modifies this argument for Igha conservatism’ by allowing
jurisdictional exit in response to institutionaldime. By providing a welfare floor
which limits the cost of failure, exit reverses tlwemative implications of Brennan
and Hamlin’s argument, making risk-neutral agentsagj-risk seeking and

justifying a radical disposition to reform undense circumstances.
6.1. Introduction

Conservatives argue that the complexity of the aogiorld and the limits of
human foresight make a systematic bias towardstdtas quo desirable. Brennan
and Hamlin (2004, 2006) have sought to analyticalgfine this conservative
disposition and to argue for its general desirgbfliom the normative perspective
of modern economic¥. This paper examines the reach of this argument by
showing that exit options are capable of invertimg normative implications of the
analytic conservatism model. Thus, we have an aegtirfor ‘analytic radicalism’
given certain conditions to parallel Brennan andnklii@s argument for ‘analytic

conservatism.’
6.2.  Analytic conservatism

Conservatives such as Burke (1790) and Oakeshot7(11962) have based their
position in part on the limits of human foresighdaplanning. While received
institutions are always imperfect and could potdhti be improved through
reform, such reform always carries some risk dfifai If implementation fails or
the policy gives rise to unintended consequenedstm may prove undesirabéx
post A reform is always a gamble, and the conservatigsition is that such
gambles are generally undesirable. Conservatisrthig sense is not a fully-
specified political ideology, but rather a dispmsitwhich can be combined with
other substantive ideological commitments such esmeern for liberty, equality,

or efficiency®

% For other rational choice discussions of insiimél conservatism, see Congleton (2011)
and Kuran (1988).
% On political dispositions, see generally HamI20@6).
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Brennan and Hamlin (2004, 2006) attempt to groumeddonservative disposition
in the standard normative framework of economicsshgwing that risk neutral
agents will often behave as if they are risk av&tskhis argument rests on the
convexity of preferenc€Sand resulting concavity of value functions, whinfply
that deviations from ideal conditions will produicereasingly large reductions in
utility. This creates an asymmetry between gairts lagses relative to any status
quo point (G. Brennan & Hamlin, 2004, pp. 684—690)

This asymmetry can be seen in Figure 6.1. The cadraixis represents value,
which depends on institutional quality. Supposet tthee status quo level of
institutional quality is Qs, which produces valde/s. A reform is proposed which
will increase or decrease institutional qualitythg same amount — to QI and Qw
respectively — with equal probability. A decisiomaker risk-neutral with respect to
institutional quality would have no basis for chiogsbetween reform and inaction,
since expected institutional quality is the sameither case. The concavity of the
value function, however, means that the gain ilityitsf moving from Qs to Qw is
less than the loss of moving from Qs to QI, andsk-meutral value maximiser
would choose to maintain the status quo. Indeedyynieets with significantly
positive expected returns in terms of institutiogaklity would be refused by a

risk-neutral agent.

Figure 6.1: Concave value and analytic conservatism

Ql Qs Qw Q

® Brennan and Buchanan's (1981, 1983, 2000, pp. 54-&%@)er arguments for
systematically pessimistic assumptions regardingmdru nature for comparative
institutional analysis are logically similar to Brem and Hamlin’s argument for analytic
radicalism. My use of the term ‘quasi-risk aversioomes from Brennan and Buchanan
(2000, p. 54).

®7 An agent has convex preferences over some sebadsgif averages are preferred to
extremes. More precisely, preferences are conveage any bundle which is a weighted
average of two bundles on the same indifferenceecis at least at valued as either of the
original bundles.
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6.3.  Analytic radicalism

That a risk-neutral decision maker will be ‘quaskraverse’ with respect to
institutions provides a general reason for adoptngonservative disposition.
While some proposed reforms will remain desirabdmalytic conservatism
suggests that the burden of proof lies with themaér. Simply showing that the
expected change in institutional quality is positig not enough; we also need to

consider the shape of the function relating instihal quality to social welfare.

Like ‘conservatism,” the term ‘radicalism’ has taken substantive connotations
regarding the type of institutions which should gawvsociety. We can, however,
consider radicalism in dispositional terms as alésmcy to boldly seek reform,
whatever one’s substantive ideological commitmemeP® Moreover, the radical
disposition can be justified as appropriate toaiertircumstances using the same
analytic and normative framework Brennan and Hamlise to justify

conservatism.

Preference convexity and the resulting concavityadtie functions are common
assumptions in economic analysis, since they audtiirely appealing and seem to
be generally true as an empirical claim about hignBecreasing marginal value is
not an immutable feature of the universe, howeard, there are real-world cases
in which marginal utility is increasing over somanges’® If preferences are
concave and thus value functions convex, the nivenamnplications of Brennan
and Hamlin’s argument for analytic conservatism @eersed. Consider Figure
6.2. Here, the convexity of the value function metirat a fair gamble in terms of
institutional quality will produce an increase ixpected value. Since the potential
gains exceed the potential losses, a decision nrédeneutral regarding value
would be biased towards experimentation rather twrservatism. Thus, in such
situations we have a welfarist justification foradyic radicalism to parallel

Brennan and Hamlin’s justification for analytic semvatism.

® Brennan and Hamlin contrast conservatism with fidea’ | avoid that term here
because their conceptualisation of idealism is $edwery much on a desire to reach some
ideal point rather than on institutional change egalty. An acceptable alternative to
‘radicalism’ for my purposes would be ‘progressinis

% For example, indivisibilities in consumption caroguce increasing marginal utility of
income over certain ranges where a continuous ifumctvould produce uniform
diminishing returns. This might explain the allelyedrational practice of simultaneously
buying lottery tickets and insurance (M. Friedmas&vage, 1948; Kwang, 1965).
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Figure 6.2: Convex value and analytic radicalism

\Y
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Ql Qs Qw Q

While the range of situations in which analyticicadism applies may be narrow,
there is at least one context in which the argunpeesented above is relevant:
environments with high levels of interjurisdictidmaobility. When institutional
quality degrades, citizens may respond by leavhng jurisdiction and settling
elsewhere (Hirschman, 1970). If there are mangdlictions among which citizens
can move at low cost, people will vote with theief for the institutions which best
match their preferences (Tiebout, 1955The existence of such outside options
changes the risk profile of institutional refornmcee downside risks are limited to

the value of the next-best option.

In a frictionless Tiebout world of costless mokliliand sufficiently many
jurisdictions that every individual is indifferebetween staying put and moving to
some other jurisdiction (i.e. there are perfect stitites to their current
jurisdiction), reform would carry no downside wetarisk at all. If some reform
fails in a particular jurisdiction, each citizen wad avoid the cost by exiting and
enjoying precisely the same level of welfare assta¢us quo in which there is no
reform and they stay put. The potential benefitsedbrm remain, however, as
citizens reap the benefits of improved institutiogaality. We thus have a very

asymmetric gamble: gains can be enjoyed but lassede avoided at no cost.

If we relax the assumptions of the Tiebout modehdmit mobility costs and only
imperfect substitute jurisdictions, the central dosion that outside options limit
downside risk remains. Figure 6.3 shows the eftéahis on the risk profile of

reform. Here, the institutional value function (tkelid curve) incorporates the

0 People move for many reasons, but institutionatoi® do seem to be a factor in
locational decisions. See Dowding et al (1994 gioioverview of the empirical evidence.
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possibility of exit by being flat at levels of Q thwivalue less than the next-best
alternative, VI. The exit option is not as attraetias the status quo of Vs, but the
existence of a welfare floor at VI makes the ingitnal value function convex on
some ranges of Q. Potential gains outweigh poteldsses, and a risk-neutral

decision maker will be risk-seeking with respecsth institutional gambl€s.

Figure 6.3: Exit and analytic radicalism
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When there are sufficiently strong outside optiaritzens will often be quasi-risk
seeking with respect to institutional quality, arad radical disposition to
policymaking will be preferable to conservatism rsk-neutrality under these
conditions: the potential benefits of reform shobkl weighed more heavily than

the potential costs of failure, thereby creatigystematic bias towards reform.
6.4. Conclusion

The argument for analytic radicalism suggests thatlecentralised system of
competing governments is capable of robustly geimgraitizen welfare without

relying on the stability of a relatively static sef institutions. This enables
institutional experimentation without the risks Bu@xperimentation would

normally entail. Successful reforms are obviousésichble for those within the
reforming jurisdiction, but institutional experintation also provides positive
informational externalities which benefit outsidev¢hen one jurisdiction enacts a
policy with uncertain consequences, the eventudlcamne becomes public
knowledge and could potentially inform reform etforelsewhere, producing

" Becker and Posner (2005) use similar logic to eéxmaparently risk-seeking behaviour
on the part of the extremely poor and unhappy, \lig option of suicide providing a
welfare floor.



120

innovation analogous to that seen in competitivenemic markets (Vanberg &
Kerber, 1994; Vihanto, 1992).

Tiebout competition characterises one set of cigtances in which analytic
conservatism must give way to analytic radicalismg there may be others. An
interesting possibility is the situation facingisesly misgoverned societies today.
Oakeshott (1962, p. 169) sees the conservatism dssposition appropriate to a
man who is acutely aware of having something te lekich he has learned to care
for.” Downside risks exist only to the extent ththings can get worse. ‘If the
present is arid, offering little or nothing to besed or enjoyed, then this
[conservative] inclination will be weak or absef@akeshott, 1962, p. 169). It may
be that Oakeshott’s insight that conservatismdgposition suited for the well-off
applies at a societal, as well as an individualellelf there is a certain level of
institutional quality — the Hobbesian jungle orexttremely predatory state — below
which it is impossible to fall, we have a welfaleoir similar to that created by exit
options. Given that dictatorial governments seenesbibit higher variance in
governance quality than democracies, such an anmgumeuld provide an
efficiency justification for the apparently reckdepolitical preferences of those in
poor countrie$? While the claim that a radical disposition is appiate to such
societies would require some serious empiricalthedretical justification, it is far
from obvious that Brennan and Hamlin’s argumentafaonservative disposition is

appropriate here and a radical disposition seerbe tplausible contender.

Radicals recognise that political institutions ebude much better than they
actually are; conservatives recognise that theydcbe much worse. Each side of
this dispositional divide has a point, and theraligays a conflict between the
possibility of progress and the risk of declineel®man and Hamlin provide sound
reasons for a risk-neutral agent to adopt a coasigev disposition in many
circumstances. This paper has described conditiovder which a similarly-
motivated agent should instead throw caution to wWied and boldly seek
institutional improvement. While such conditionsghmi be rare, it is important to
mark the boundaries of the normative argument falydic conservatism and to

consider its alternatives.

2 It's important to note that such preferences asssively over-determined and that an
efficiency justification is not necessarily a cdusglanation.
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7. Entry Barriers and Tiebout Competition

(co-authored with Patri Friedman)

Abstract: Existing analyses of Tiebout competition havated the free movement
of people among many jurisdictions as necessary sufticient conditions for

meaningful competition. This paper argues for tigartance of entrepreneurial
entry — i.e. the creation of new jurisdictions —ttee governance market and
suggests that barriers to entry should be seemagtimary impediment to robust
and effective competition among governments. Inimva requires that

entrepreneurs can implement new ideas at low @usl, this entrepreneurship is
the only meaningful protection against the threatsentralisation, collusion, rent-

seeking, and inertia.
7.1. Introduction

The existing literature on Tiebout competition sasn individual mobility and the
number of jurisdictions as the defining featuresnafaningful competition among
governments. If individuals are free to move amangtiple jurisdictions, threats
of exit will limit the power of governments and pmote institutional innovation
(G. Brennan & Buchanan, 1980; S. Sinn, 1992; Tieht®56; Vihanto, 1992). We
argue that the costs of creating autonomous neisdjations — i.e. barriers to
entering the market for governance — are an impbdaad neglected requirement
for effective and robust competition. As Israel #ier (1973, 1997) and other
Austrian economists have argued, the level of caitiqe in a given market does
not depend on the number of size of competing filoog the extent to which the

entrepreneurs can enter.

Barriers to entry have been defined variously irmge of pricing behavior (Bain,
1968, p. 252) or cost asymmetries between incursbant potential entrants
(Stigler, 1968, p. 63). These definitions are peatrtic insofar as they define entry
barriers in terms of their supposed effects or wkel some important barriers
(Demsetz, 1982; R. J. Gilbert, 1989, pp. 476—4%8e here follow Gilbert (1989,
p. 478) in defining an entry barrier as ‘a rentttisaderived from incumbency.’
This definition is agnostic on the concrete featurhich block entry, but captures
the essential point that incumbents often have xplo#able advantage which

discourages newcomers from entering the market.
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This is a wider definition of entry barriers tharamy will be willing to accept,
since it includes rents deriving from scarcity eset specificity (McAfee, Mialon,
& Williams, 2004). While we agree that such rents aften policy-irrelevant, we
hope to show that they are an important positiverasrmative consideration when
it comes to Tiebout competition. One cannot undesthe incumbency advantage
of existing nation states without considering tlearsity rents deriving from
sovereignty over land. A narrow definition whichckixdes such rents is simply not
appropriate here. Our broad definition of entryriess precludes the possibility of
their complete absence — industry-specific capigluirements and scarcity rents
are unavoidable features of economic life — big tlues not rule out the concept of

free entry being used as an analytic device anchative standard.

In the case of government, entry entails the avaadf a new jurisdictio’> New
jurisdictions may be formed through the colonisatiof an inhabited or
uninhabited area, the centralised creation of didme governmental units,
secession, or the collapse of an existing jurigmiictand subsequent state-
formation. A barrier to entry in the governance kediis thus any rent accruing to
existing jurisdictions deriving from the fact tithey are established entities. Such
barriers are currently extremely high. We argue kaering entry barriers in this
sense is the fundamental challenge for those wgshm promote effective
competition among governments. Our definition dirgetarriers encompasses the
limits of citizen mobility, since immobile citizengrovide a captive rent which
discourages entry by reducing potential marketesliar J. Gilbert, 1989, pp. 506—
508). Entry may also be constrained by institutioparriers, the irrecoverable
capital costs of setting up a new jurisdiction, ghd perceived legitimacy of
existing jurisdictions. Effective competition witle enhanced by the reduction of
these barriers to entrepreneurial entry. Many efgtoblems of monopoly are able

to withstand high mobility and decentralisationt bat free entrepreneurial entry.

While our normative assumption is that effectivempetition is desirable, the
positive analysis of this paper is in no way rdlian this assumption. The policy
implications of Tiebout competition as a politicoe@omic phenomenon depend
on the answers to a number of auxiliary questionavell as one’s normative

commitments (Dowding & Hindmoor, 1997, p. 457). Gumtitive systems of

3 Wohlgemuth (1999, 2008) conceptualises the cdsimmiementing new rules — that is,

reforming existing jurisdictions - as barriers tmtrg. Such barriers are lower in

decentralised systems, since there are more opetu for reform, but this does not

require entry in the sense we use it here. Entyyires that entrepreneurs ‘start their own
country’ (Strauss, 1984).
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governance involve tradeoffs and some see Tielmupetitions as being seriously
harmful on balance (Self, 1993; H. Sinn, 2004). @hgument here is the positive
one that persistent market-like competition amomyegnments requires low
barriers to entry. We see the analysis as progid@asons to lower barriers to

entry; others may see it as providing reasons tataia or heighten them.
7.2. Barriers to entry and Tiebout competition

There has been much work in public choice and puliiance on competition
among governments (Mueller, 2003, Chapter 9). Tassc work in the industrial
organisation of the market for governance is Tielfp056). Tiebout's paper was a
response to the concerns of Musgrave (1939) anduSaon (1954) that without
price signals there is no way for bureaucrats wakvhat level of public goods to
produce. The mechanisms of democracy provided sodieation of what people
wanted, but the adjustment of government taxatioth eéxpenditure to individual

preferences was of a very crude nature when comparthe market.

Tiebout turned the conventional approach on itglhkas true that central planners
lacked the information to adjust fiscal policy toyéhing close to efficiency, but
many government decisions are made by local, ratier central, governments.
While central governments were destined to seanchefficiency with only the
very unreliable compass of public opinion, the tietesship between individuals
and local government was very different. Rathenthaapting policy to voter
preferences, local governments can keep policy tanhsand allow consumer-
citizens to adopt whichever bundle of services Ipestches their preferences. If
consumers can vote with their feet, local governinpdanners do not face the same
information deficit as central government plannénsthe limiting case with an
infinite number of jurisdictions and completely ttess movement among them,
everyone would get exactly the bundle of policieg public services they most

preferred.

In the real world, of course, there can only béndef number of jurisdictions and
there will remain some cost of switching. As thenter of jurisdictions rises and
the cost of switching falls, though, we come eveser to the unattainable ideal of
complete economic efficiency in governance. All keds have friction caused by
distance’ imperfect information, and other factors. Stilhnepared to the central

™ Tiebout (1956, p. 422) suggests that the need akenshopping trips constrains the
perfect satisfaction of consumer preferences insdme way costs of moving jurisdiction
constrains the satisfaction of political preference
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planner groping in the dark, Tiebout sorting islikto produce something much

closer to the optimum.

The Tiebout model is focused on tharting ofindividuals into communities which

best suit their needs and does not consider thmomes of governments. More
recent work has extended the model by considehagmays in which citizen exit

might limit government power (G. Brennan & Buchan4f80; de Figueiredo &

Weingast, 2005; S. Sinn, 1992) and promote ingtital innovation (Stansel,

2012; Vanberg & Kerber, 1994; Vihanto, 1992). Ois tmderstanding, the market
for governance is somewhat more than a metaphdize@$ choose among
alternative providers of governance, and these igeos compete by limiting

taxation and efficiently producing the local publgoods citizens demand
(Buchanan, 1965).

While some of this work has stressed that Tiebarhpetition is a dynamic
process of entrepreneurial discovery, existingyaes have explicitly or implicitly
taken the necessary conditions for meaningful caitipe to be static — a large
number of competitors and free movement betweem.the practical terms, this
would mean that those wishing to foster competitishould attempt to
geographically decentralise government (Osterfd@89; Tullock, 1994) or
increase or protect mobility (Edwards & Mitchell)UB; Frey & Eichenberger,
1999). Decentralisation and mobility are no doubpartant, but, as we argue
below, they are not able to deal with a number esiosis problems. The more
fundamental issue which needs to be addressed Wawmt meaningful and robust
competition — that is, competition which limits gegion and promotes innovation

in the long run — is the freedom of entrepreneoiréate new jurisdictions.
7.2.1. Collusion

Most analyses of competition among government strd®e avoidance of
monopoly. While monopoly is certainly one uncomipedi market structure, it is
not the only one. Competition is a prisoner's diftaramong competitors: all firms
would be better off if they could raise prices aotl as a joint monopolist, but each
could increase profit by charging a slightly lowgrice. Without enforceable
agreements, such a price-fixing arrangement willavel and an oligopolistic

market will behave much like a perfectly compettione (Tirole, 1988, pp. 209—
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211)"> When a small number of firms repeatedly interhotyever, the prisoner's
dilemma is iterated, and we know from theory (M.ylba, 1976), simulation
(Axelrod, 1984), and the field (Ostrom, 1990) tbabperation is common in such
situations. While cooperation is desirable for merslof the cooperating group, it
can be harmful more generally (Cowen & Sutter, 39849 in the case of market
competition, collusion produces inefficiently highices and low production levels
(Feuerstein, 2005; Tirole, 1988, Chapter 6).

Collusion can happen either explicitly, as in aaarrangement, or tacitly as each
firm seeks to avoid triggering a price war. In eitltcase, firms can maintain a
collusive arrangement if and only if they are atdecooperate. There are many
factors which facilitate cooperation (FeuersteidQ2, Levenstein & Suslow, 2006,
2011), one of which is the existence of entry leasti While the presence of
multiple equilibria means that game theory makegmeise predictions about the
sustainability of collusion in the face of entryhépiro, 1989, p. 379), there are
compelling theoretical arguments which suggestsehary prevents collusion in a

probabilistic sense.

Collusion allows incumbent firms to earn above-nalrprofits, and this will attract
entrants. If entry is possible, new firms will netedbe either brought within the
collusive arrangement lest they set competitivegsi While accommodation is
sometimes achieved, this is not always the caswey Brarriers are not entirely
exogenous, of course. Incumbents may consciousgmat to increase entry
barriers by committing themselves to harsh punistiroé entrants or by lobbying
for restrictions on entry (Levenstein & Suslow, 80@p. 74-75). Again, such
deterrence is possible but costly and not guardnte&he empirical evidence
supports the hypothesis that barriers to entryaaremportant determinant of cartel
success. Levenstein and Suslow (2006) review ébeumf empirical studies and
conclude that entry is among the most importanbleras which cartels need to

overcome, with a significant proportion of carteéing unravelled by entry.

The governance market exhibits a number of featwhgsh suggest that collusion
is likely.” Cartels are most durable when the number of fignsnall (Levenstein

& Suslow, 2006, pp. 58-61), when there are industrganisations able to

> This conclusion is based on the Bertrand modelasfpetition. Other models reach

different conclusions (Tirole, 1988, Chapter 5).

"8It is important to note here that collusion doesnequire profit-maximising governments

or any other concrete set of motivational assumpticAs long as policymakers have
preferences which differ from those of citizensiome respect, collusion is a valid concern
(G. Brennan & Buchanan, 2000, pp. 40-42).
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coordinate firm behaviour (Levenstein & Suslow, @0pp. 67-75), and when the
cartel is able to detect and punish competitiveabigtur by firms (Levenstein &
Suslow, 2006, pp. 69-72). This describes the garem industry fairly well.
There are relatively few countries, coordinationchaisms in the form of
supranational organisations such as the OECD anddWaade Organisation,
observable policy decisions, and established me&psinishment. Recent moves
towards tax compliance and tax harmonisation cailyebe seen as price-fixing
arrangements (Edwards & Mitchell, 2008), with défeg countries dubbed ‘tax
havens,’ blacklisted, and threatened with formactans (Sharman, 2006, 2012;
Watt, Elliot, Borger, & Black, 2009).

Even if we saw a one-off decentralisation of powad a dramatic decrease in
interjurisdictional mobility, barriers to entry wioliremain as a potential threat to
competition. Any fixed population of jurisdictionsould potentially solve the
problem of collusion. If it were possible for newrigdictions to enter the
governance market, collusion would be much morcdit. Existing states would
need not only to reach an enforceable agreementalba to find some way of

bringing new entrants into the agreement withoutaumining profitability.
7.2.2. Centralisation

One way competing firms can thwart competitionhisotigh merger. Horizontal
integration can be expected when it increasestphility after accounting for the
costs of merger. One factor enhancing profitabiliymarket power, and thus
merger can reduce the level of competition in atugtry (Viscusi, Harrington, &
Vernon, 2005, Chapter 7). Merger in the governamzeket involves political
centralisation, either through the literal mergwofgformerly separate jurisdictions
(like the European Union) or the transfer of powieosn lower to higher levels of
government. Such anticompetitive centralisation iawt be surprising from a
public choice perspective, since local governoesaie to increase market power
through centralisation (Blankart, 2000; Eichenber$894; Vaubel, 1994).

Centralisation might also happen more innocentlyeré are many public goods
which are most efficiently produced at a large esscahd joint production is often
achieved via some sort of federation. Even whei sutederation is desirable, it
carries the risk of excessive centralisation. Theaton of a robust federation —
that is, one which neither disintegrates due teriral disagreement nor centralises

due to the ambitions of federal bureaucrats ongtroember states — is not a trivial
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task, and requires careful constitutional craftsshgm (Bednar, 2009; de
Figueiredo & Weingast, 2005; Volden, 2005).

The most notable example of an innocently-createderfation which later
centralised is the United States of America. Theches of Confederation and the
Constitution were significantly motivated by theedeto protect against external
military threats, and this required a federatiospansible for national defence. As
the Federalist Papershow, however, the framers of the Constitutionenawvare
of the risks of over-centralisation and thought thpublic they envisioned gave
states sufficient rights to protect against endnozent’’ While it seems that
competition among American states has remaineanmesareas of business law
(Romano, 1985), decision making power has increatignshifted towards the
federal government, especially since the New Deaal] this has undermined

Tiebout competition (Greve, 2012; Zimmerman, 2008).

There are potentially large benefits from cooperaimong local governments in
producing large-scale public goods such as natide&#nce, but creating super-
jurisdictional institutions to produce or coordi@ahe production of such goods
carries the risk of over-centralisation. The ploidiy of entrepreneurial entry
mitigates this problem by providing a mechanism people to opt out of the
federation. This is especially important when fatien members are not allowed
free exit. Assuming that newly formed states hdeedutonomy to refuse to join
the union, centralisation could be reversed. Tdlisws for the benefits of
federation while limiting the risks of over-centsaltion by providing a fallback

option.
7.2.3. Rent-seeking

Another impediment to competition is internal reeeking. Members of every
organisation have some incentive to manipulatesitatimaking procedures for
their own benefit (Milgrom & Roberts, 1988, 1990;ildlom, 1988), greater
heterogeneity in the costs and benefits of orgagi$or collective action make
rent-seeking a particularly salient problem in goweent. Since the costs of
collective action increase with group size, smalbugps with strong common

interests will have a disproportionate influencepoticy outcomes (Olson, 1965).

Citizen mobility reduces the scope for rent-seekmgome extent, since transfers

become more costly as the outside options of tio@rd group increase. Without

" See especially Hamilton’s discussion in Federalfst
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entry, however, rent-seeking will remain profitabldess the exit costs of the vast
majority of the population are very low. Distribaial coalitions exploit their
smaller size and greater organisational capacifive to the exploited public. As
more mobile citizens leave, the disparities whidlova for rent-seeking will
reduce, but moderate switching costs for a largegtion of the public will leave

large rents for the seeking.

Olson (1982) argues that organising for collectaaion is difficult and only

happens under the right conditions, but that oncenéd, distributional coalitions
are quite robust. This means that distributionalidons will gradually proliferate

in politically stable societies. These groups wilbduce market distortions, retard
economic growth, and prevent the reforms which wdad required to reduce rent-
seeking. The power of entrenched interests isquéatily important when it comes
to decision making rules, since those with the potwemake choices have this

power by virtue of current arrangemefits.

Olson argues that interest groups are generallydiaplaced in periods of political
instability. When regimes are overthrown, intergebups are thrown out with
them. The new regime which emerges will initiallg kelatively free of interest
groups and may grow rapidly. Olson points to thstywear economic success of
Germany and Japan as an example. The problem welging on instability to

reduce rent-seeking, of course, is that the cadlap§ regimes is normally

accompanied by violence and uncertainty. Low begrie entry in the governance
market would allow for the peaceful creation of negimes free of distributional
coalitions. This allows people to escape specisr@st groups without existing
systems being overthrown by force. This producebl@odless instability’ in

which distributional coalitions are destabiliseddntrepreneurial entry rather than
revolution (Chamberlain, 2009), much like disruptivmnovation already happens

in traditional industries.
7.2.4. Policy innovation

While the disciplinary power of Tiebout competitiaa no doubt important,
constraint is not the only effect of competitiorch8mpeter (1934, 1942) has

pointed out that competition spurs innovation, &ayek (1948) sees competition

"8 Congleton (2004) shows that the median voter iefiged by current degree of suffrage
and will not want it expanded absent exogenousgaand Dunleavy and Margetts (2001,
p. 295) suggest that stability in voting rules ¢enexplained by the fact that they ‘often
exclude from political power those with most catsehange them.’
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as a discovery mechanism which sorts good ideas fbmd. The world is

inherently imperfect, but proposed means of impnoet are always uncertain.
Profit-seeking entrepreneurs make conjectures wlaoh testing against the
realities of technological feasibility and consundemand. Seen in this light, the
market is not primarily a mechanism which providasentives for efficient

behaviour and maintains equilibrium; rather, therkefiis a ‘creative process’
which generates knowledge. This open-ended pradesgs producers to discover
new products and processes and consumers to dist@/eonsumption bundles
which best satisfy their preferences (Buchanan &bémg, 1991; Potts, 2001).
Numerous small discoveries compound over time todyece technological

innovation and economic growth (Baumol, 2002; Mokyg92).

Such conceptions of competition have recently bapplied to the Tiebout
framework (Vanberg & Kerber, 1994; Vihanto, 1992pMgemuth, 2008). In the
governance market, new ideas are introduced bycyp@ntrepreneurs and their
value is revealed by citizens voting with their tfeds in markets, this could
potentially produce new knowledge — that is newagand data about feasibility
and desirability — about policy and institutionss Aew ideas are produced by
entrepreneurs, tested by competition, and emulayedther jurisdictions, we will

see increasingly better institutions as judgednolvidual preference.

Those arguing that Tiebout competition has dynasffects have revealed an
important phenomenon, but there has been littleor#tizal or empirical
investigation of the conditions under which comipati produces policy or
constitutional innovation. Standard microeconontises a representative agent
view of firms, and existing dynamic theories of gmtition among governments
have largely followed in treating jurisdictions &emogeneous. Like firms in
ordinary markets, (R. R. Nelson, 1991), politieedj and their differences affect

their reaction to competitive pressures.

Firms establish decision making routines in ordee¢onomise on decision costs
(Cyert & March, 1963; R. R. Nelson & Winter, 198Zhese routines are learned
from prior experience and are thus well-suitech® énvironment the firm faced in
the past. In stable environments, this allows tira fo operate efficiently, but in

rapidly changing environments such routines canvgiredesirable organisational
change. Routines are maintained by the behavicwains and values of the
individuals who constitute the organisation. Roeginevolve slowly and

cumulatively as the organisation learns from pagpedence and cannot be
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changed easily (R. R. Nelson & Winter, 1982). Ae fim matures and grows
larger, inertial forces will become stronger (Hamré&a Freeman, 1984, pp. 157-
162). This inertia can be exacerbated by ‘compgtdraps’. as an organisation
gains experience in using a particular routinecaisipetency with that routine will
increase, and short-sighted learning from ofteiaiét feedback mechanism will
lock in suboptimal routines (Levinthal & March, T39B. Levitt & March, 1988;
March, 1981).

One effect of such routines is that establishemdimwill be relatively unable to
seize on the opportunities presented by a chantgolnological environment.
Large established firms do seem to be able to me@dcompetency-enhancing’
innovations (i.e. those which increase the valua Bfm’s existing resources), but
not ‘competency-destroying’ innovations (i.e. thegaich decrease the value of a
firm’s existing resources), which come primarilprin new entrants (Christensen,
1997; Henderson & Clark, 1990; Hill & Rothaermed03; Tushman & Anderson,
1986). The point here is not that new firms areemnianovative than incumbents,
but rather that new firms and incumbents innowdiféerently responding to
different incentives and behaving differently degieg on the technological
environment (Acs & Audretsch, 1987, 1990; Winte984). Incumbents can often
devote large R&D budgets to research on well-defippblems but will be less
effective at producing breakthrough ideas whichnopew markets. This suggests
that high barriers to entry will reduce productdmation at an industry level, and
the empirical record seems to suggest that thisfact the case: high rates of entry
in an industry are correlated with innovation ancréases in productive efficiency
(Caves, 1998, pp. 1971-1975; Geroski, 1995, p..431art-ups are a major
contributor to innovation, and this makes barrierentry an important factor in

industry performanc¥.

The evolution of routines described above will algoit the ability of an
organisation to remake its formal organisationalctire, and other factors add to

this difficulty. Hannan and Freeman (1984) arguat thost organisational change

9 Some might argue with Schumpeter (1942) that &arto entry will reduce the incentive
to innovate by decreasing the rents available tmessful innovators. This argument that
entry reduces the benefit of innovation needs tddlanced against the counterargument
that entry also reduces the cost of innovatiorortinary markets, the empirical evidence
seems to suggest that there is an inverted U-shagdetionship between innovation and
competition at the firm level — that is, firms inoderately competitive industries are the
most innovative. At the industry level, though, em@ompetition seems to reliably produce
more innovation (R. J. Gilbert, 2006). Even if therere a ‘sweet spot’ between too much
and too little entry as far as innovation is coneel;, it seems certain that there is currently
too little competition in the market for governarasefar as innovation is concerned.
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comes from the establishment of new organisatiatiser than the reorientation of
existing ones. Firms in modern economies face sefepressures to reliably and
predictably produce goods of a certain quality, antist demonstrate
accountability to investors and customers. To aehihe goals of reliability and
accountability, routines will be highly standardisend rigid. As in the arguments
with respect to product innovation described abdtes will produce efficient
performance in stable environments, but will ndowl for much organisational
innovation. Organisational change, they argue, éapprimarily at the population
level as new firms replace old. While some firme able to successfully remake
their organisational structure (Romanelli & Tushméat®94), the empirical
evidence suggests that younger firms are moreylikel successfully undergo
organisational change (Amburgey, Kelly, & Barnet993; Delacroix &
Swaminathan, 1991; Halliday, Powell, & Granfors939Miller & Chen, 1994).

It is important to note that the relative inabiliy established firms to engage in
product and organisational innovation is not neaelys undesirable. Tightly-
constrained routines enable firms to operate moficiently in stable
environments, and predictability and reliabilityearaluable. Moreover, reform is
risky and may only be desirable given extremely kit costs (G. Brennan &
Hamlin, 2004; B. Taylor, 2013). Small new comparaes large established ones
are complementary: when we combine the inflexibifeciency and reliability of
the latter with the high-risk dynamism of the fomwéthin a single industry, the
performance of the industry as a whole will be tgedhan if only one type of

organisation existed.

These arguments hoidfortiori to government. Barriers to product (i.e. policgila
organisational (i.e. constitutional) innovation ameuch higher in established
governments than they are in established firmsaditional industries. Like other
organisations, governments as producers of polgtgbtish routines which can
lead to inertia. In democracies, there are many soertial forces which tend to
make the implementation of bold ideas unlikely:htigggenda-control (Tullock,
1981), party platforms shifting to match the prefares of the median voter, and
various institutional barriers which dampen andagethe influence of public
opinion on public policy (Riker, 1982) all work tbwart the generation of novel
governance experiments. Further, the life-cyclenaglyics of organisations
described above mean that inertia will increaser ottrme. This becomes
particularly obvious when we consider the fact thalicy-making and

implementation is heavily influenced by the burgagg. Downs (1965, 1967)
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looks at the incentives facing bureaucrats andlades that the establishment of
routines which give rise to inertia is a rationasponse to pervasive knowledge

problems and the difficulty of reforming large taeshical organisations.

The problems of changing constitutional structurgliace are even more serious.
In addition to the inertia all organisations shameterms of their fundamental
organising principles, constitutions are designgsdeaduring barriers which limit
the rule-making power of governments (G. BrennaBu&hanan, 2000). As such,
they are normally protected from change by insthal features such as
supermajority requirements. While constitutions subject to implicit change and
can be undermined in various circumstances (Ackeyi@91; Higgs, 1988; Voigt,
1999), the basic constitutional structure of thetéthStates has not changed since
1787. Again, this stability may be desirable givére current competitive
environment, but this should not blind us to thetsmf such stability. The world
has change a great deal since the constitutiordvedited, and it is implausible that
the optimal constitutional structure has remainetthanged given massive
reductions in communication costs, serious demdgcapchange, several
generations of political theory, and a wealth oivrempirical data on the effect of

constitutions.

With free entry, the problems of organisationalriizeare effectively sidestepped.
Rather than struggling against the status quoijtutisinal entrepreneurs could
found start-up jurisdictions in order to test ideas smaller scale than would be
possible even in a very competitive governance giankth a fixed population of

established jurisdictions. Such an experimentaheot of governance would be

more conducive to innovation, which is surely angigant benefit of competition.
7.3. Relevance and implications

The notion of entrepreneurs starting their ownsjtidgtions is often considered
outlandish, and this may explain the neglect ofryetvarriers among political
economist§® If we are stuck with a more-or-less fixed popwatdf jurisdictions,
any talk of the implication of low barriers to enis hypothetical and irrelevant to
any serious political discussions. While such ac#as understandable in light of

the geopolitical status quo, we maintain that imstaken and speculate that it

8 It should also be noted that Tiebout effects inegal are sometimes dismissed as a ‘fairy
tale’ (Newton, 1997). Such critiques, as far as @an tell, are based on serious
misunderstandings the Tiebout model and the anmgitiof analytic social science in
general (Dowding & John, 1997).
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results from an excessive focus on the short t&im. current geopolitical system
of nation states is a relatively recent developmant a number of alternatives
have existed at various points in history (Sprag94). It is far from obvious that
the current system is stable in the long termhla $ection we show that we have
seen high rates of state formation in the pastsaiggest that we may do so in the

future.
7.3.1. History

There have been a number of historical contexts leitv entry barriers judged by
today’s standards. Frontiers provide a space far emstrants in the governance
market, and have played a major role in institlonlevelopment. People
generally settle frontiers to exploit economic oppoities. The absence of pre-
existing political arrangements, though, creates tieed and opportunity for
institutional innovation at the same time. And Bmtighout history, we have seen
new frontiers, with their abundant space and laickrirenched interests, giving

rise to new forms of political organisation.

The European settlement of North America in theeatsenth and eighteenth
centuries shows this dynamic at work. The open espEcthis frontier allowed
many new jurisdictions to be formed. Colonies, sahehich were explicitly for-
profit enterprises, had a great deal of indeperglamcl varied in their approach to
governance. With an abundance of land and a sleodfgeople, colonies needed
to attract residents to survive and grow. Settleese comparatively mobile and
good rules would give a colony an advantage in dbmpetitive struggle for
citizens. Moreover, it was possible to start a medony, as those sick of religious
persecution in the Massachusetts Bay colony didunding Rhode Island in 1636.
We thus saw comparatively low barriers to entry &wl switching costs in this
market (Billias, 1965; Doherty, 1999; Greene, 19Bdighes, 1965, Chapter 2;
Osgood, 1904). In addition to the colonies, manyn® hadde factoautonomy.
Many of these were founded as for-profit entergriaad similarly competed for
mobile settlers (J. Martin, 1991). Churches andiousr culturally-specific
governance providers added to the diversity (Aughtba983, Chapter 1), and the

result was many new entrants into the governanckenhaompeting for citizens.

As the space on the East coast became scarcerotiieerf shifted west. Those
settling the Old West became institutional entreptes and devised a number of
ingenious ways of solving collective action probterSome new institutions were

entirely voluntary and decentralised, while othdrsgan to resemble states
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(Anderson & Hill, 2004). As the American frontietosed and power slowly
centralised, the forms of government that resuftedn this innovative period
turned out to be a significant improvement oveirtBiropean predecessors. The
compound republic of the United States was a uniqurebination of features from
other past and contemporary political systems,iendonstitution has served as a
model for new and reforming nations since that tifB&ustein, 1987; W. J. J.
Brennan, 1991).

Another suggestive example is the Greek city stateire, which consisted at any
one time of around 100 self-governing (though Haiags entirely independent)
poleis scattered around the Mediterranean and Black deasng the fourth
century BC, the total population of these poleiswaobably at least 7.5 million
(Hansen, 2006, pp. 31-38). New cities were formé&i colonisation. Upon
settlement, each colony would be an independeris path its own laws and
constitution. While settlement was often directgdelxisting poleis, this was not
always the case. Some colonisation efforts wereemaklen by groups of
individuals without any formal sanction. There wedveo significant waves of
colonisation: from 750-500 BC, many colonies wererfded in the Mediterranean
and Pontic regions, and from 331-200 BC, as mareekscolonies were founded
in the former Persian Empire following the victasy Alexander the Great over
Darius Il (Graham, 1964; Hansen, 2006, Chaptdrsgtskhladze, 2008).

During this time, entry barriers were low and wevsa great deal of state
formation. As our theoretical argument would pre&diGreek city states were
highly competitive and innovative. Due to cultuaald linguistic similarity, among
other factors, the Greeks were ‘unbelievably mohite unbelievably easy-going
about letting strangers settle in their cities’ Kiden, 2006, p. 34). Each polis faced
a genuine risk of being eliminated through desertio conquest and were forced
to compete in various ways, including the attrattad retention of citizens (Ober,
2008, pp. 80-84).

The result was a robust system of competition apoperation which limited

government power and produced a number of ingiitati innovations. As Ober
(2008) argues, Athenian democracy was, relatiateynative systems at the time,
a very effective system of making wise collectivexidions and anticipated many
modern findings in the social sciences. Democraayeineral was at the time often
maligned as leaving governance to the incompeteagses. In this respect, the

practice of democracy downplayed the role of expand sought to aggregate the
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dispersed knowledge of many individuals, the imgace of which would later be
described by Hayek (1945) and others (Ober, 200@per 1). The selection of
representatives by lottery anticipated the argunoéntueller et al (1972) that
randomly selecting representatives does a betterth@n current democratic
practice of aggregating preferences by avoidingptiodlem of rational ignorance.
The structure Athenian political institutions suhthe Council of 500 anticipated
findings in modern network theory, creating bridpities between otherwise
isolated groups to facilitate the flow of inforn@ti(Ober, 2008, pp. 142-151).

Further, the Greek system allowed for a large degfdfederalist cooperation and
coordination without endogenously centralisingesulting in collusion. The most
important institution facilitating this cooperatiavas thekoinon— a federation of
city states.Koina served a number of economic and political purpo3éey
facilitated trade by increasing intra-koinon mdliland issuing standardised coins,
cooperated militarily by producing regional pubioods such as garrisons and
sanctuaries, and obliged other poleis to help rimes of crisis (Mackil, 2013).
While this cooperation produced political instituts and organisations above that
of the poleis, and the koinon has been characteasea ‘federal state’ (Larsen,
1968), Greek federalism was bottom-up rather tb@rdown, and cooperation did

not lead to centralisation or collusion.

While these examples are by no means conclusieefaitt that two of the most
robustly competitive and institutionally creativeovgrnance environments in
history were characterised by low barriers to emnguggestive. We admit that
more careful empirical investigation is needed, diuhe very least the coexistence
of entry and competition in these examples provigasonably strong evidence in

a Bayesian sense.
7.3.2. Future

Given that the frontier has closed and politicatdeos (at least in the developed
world) are relatively stable, our argument may sepessimistic. we have

benefitted from the innovations of the past, buthpps we are now in an eternal
period of institutional stagnation. We suggest pilee. Secession is always a
possibility (Buchanan & Faith, 1987; Gordon, 2082rens, 2011), and there are a

81i.e. the observation that the two most celebragestiems of competitive government were
characterised by low barriers to entry is moreljike occur if our hypothesis is correct,

and thus a rational truth-seeker confronted witls tevidence should increase their
estimated probability of the hypothesis being adtre
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number of unorthodox proposals for reform which idoallow for the regular

formation of new politie&?

Sub-local forms of governance such as neighbourbassciations and private
subdivisions are already common (Boudreaux & Holoeni989; Foldvary, 1994;
MacCallum, 1970; R. H. Nelson, 2005). While thesegte communities currently
enjoy only limited rule-making autonomy, variousoposals have been made to
combine decentralisation with institutionalised ession rights (Foldvary, 2002;
Kling, 2009, Chapter 3; R. H. Nelson, 2005, Chaf2@). Rules which allowed
local groups or entrepreneurs to opt out of existinles and create their own
communities would drastically reduce entry barrigmsthe governance market,
though the political feasibility of this approactepents its advocates with a serious
challenge (P. Friedman & Taylor, 2012, pp. 219-222)

Another approach is based on expanding the scomxisting special economic
zones to create entrepreneurial ‘start-up citi€gderes, 2013; Strong & Himber,
2009) or ‘charter cities’ (Romer, 2010). Chartetiesi would export the legal
systems of developed nations to uninhabited aréamaeveloped ones. Start-up
cities would involve for-profit entrepreneurs cadiually creating a new
subnational jurisdiction with significant authorinithin the borders of some other
states. Each of these approaches posits a plausiddes through which a legal
framework which would allow for the creation of n@wisdictions.

A third approach — and the one we generally prefier‘seasteading’ (P. Friedman
& Taylor, 2012)*® Seasteading is the creation of politically autonam
communities on the ocean, on ships or, in the lkanm, larger and more stable
structures perhaps modelled on oil rigs. By reliogal2 nautical miles from land,
entrepreneurs can effectively start their own couiwhile the freedom of the seas
is far from absolute or inviolable, the currentineg of maritime law provides for a
significant degree of internal autonomy which cob&lused to create settlements

with innovative governance structures.

Additionally, under the flagging system of admiyalaw, a vessel essentially

franchises the sovereignty of an existing statetiwgaannual, virtual, commercial

8 0On the contractual nature of such enterprisegiteml, see Bell (2012).

8 ‘Seasteading’ is a portmanteau of ‘sea’ and ‘haesting,” the idea being that the ocean
is a vast area of unclaimed space ripe for settiérend possibly initial acquisition in a
Lockean sense, though this is in no way a necesspgct of seasteading). See generally
the Seasteading Institute’'s website at http://saaléhg.org.
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relationship of registering with their ship regystrThis allows jurisdictional
competition without the physical costs of relocatigince the vessel can change
policy bundles via a new flagging agreement withthe citizens needing to
physically relocate. It also makes it easy to falymamic federations where entry

and exit are guaranteed under current internatiemal

Cruise ships and oil rigs show that life at sefe&sible given a sufficiently strong
economic incentive, and pirate radio and gamblihgpss show that such an
incentive can come from the costs of regulatioriamial. As commercial operations
on the ocean drive innovation in seafaring techgwland increase the legal and
political knowledge required to co-exist with incliemt states, barriers to entering

the governance market decrease.

The future of governance has yet to be written. &pnedict — either with dread or
jubilation — the emergence of a single world goweent or a centralisation of
power in large regional states (Marchetti, 2008:Ndte2003). At the other end of
the scale of possible futures is a decentralisestery of many thousands of
autonomous competing governments (Barber, 2018riedman & Taylor, 2012;
MacCallum, 2003; R. H. Nelson, 2005). The defasBuenptions that the number
of nations or the height of entry barriers will @@mroughly the same are not well
supported by theory or history, and so it behovestaiunderstand how these
changes will affect political rent-seeking and itagtonal evolution.

7.4. Conclusion

A number of political economists have argued tlidihg citizens more freedom to
vote with their feet would improve political outces by disciplining governors
and allowing for institutional innovation. We shainés judgment, but the argument
presented above suggests that bringing about a mompetitive system of
government may not be as simple as has commonlg bepposed. It is not
enough to simply give citizens greater freedom ovement; entrepreneurs must
also be given the freedom to enter the governanakkeh Competition can be
undermined by collusion, centralisation, speciétiiest capture, and inertia. Entry
mitigates each of these problems and would producsbustly more competitive

system of governance.

We have offered some anecdotal evidence for oumcléut more rigorous
empirical work is required before our hypothesia e fully accepted. We have

strong evidence that entry promotes and protectgpetition in other markets, but
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the peculiarities of the market for governance &hoot be underplayed. Still, the
theory and evidence we do have points us towardsctinclusion that entry
barriers do matter for Tiebout competition. Theemu® of serious investigation of
entry, while understandable, means that therelésge gap in our empirical and

theoretical knowledge of Tiebout competition.
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8. Seasteading: Competitive Governments on
the Ocean (co-authored with Patri

Friedman)

Abstract: Those advocating reform to increase competitiomoag governments
are caught in a catch-22: they recognise that cditipe is needed to improve
rules, but seek to increase competition by chantiegules. Reforms emerge from
the strategic interaction of political actors, atite only way to robustly alter the
institutional equilibrium is to alter the non-ingttional factors which structure the
game. Developing the technology to enable seastgadithe establishment of
permanent, autonomous communities on the oceanrikesstat the root of

uncompetitive government and sidesteps the probfaaform.
8.1. Introduction

A number of political economists and activists haeen the potential to improve
government performance by subjecting governmentsotopetition for mobile

residents. Giving citizens greater choice of goaaoe providers would allow for
the sorting of individuals into jurisdictions by rdand for public goods (Oates,
1972; Tiebout, 1956) and social policy preferenEealicis & Francis, 2011;
Janeba, 2006; King, 2005), force governors to gitizens the policies and public
goods they want at reasonable tax rates (G. Bre&nBaochanan, 1980; S. Sinn,
1992), and enable innovation through decentralesqrbrimentation (P. Friedman
& Taylor, 2011; Vanberg & Kerber, 1994; Vihanto,929 Wohlgemuth, 2008).

A number of reforms which would increase compatitivave been suggested,
including the devolution of power to lower levelsgovernment (Buchanan, 1995;
Osterfeld, 1989; Tullock, 1994), the creation oivare residential communities
with greater autonomy (Foldvary, 1994; MacCallura7@; R. H. Nelson, 2005),
the unbundling of governance services to allow tgreahoice and competition
(Eichenberger & Frey, 2002; Frey & Eichenberger96,91999; Kling, 2009,
Chapter 3), and the creation of ‘free zones’ (Sir&Himber, 2009; Strong, 2009)
or ‘charter cities’ (Romer, 2010) on unoccupieddamithin existing jurisdictions.
The problem with these proposals is that they el bn the reform of existing
institutions or the consent of existing governmeiitsa competitive market for
governance, we should expect governments to makbk sancessions; in the

current uncompetitive system, we should not. Thisdpces a classic catch-22
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situation: we need to increase competition in otdeémprove policy, but we also

need to improve policy in order increase compatitio

Escaping the current monopolistic equilibrium regsius to focus on the non-
political determinants of competition: the geogilaphand technological

environment in which governments are embedded. ®bustly improve

governance, we need to intervene at this bare-ntegtal rather than attempt to
directly reform existing policies or institutiond/e propose an unorthodox form of
intervention which we argue would achieve this gealeveloping the technology
to create permanent, autonomous settlements oodba&n. Settling the ocean —
seasteading — would open a new frontier. The freedd international waters

allows for the introduction of new competitors ke governance market without
reforming the old system, and the fluidity of theean — which allows large objects

to be moved cheaply — would make for a more cortipetmarket in the long run.

In section 8.2 we develop a three-level understandif politics, with each level
being shaped by the one above. We draw out theidatjgins for policy and
constitutional reform, arguing that the most effexztand robust point of
intervention is at the environmental level. Sect&B outlines how seasteading
would work, describes the challenges involves, angues that these are not

insurmountable. Section 8.4 concludes.
8.2. Rules as emergent phenomena

Politics is a spontaneous order, with lower-leweicomes shaped by higher-level
incentives. Public choice theorists have recognikat policy choice is structured
by constitutional rules but have largely ignored thigher-level incentives which
shape constitutional choice. Advocates of competigiovernment have recognised
the incentives which shape institutional developimaut have paid insufficient
attention to the non-institutional factors whicmili competition. In this section, we
consider politics as existing at three levels -esumeta-rules, and the competitive
environment — with each level being influenced Wyse above. This
understanding of politics suggests that robust aw@ments in policy are most

likely to come from changes in the competitive eawiment.
8.2.1. Three levels of politics

Policy-focused economists rightly see economic ams as emerging from the

interaction of many individuals acting under coatts. This imposes limits on the
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extent to which policy-makers can intervene torattetcomes. Thus, economists
will tend to see price controls as foolish: prieeserge from supply and demand
and any attempt to centrally direct this emergengicgss is doomed to failure.
What policy advocates are forgetting is that thmesgroblems which prevent
certain policies from working as intended also preavworthwhile reforms. The
political system comes with its own incentives whitymie the efforts of well-
meaning reformers. Just as a failure to appredtisdessons of economics leads
some to think that prices can be changed at withilare to appreciate the lessons
of public choice theory leads some to think thaigxes can be changed at will.
Thus, an understanding of public choice theory reaieonomics ‘a discipline
which both conceptualises improvements in politios simultaneously shows why

such improvements must remain unrealised’ (Wedt@$4, pp. 339-340).

Public choice theorists stress the need to disiigletween two levels of politics
(G. Brennan & Buchanan, 1980; Buchanan & Tulloc®62). At the first level is

the workaday politics in which rules for governihngman behaviour are created,
altered, and repealed. Shaping this level, thoaghthe meta-rules which exist at
the constitutional level. Democracies and autoesaceach provide different

incentives for the creation of rules. Within thendd classification of democracy,
various specific meta-rules on how representatiges elected, how decision
making power is distributed, and how branches efgament interact each have a

significant impact on the rules which are evengueateated”

While lobbying representatives, campaigning for ital candidates, or
influencing voter preferences may have some eftgcthe margin, changing
constitutional meta-rules has the potential to negfectively and robustly improve
policy outcomes (G. Brennan & Buchanan, 2000; Boaha 1975b). If we are
worried about the civil liberties of minorities,rfexample, giving minority views a
greater weight in collective decision making ielikto be a more effective way of

protecting them than advocating particular non4ifisinatory policies.

Buchanan (1984) describes public choice theoryjectioen of the benevolent
despot model of government as ‘politics without amme.” However, public
choice-inspired constitutionalism is not completeige of romance, since
constitutional meta-rules are generally consideasdabove ordinary politics. A
central move in constitutional political economytésposit a ‘veil of uncertainty’

similar to Rawls's (1971) veil of ignorance buttwthe slight advantage of being

8 See Mueller (2003) for an extensive and rigorausesy of public choice theory.
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real: since constitutional rules are general amijasting, individuals will not

know which rules will suit them best. The positiof would-be constitution-

makers is similar to that of players in a card gaBefore the cards are dealt,
nobody knows which particular rules will be to theidvantage, and they will
rationally agree to rules which maximise aggregatdibeing (G. Brennan &

Buchanan, 2000, Chapter 2; Buchanan & Tullock, 19§277-80).

Constitutionalists are correct that interventiortteg constitutional level provides
greater leverage than at the policy level. The tituti®nal level of choice,
however, is not above the problems of politics. €ibutional rules require
enforcement and can be broken or circumvented g¢irdiberal interpretation (De
Jasay, 1989; Farrant, 2004; Tullock, 1987; Void@99), special interests can
influence constitutional choice (R. McGuire & OHdfe 1986, 1989; R. McGuire,
1988; Parham, 2010), and problems caused by expegsslitical behaviour can
be exacerbated at the constitutional level (G. Baen& Hamlin, 2002; Crampton
& Farrant, 2004). Public choice theory makes thesoa that we have bad rules
clear: we have bad meta-rules which are resistachange. That merely shifts the
question one level higher, however: why do we Hzag meta-rules? This question

has received much less attention by public chdieerists®

Government, whether we are thinking in terms oésubr meta-rules, is not some
unitary social actor but rather a spontaneous ced@rgent from the interaction of
various political actors constrained by their eamment and each other (Wagner,
1993). Focusing analysis and intervention at thaestimtional level is a big

improvement over policy analysis and activism, lustill misses the more

fundamental incentives driving outcomes. Consbtindi reformers are asking the
same decision making rules which they have jusieddend to produce bad policy
to produce good meta-policy (Wegner, 2004; Witt92)9 The persistence of bad
constitutional rules despite the advice of publiwice theorists is a strong
indication that all is not well at the constitutidrnevel of choice. Rather than being
at the very top, guided by enlightened self-interesnstitutional rules emerge
from human interaction and change only accordingthte incentives of the

environment.

8 A notable exception is the work of Lowenberg andg (Y990, 1992; Lowenberg, 1992),
which considers the environment in which constitusi are made and concludes that exit is
crucial in ensuring that good meta-rules are choS8empetition acts as a substitute for the
insufficiently-thick veil of uncertainty.
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An important aspect of the meta-constitutional emwinent is the level of
jurisdictional competition. If citizens have a ctwiof governance providers, they
will tend to move to those which best meet theiedse This would allow people
with similar policy preferences to group togethegnstrain governors, and
encourage innovation; improving policy both dirgcihd indirectly by improving

constitutional rule&®

What we really care about in any market is the eanguality, and price of
products. In the market for governance, we careitath@ range, quality, and price
of policy bundles. We would think it rather unheipif someone suggested that we
could get better customer service in an industnyfirih representatives were
friendlier and more informed. Surely the firms nahis, and their customer
service is constrained by other factors - the watiesy are able to offer
representatives, the marginal value to customers befter service, the
competitiveness of the industry, the length of¢hstomer relationship and ease of
switching, and so forth. Yet when an economist adtes for a better policy, they
are essentially doing the same thing - ignoring tthe constraints that produce
existing policies. Constitutional reformers suctBaghanan give a better answer -
in our metaphor, they are suggesting changes torfnisation of the firm that
should lead to better customer service. While tieilects a deeper level of
understanding, it is still missing the bigger pietuwhat competitive pressures
exist to encourage firms in this industry to optmtheir organisation? By thinking
of governance as a product, we can see the limntstdf constitutional analysis -

namely the lack of incentives the industry hasitmivate constitutionally.

Competitive industries have good products becahnsg have good firms. They
have good firms because of the discipline imposetexperimentation enabled by
competition, which is the root cause of the endlte¥ product quality. The same
logic suggests the opposite outcome for governmeas, it is an
industry characterised by a series of geographicadopolies with high barriers to
entry for producers and high switching costs fomstoners. The lack of
competition leads to little pressure to evolve gowta-rules, and the flawed meta-

rules lead to flawed policies.

% The case for competition among governments has imeele sufficiently well elsewhere,
and we will not rehearse that argument here. Seerghy S. Sinn (1992), Breton (1996),
and Frey and Eichenberger (1996). On specific liisneke the sources cited in the
introduction above.
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8.2.2. The catch-22 of reform

There are a number of reasons for thinking thaitiexj governments are unlikely
to implement changes in order to increase comepatitiFirst, established
organisations — particularly large and long-esshigd ones like typical national
governments — are generally resistant to changeri@®man & Taylor, 2011). All
organisations establish routines to lower decisimaking costs and increase
certainty, and these will tend to reduce innovatioidl structural change (Cyert &
March, 1963). More importantly for institutional aige, special interests wishing
to maintain the status quo and the power to bloop@sed changes will
accumulate over time. Olson (1982) argues thatrusgd distributional coalitions
form only rarely, but are very resilient once elshied. Organised interest groups
will tend to make political equilibria quite stab{®unger, 1998, pp. 135-138).
Interest groups tend to have an interest in maiimgithe status quo, since it is the
status quo which has given them their current lesfepower. Mokyr (1994)
describes the way in which technological regimexipce interest groups with an
incentive to block technological innovation andtitagional change, and electoral
rules are very stable since they ‘often excludenfpwlitical power those with most
cause to change them’ (Dunleavy & Margetts, 20029%). The governing party
and median voter have existing electoral instingito thank for their privileged
position, and will generally not be in favour offaen (Congleton, 2004).
Institutions tend to be very resilient when thepyide benefits to those with the

power to decide their fate.

This makes institutional reform to encourage coitipat among governments
particularly unlikely, since this would involve gemments acting to reduce their
own market power. Elites will enact reforms whigduce their own power when
forced to do so by circumstance. Autocratic ruldos, example, might extend
voting rights to subjects when threatened with enge (Acemoglu & Robinson,
2000) or exit (Congleton, 2011; Engerman & Sokglo#005)%" Electoral

87 Strong (2009) suggests that dictators could beergiequity in free zones, thus
incentivising them to allow for institutional contimn to promote economic growth.
While this idea has much merit and similar incesgivhave undoubtedly driven the past
creation of special economic zones, the extenthizhvthis will encourage competition is
limited to the extent that it reduces the dictatarionopoly power. A rational dictator will
maximise the discounted value of resources extilafttan subjects. Security in extraction
will prompt the dictator to expend some resouraegpliomoting production, but such
investment will remain well below the socially apal level (M. McGuire & Olson, 1996;
Olson, 1993). Indeed, dictators already have thresmtives to increase production and one
strategy they use is the creation of special ecimaones. The incentive Strong identifies
is already part of the equilibrium.
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competition could potentially produce a similaraare: if voters demand reform
to encourage jurisdictional competition, vote-sagkpoliticians would be forced to
supply it (Wittman, 1995). While we cannot reviehe targuments against such
democratic efficiency hef&, we would point out that the argument for
interjurisdictional competition presupposes tha&ctral competition is not up to
the task of disciplining governors. That is, tlase for this desirable institutional
reform is based on the idea that many desirabkgutisnal reforms are unlikely

given current conditions. If we could expect cutrgovernments to make wise
decisions, we would not need them to change thesistbn making procedures.

Thus, beneficial institutional change is likelyaifid only if it is not requiretf.

While governments do sometimes devolve power, #meel trend seems to be
towards political centralisation and the restriatiof jurisdictional competition,
despite some mild decentralisation since the 19@@ses, 1999, p. 1145; Sorens,
20009; Tilly, 1990, pp. 45-47; Vaubel, 1994, pp.4533). Such centralisation is to
be expected from a public choice perspective, dimca governments can increase
their monopoly power through such measures (Blankan0; Eichenberger, 1994;
Vaubel, 1994). There are also other means througblhwgovernments can restrict
competition. Cartels are apt to form when thereaafew major players and high
barriers to entry. This describes the governancgusmy fairly well, and
supranational organisations such as the United oNatiand World Trade
Organisation can act as coordination mechanismsnforce cartel agreements.
Recent moves towards tax harmonisation can easilysden as a price-fixing
arrangement (Edwards & Mitchell, 2008).

The incentives of the current political ecosystemdently do not favour the
significant decentralisation of power or the proimotof competition, and any
attempt at decentralisation through reform musskclavith those incentives. A
more competitive market for governance is the npostnising way of improving
the range and quality of rules, but reforming emgsjurisdictions from within is an

unlikely way of bringing about such a situation.

8 But see especially Olson (1982) and Caplan (2007).

8 Dwight Lee (1989) makes a similar argument witspezt to the impossibility of a
desirable minimal state. Government power can inédd if and only if such limitation
would be undesirable.
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8.2.3. Technological intervention

To robustly improve government, we need to proncot@petition by lowering the
cost to consumers of switching governance provid&sSinn, 1992) and the
barriers to new firms entering the governance nta(Re Friedman & Taylor,
2011). The standard structure-conduct-performanegadigm of industrial
organisation sees such market conditions as detechtiy factors exogenous to the
firm, such as technology and demand (Carlton &d?er2005, p. 3). Likewise, to
see what ultimately determines the conduct andopednce of government, we
need to consider factors exogenous to polificsdeology, culture, geograptl,
and many other factors surely play a role, but oanmealistically be changed.
Meanwhile, a factor which is constantly changingptigh concerted human action
is technology? This is the level at which the equilibrium may moeealistically be

disrupted.

The rise of the modern state is intimately conrgbcteith technological
development (Marquez, 2007). Changes in militanchm®logy increased
economies of scale in warfare and gave large raltistates with the power to
support standing armies an advantage over smallalsr(Tilly, 1985, 1990).
Effective control of a region required a numbertethnologies such as censuses
and communication technologies to render subjetdgible’ (Scott, 1998).
Technologies can also decentralise power. Someearfipr example, that
anonymous communication and exchange through Higiterency and strong
cryptography would allow people to escape goverrinoemtrol (D. Friedman,
2008; Ludlow, 1996, 2001). Technology has dramiyiclmwered the cost of
moving capital across borders and thus increasedniational tax and regulatory
competition (R. McKenzie & Lee, 1991). Current teglogical developments may
be lowering the costs of individual mobility and kirey the threat of jurisdictional
exit more credible (MacCallum, 2003). More impottanfor our argument,
technological change can also open new frontieraséful way of thinking about

the frontier is as the point at which the net ecoitovalue of some resource

% Industry structure does feed back upon barriemsntoy and switching costs, however:
switching costs are partly determined by the geulyjrasize of governance providers, and
an uncompetitive industry will facilitate anticonjppge behaviour on the part of
incumbents which makes entry more costly.

L While the geographic environment cannot easilynbelified, locational decisions can be
made for political reasons. Scott (2009) arguesriwving to hilly areas beyond the reach
of states can be a deliberate strategy of stat@lawce. Seasteading can be seen in this
light, but the role of technology in opening frans is crucial.

%2 The overall direction of technological change islicected (Arthur, 2009), but human
agency is effective in the development of partictdéahnologies.



147

becomes positive (Anderson & Hill, 2004, pp. 10-IMhe new technology of the
railroad, for example, gave land in the Americanstwpositive value to non-
Indians, bringing it within the frontier. This all@d new settlements outside the

reach of any state and thus lowered barriers tty @mthe governance market.

Technological innovation, then, can be a form ditipal activism. A significant
advantage of technological activism over policy aodstitutional activism is the
relative ability of humans in each area. Humansehalvown themselves to be
extremely capable of solving very difficult techogical problems, and
technological progress has been extremely raprg@gent centuries. We are much
less capable of solving large-scale social problekivhile people in small,
continually-interacting groups are able to credyivevercome collective action
problems (Ostrom, 1990), the problems endemic tgelagovernments are
testament to our incompetence in large-scale socganisation. By reducing the
political problem of how to improve rules to a tactogical problem — even a very

hard one — we shift the challenge into the realiushan capability.

The ocean is a wide open space with potential vaedug@mong other things) its
flexible regulatory environment and potential aslank canvas for socio-political
experiments, but this value is currently not extgldiat any significant scale. There
are a few examples of people taking to the seaduars greater freedom, which we
describe in the next section, but the total poputabf the sea has remained low.
Developing the technological, economic, and legaividedge required to settle the
oceans would make the governance industry radicabre competitive and

innovative.
8.3.  Seasteading

It may seem strange to argue that the way to ingpmlicy is to settle the oceans,
but the above analysis suggests that this unorthettategy is more likely than
conventional political activism to significantlytat policy outcomes. We know
that existing systems are robust against substargfarm, and that lowering

barriers to entry allows potentially disruptive qostitors to enter an industry.
Some of these competitors will find new forms afamisation at the constitutional
level which will increase innovation and efficienaythe policy level. To do this,
we need a new frontier — a blank canvas on whictiabmr constitutional

entrepreneurs can create their products and tsi ith reality by seeing if they can
attract citizens. In the long term, space migbt/jute such a frontier, but right now

it is far too expensive. In the shorter term, \egéhthe ocean.
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Seasteading is the establishment of permanentn@utmus communities on the
ocean — homesteading the high seas. This couldbe dn modified ships or, in
the longer term, on innovative designs resemblingplatforms. Whilede jure
sovereignty may be desirable in the long term,ntieelium-term goal is simplgle
factoautonomy: seasteads will not be recognised agaigneby other countries or
be granted a seat at the UN for some time. Seasteauld be places where profit-
seeking entrepreneurs or groups of individuals vated by other concerns could
establish permanent settlements with the poweretotiseir own rules. Early
seasteading communities will likely be single véssenhile in the longer term we
may see clusters of multiple vessels joining toetaklvantage of economies of
scale while retaining individual or small-group niitlp. Seasteading communities
would be forced by their environment to competehveiaich other and with land-

based states for residents.

The biggest advantage of the ocean is its lowsidra to entry in the governance
market. Since existing states claim sovereigntgr avery piece of land and are
reluctant to sell, the barriers to entry are exelgniigh. Under international law,
even a small rock extends resource rights in a @00incle, and hence states
vigorously defend their ownership. While the cobtcreating marine real estate
will not be insignificant, it is only moderate birst-world real estate standards.
The cost of space on early seasteads will be cabfgato that in major American
cities, and will decrease rapidly with scale anthtmlogical development (Petrie,
2011; Roddier & Aubault, 2010). Seasteading makadisg a new government
difficult but possible.

Insofar as it opens a new frontier on which to expent, seasteading makes the
ocean a substitute for land. Unclaimed land wowddteferable, but there is none
available. The ocean, though, has a further palitedvantage over land. The
physical properties of water make it cheap to miawge objects, which is how

cargo ships enabled worldwide trade. In terms a$tading, this would mean that
buildings are not tied to a particular patch ofarceurface, but could move around.
This sort of dynamic geography (P. Friedman, 205 three principle political

advantages.

First, it lowers the costs of switching governméha family owns its own floating
structure and becomes dissatisfied with the govemri belongs to, it can simply
sail away to another jurisdiction: with dynamic gesphy, people can vote with

their houses. This lowers the cost of switching treteby makes the market for
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governance more competitive. Of course, peopldiedein place by more than the
difficulty of moving their possessions from one foto another. Mobility is surely
limited far more by work and social obligations rihay the physical costs of
relocation (T. Lee, 2010). The possibility of vatiwith one’s house will therefore
have only a minor effect on competition. The edselocation will be much more
beneficial to businesses. Some businesses williretieal in place by specialised
staff tied in place by social factors, but otherdl Wwe more footloose. Since
competitive governments will respond to marginahszamers, this will increase

governance quality even when most people and fivave significant costs of exit.

Second, dynamic geography addresses the concetapén (2001) that Tiebout
competition is undermined by the fact that goveceaquality is capitalised into
real estate values. When land is tied to a padicpirisdiction, reductions in the
quality of governance will immediately lower landiges. This means that
landowners have no incentive to exit bad jurisditsi since they have the choice
between putting up with low-quality governance daking a capital loss when
they try to sell. Fascinatingly, however, this ist the case on the ocean. Since
floating real estate can be moved between juristist the value of floating real
estate is not permanently reduced by a propertyrierease, because there is the
alternate use of moving the real estate to a neigdjotion. This restores the
property of a well-functioning market, where goasto their highest-valued use.
Floating real-estate will move to the jurisdictierhere it is the most valuable
whenever the value difference is greater than tts¢ of moving it. This cost will
be substantial, yet based on the cost of movinglatforms, is likely to be a small
fraction of the value of the real estate. Thus emains a check on government

power on the ocean.

Third, dynamic geography allows jurisdictions tdl fenore gracefully. Olson
(1982) argues that politically stable societiesdgedly accumulate and entrench
powerful interest groups able to harvest sociadueses through rent-seeking. This
impedes economic growth and makes the vast majofritye population worse off.
When the prevailing political system is overthrowhe special interests are thrown
out and we are likely to see better policy. Olsaguas that the post-war
performance of Germany and Japan, as well as adfiagher countries, confirm
this hypothesis. Unfortunately, political instatyilitends to be accompanied by
bloodshed, producing a tradeoff between peacedbilgy with high levels of rent-
seeking and violent instability with low levels @nt-seeking. Seasteading allows

us to have political instability without bloodshé@hamberlain, 2009). If rent-



150

seeking becomes too harmful in an ocean polityptiulation will gradually float
away. This allows the polity to die without beingveothrown violently.
Dysfunctional governments would no longer take @uable land, but would

wither and die based on the preferences of citc@rsumers.

While not everyone will want to live on the ocedime greater possibility of exit
will put competitive pressure on land-based natiand thus produce benefits for
land-lubbers. Since firms respond to marginal corexg, a majority of citizens
could be tied in place and still enjoy the benefitscompetition. Moreover, the
small-scale experiments enabled by seasteadingreitluce knowledge spill-overs

with the potential to inform constitution and pglimaking on land.
8.3.1. Historical precedents

While seasteading in its fullest sense has notogeurred, there have been a
number of near hits, where enterprising individused the freedom of the ocean
to do things they cannot do on land. Some have besivated by profit; others by
principled opposition to prevailing laws. Wherethdiffer from seasteading is in

their narrow focus on a specific problem.

Prior to the Second World War, a number of shigstted U.S. coast operated as
floating casinos. Existing just outside territoriglaters, these ships could
legitimately provide gambling services. The US goweent, however, did not
appreciate its citizens having a place to gambteexteeded their territorial limits
by shutting down some casinos. After the Secondidar, it became a crime to

own or transport people to a gambling ship (Stral@84, p. 140).

In the 1960s, a number of pirate radio operatoesi ube freedom of the seas to
provide commercial radio to the countries of Europkis gave consumers what
they wanted and also imposed competitive pressareexdsting states, which
eventually liberalised broadcasting laws. Befores tliberalisation, though, the
government harassed pirate broadcasters in a numibeavays. The British
government dealt a devastating blow to pirate raglionaking it illegal for British

businesses to advertise on these stations (StrE@&4, pp. 141-145).

The most well-known proto-seasteading effort isRniacipality of Sealand, which
has managed to acquire a certain degree of intema@trecognition as a country.

Founded on an abandoned sea fort off the coastglitid, Sealand has been home
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to a pirate radio station and the data haven bssiftavenCo (Grimmelmann,
2012; Strauss, 1984, pp. 132-138).

Early this century, the Dutch non-profit group Waman Waves set out to provide
safe and legal abortion outside territorial wat@rscountries where abortion is
illegal.” The group developed a mobile gynaecolagignit which can be easily
loaded on a ship which can then sail to wherevir iteeded (Gomperts, 2002).

There have been a number of other proposals tships anchored just outside
territorial water to provide services which aredial or heavily-regulated on land,

ranging from brothels to floating euthanasia chnic

Perhaps the greatest proto-seasteaders, thougtheargea nomads’ of Southeast
Asia (Chou, 2003; Sather, 1995, 1997, 2002; Sopt@ry; Tagliacozzo, 2009).
There have been a variety of peoples around ThhilBurma, Malaysia, the
Philippines, and Indonesia who have lived a noméféichunting and gathering in
and around the ocean. The most nomadic lived &ntine their boats and came
ashore only to trade, repair their boats, and gdtioen seaside jungles what the
ocean could not provide. While the numbers havendied due to resource
pressures, economic opportunities on land, and rgowent intervention which

made their way of life less feasible, a numbereaf somads remain.

The social organisation of the sea nomads is dfcodar interest, since mobility
seems to have led to a number of political advasayVhile there was and
remains some diversity, all sea homads historidadlgt a great deal of autonomy
and organised their social life in roughly compéealvays. Sather (1997, 2002)
describes the social, economic, and politicaldif¢he Bajau Laut. Until the 1950s,
they lived entirely on their boats, each of whidtmally contained a single family
of around five people. These families would form arage communities of
between five and fifty families. Within these commities, closely related families
- most commonly married siblings - would form tightunits of cooperation -
pagmunda’'- sharing a single mooring post and often fishilogether. The
organisation of these communities was very egéaiarwith no formal authority
providing governance. As in many customary systeftaw (Benson, 1990), there
were influential elders who would help settle digguand deal with authorities on

land, but they held their positions only by mainiag the respect of everyone else.

% http://www.womenonwaves.org
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Being nomadic boat people, the cost of exit fromsthcommunities was low. As
such, apagmunda'would sometimes break off to form its own moorage
community or join a neighbouring one. Moorage comities were thus subject to
jurisdictional competition. These communities atsok advantage of regulatory
competition among land-based feudal lords. Bajaut Llmoorage communities
were vulnerable to outside attack when mooredjquaatly by slave raiders. This
prompted them to enter into a type of feudal reteghip with land-based political
powers. A moorage community would ally with a cahsbrd offering protection
in exchange for a preferential trading relationsfipis led to an interesting form
of jurisdictional arbitrage. The Bajau Laut werelite. there was little tying them
to a particular mooring site. All they needed wasafe place to anchor during
monsoon season and to collect fresh water anddiwdywand someone with whom
to trade. Since there was certain to be another dotittle further up the coast
willing to provide that, lords were forced to congdo provide protection for
Bajau Laut communities. This ensured decent priotecteasonable trading terms,
and no undue interference in community matters itiespe fact that the Bajau

Laut were a highly stigmatised group (Sather, 2@@2 28-30)
8.3.2. Challenges and strategy

When viewed as an industry, governance is the $angethe world, representing
approximately 30% of global GDP, or USD 18T/yedihus the potential gains to
entrepreneurs creating start-up countries that n@ycompete existing
governments are enormous. While the challengessigrgficant, they are not
insurmountable, and there is clearly incentivetterapt to solve them. The main
organisation doing this presently is The Seastegldistitute?* which is focused on

three main areas of research: engineering, busiarddegal.

Many of the engineering challenges have been foilypartially solved by the

cruise ship and offshore oil industries (Lamas r&lag& Friedman, 2010} These

industries have proved that, given enough econantgentive, people can live
safely and comfortably at sea for long periodsimit The engineering challenge
facing seasteading is to reduce the costs to ermblider variety of economic
activity, most likely by removing features of shipad platforms unneeded by
seasteaders, such as the high speed of cruiseastdpbe individualised design of

oil platforms (Hoogendoorn, 2011).

% http://seasteading.org
% For a number of papers on the engineering chaengf seasteads, see
http://www.seasteading.org/research/engineering
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To beneficially live on the ocean, seasteaders teéé able to produce enough to
pay for the overhead of marine real estat®ast floating city projects have
neglected the business case, assuming that escgpusgnment is a sufficient
reason to head to the ocean (Strauss, 1984). 3imgive, as investors want to see
concrete business plans. While seasteading caredsymbe, like current
governments, a real estate business offering jatiedal space to a wide variety
of economic activity, it is difficult to become esmeral platform without first
having a specific application. The move from aggdiion to platform only happens
once there are enough applications to create edesowofh scale in serving them.
Thus successful seasteading will require soundnbkasiplans which leverage the
comparative advantages of the ocean. Certain Bs@sesuch as aquaculture can
only be done at sea, while other industries arbesvily regulated on land that it
will be worthwhile putting up with the inconveniex of the ocean to provide
them — just as gambling ships and pirate radioaipes did. One such business is
The Blueseed Projettwhich plans to create a floating entrepreneurskigtre 24
miles from Silicon Valley, thus providing immigranivith access via ferry without
the need for a residential visa. Medical tourismai®ther promising business
model for seasteads, since it is a rapidly growimgiltibillion dollar industry
(Reisman, 2010). Those in first world countrieshsas the United States already
spend enormous time and money flying long distanegsdaces such as India for
medical procedures. Medical seasteads could presemich cheaper and easier
alternative. Beginning with low-cost procedures lded by cheap labour, and
progressing to promising new treatments still wogkitheir way through the

labyrinthine FDA approval process could be a vagrdtive enterprise.

Perhaps the most serious challenges lie in thd #riea of research: international
law and politics. If the governments of the worlécitle they do not like
competition, seasteads will have little chance wivisal (Balloun, 2010). The
actions taken against gambling ships and piratie stdtions demonstrate that this
is a real danger. This makes it paramount thatesads respect botte jureandde
facto international and local national law, and desistrf engaging in business
practices which enrage coastal states (Mutabdzipogders, 2011). The slightest
suggestion that a seastead is being used to edipays or enable the financing of
terrorism will threaten its existence. This rulest @ertain otherwise viable

business plans, such as anonymous digital ban&sg,inherently enables money

% Marty and Borders (2011) provide an overview of thatext, opportunity, and challenge
of seasteading business. See genehdify//www.seasteading.org/research/business
7 http://www.blueseed.co
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laundering. Fortunately, since almost every bissigenefits from more effective
governance, seastead entrepreneurs can aggres$itetyfor those business

models for which there is no proven history of méntion.

The strategy of The Seasteading Institute is tagam research in these three areas
to reduce uncertainty and lower expected seasteat$,cas well as building a
community of interested seasteaders and entremené&ogether, these will create
an environment that will give rise to the first sexad ventures, and the majority of
Institute resources are focused on removing thedpaito these first attempts, with
a minority devoted to long term work such as resean large floating structures

and sovereignty.
8.4. Conclusion

A world of truly competitive governance — in whibhrriers to entry and switching
costs are both low — would be an enormous boorutoam wellbeing. Not only
would competition constrain the power of governmettus fulfilling the promise

of constitutionalism — it would also induce inndeatand foster diversity in rules.

Rules are a social technology in the sense thatahew us to cooperate to achieve
our goals (R. R Nelson & Sampat, 2001). Like anghtwlogy, rules can be
improved. We cannot predict precisely how the tetbgy of governance will
evolve given decentralised experimentation guidgdnidividual choice — just as
Alexander Graham Bell could not have foreseen tbdam smartphone - but we
can be confident that it will improve. Rules ar@aticularly crucial technology
because they form the environment in which othehrelogies develop, and thus
have a strong influence on the speed and variepllafther forms of innovation
(Baumol, 2002). We tend to overlook the enormougemtial of ongoing
technological change, but the progress we have siaea the industrial revolution
may be only the beginning. Human ingenuity will tone to make our lives
better, and will do so more rapidly with betteresil All the greatest problems of
the world — poverty, disease, and existential rildesglobal warming — are deeply
and directly affected by the quality of our ruleBoverty happens where rule sets
are bad; medical progress has been enormously dlbweegulation like the 1962
Kefauver-Harris amendments in the US (Klein & Tablky 2002; Peltzman, 1973,
1974); and the mitigation of existential risks aglobal public goods, thus
underprovided given the lack of good internatiocabrdination mechanisms
(Kaul, Grunberg, & Stern, 1999).
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Seasteading offers the potential to dramaticallyeloboth barriers of entry and
switching costs in the governance industry, infiieg the rate of innovation at a
deep level, and producing more, better, and cheages. In essence, a little
technological innovation could unlock an unprecée@nlevel of political
innovation, giving rise to a Cambrian Explosiongovernment. Seasteading is a
means of producing political change and it is cetesit with other proposals such
as functional, overlapping, competing jurisdictiq®sey & Eichenberger, 1999),
for-profit governments (MacCallum, 1970), and ddepal democracy (Kotler,
1969). The beauty of working on the technologiegdabilities of actors rather than
institutions themselves is that institutions becandogenous to the preferences of
individuals. Experimentation will tell us whethenhundling government services
is desirable and whether decisions should be mgderdprietors or deliberating

citizens.

While the challenges in making seasteading a yealé not trivial, we have argued
that seasteading, unlike most activism, improves thue determinants of
governance quality while avoiding the vicious clesity of using deeply flawed

and unresponsive political systems. Thus the ergecalue of this unusual form
of activism is far higher than the dominant apploat proposing and advocating
for specific policies or even constitutional ruleBy extending traditional public

choice models to consider industry structure aedntbn-institutional determinants
thereof, we believe we have found a lever — thatieo — and a fulcrum — the

ocean — from which we can move the world.
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9. Conclusion

9.1. Introduction

Each chapter of this thesis has relaxed one or nobréhe assumptions of
mainstream public choice theory. | have endogenispistemic rationality

(chapters 1-2), assumed other-regarding (chapteanfl) expressive (chapter 4)
preferences, modelled dispositional choice (chapfer6), considered the out-of-
equilibrium dynamics of political institutions (gbters 6-8), used feasibility
analysis to constrain normative theory (chapter§),5-and discussed the
demandingness of feasibility constraints (chap?e®&. Though | have covered a
great deal of ground, | wish to argue in this cadiolg chapter that these papers
share a common methodological approach to rati@maice analysis and a

common positive and normative interest in the campa of exit and voice.

This chapter begins by arguing that revisionisinelets have always been present
in rational choice theory. It then outlines eaclhptlr, paying special attention to
the broad implications of the arguments made amwd the relate to one another.
Finally, the chapter draws on this discussion tmipto important areas of future

research for the revisionist public choice analg$isxit and voice.
9.2.  Arrevisionist history of public choice theory

| have suggested repeatedly in this thesis tha&n@lt choice political theorists
have for the most part retained a common set oplffiying assumptions taken
from economics and that these assumptions havelesleome interesting causal
mechanisms and obscured others. As a general dlatand by this, but it is
important to recognise that there has been a omigti strand of public choice
theory since its inception, particularly in the fliaitly or explicitly) comparative
study of exit and voice. Indeed, many of the fouad#f public choice theory are
revisionist in important respects. In this sectiovould like to review some of this
work and suggest that revisionist public choiceotlieas understood here is a

continuation of the public choice tradition ratligsn a challenge to it.

There is a trace of revisionism in Downs’s (195i8cdssion of rational ignorance

and the paradox of voter turnofitwhile the idea of information costs was present

% The exit and voice comparison is largely implitit Downs, with the exit-enabled
consumer of economic theory serving as a benchragdinst which the voice-enabled
voter is compared.
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in economics when Downs was writing, imperfect infation was not the
prominent idea it became in the 1970s following therk of Akerlof (1970),
Spence (1973), and Stiglitz (1978)While Downs did not embrace the potential
implications of rational ignorance and rational tabhfon, some early work
building on his analysis did have more explicityisionist elements. The problem
of rational abstention identified by Downs (195%) that since the value of a
desirable electoral outcome must be discounted ly vanishingly small
probability of pivotality, the expected value ofvate will be outweighed by the
costs of voting unless the benefits of a desirahlecome are assumed to be

implausibly high. Formally, the expected benefiaofote is given by®
R=PB-C

WhereR is the individual expected value (reward) of vgtiR is the probability of
pivotality, B is the individual differential benefit of a favalnle electoral outcome,
and C is the individual cost of voting. Rational choitkeory predicts that
individuals will vote if and only iR > 0. SinceC is assumed to be positive aRds
assumed to be very close to zdRowould have to be implausibly large for voting
to be rational. Rational choice theory would seamptedict that voting is
irrational, but large numbers of individuals dowmtarily turn out to vote. The fact
that Downs and Tullock begin with rational choicgsamptions and show that
many people are behaving irrationally is sometlahg paradox for rational choice
theory.

There have been a number of attempted resolutiorthis paradox®* but one
approach in particular has a revisionist flavouheféas Downs argued that people
voted in order to instrumentally support democracya claim which seems
implausible in light of the expected effect of agde person’s vote for democratic
legitimacy — others wrestling with the problem wemere willing to embrace the
possibility that people voted out of a sense ofydatther than an instrumental
desire to bring about some state of affairs. Réed Ordeshook (1968) seek to
resolve the paradox by distinguishing between midévidual costs and benefits of
voting which depend on the individual's contributtito the electoral outcome and
those which do not. The paradox arises becausiealbenefits but none of the
costs of voting are contingent on the individuakgluence on the electoral

outcome. Riker and Ordeshook point out that theag be costs of voting which

% Downs anticipates some of the work by Stigler (3h the economics of information.
190 The notation here follows Riker and Ordeshook ()968
101 see generally Dowding (2005) and Mueller (2003, &l 4).
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depend on electoral outcomes and benefits whichaloThe contingent costs of
voting are likely to be rare and trivial in the Ireorld, but the non-contingent
benefits of voting are likely to be common and figant. Riker and Ordeshook,
following the notation introduced above, defifle as the benefits of voting
accruing to an individual regardless of their efffen the electoral outcome and

rewrite the reward function of voting as:
R=PB-C+D

D includes, among other things, the satisfactionviaey from compliance with a
perceived duty to vote, symbolic support for dematicrinstitutions, expression of
partisan values, and feelings of political efficaghese factors do not depend on
the electoral outcome and thus need not be disedumtP. This means that when
B is reduced to approximately zero, the relevamtendf is betweer€ andD, and it

is not at all implausible that the non-contingeanéfits of voting exceed the non-
contingent costs for many people, makiRgpositive. The fact that turnout is so
high shows this to be the case; that turnout id ledbw 100% and differs across
groups shows thak is sometimes negative. Riker and Ordeshook itis&tpeople
vote or not depending on the relative magnitudihefcosts and benefits of voting,

with the benefits of voting being predominantly Fioetrumental.

The argument that non-instrumental preferences as@hsense of civic duty are a
major factor in getting people to the polls hasvp popular (Goldfarb &
Sigelman, 2010; Grofman, 1993; Knack, 1992), buhynaf those accepting this
argument insist that people vote instrumentallyeoiiney arrive at the voting booth
(Mackie, 2011, 2012). The idea that tl®ntent of voter choice is non-
instrumentally motivated is also present in earlyrkvby foundational figures in

public choice theory.

An interesting example is Buchanan’s (1954a) coatpar analysis of individual

choice in voting and the market. Buchanan makes#layant claims in this paper.
First, he argues that democratic choice will beebdasore heavily on values as
opposed to interests when compared to market choitkis conclusion is an
obvious precursor to the idea of expressive voting, Buchanan’s argument for
this conclusion is based not on individual insigiaihce but on its opposite.
Individuals see market equilibria as beyond theantml and thus focus on
individual interests when making market choicesthia voting booth, on the other
hand, individuals see themselves as contributin@ tollectivesocial decision.

Since they are deciding for the group rather thamiselves, they take a social
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perspective (Buchanan, 1954a, pp. 336-337). Buctmmagument here is rather
unconvincing from a rational choice perspective sndearly at odds with his later
insistence on symmetric motivational assumptionosxc institutional contexts.
Buchanan posits no mechanism by which voters arévated to expand their

normative horizons beyond the claim that they ouglio so.

Buchanan does consider the implications of indigldasignificance in the voting
booth, but in relation to the epistemic rather thia@ motivational dimension of
choice. Pointing out that individual responsibilfigr choices is divided among
many individuals in the voting booth, Buchanan agythat ‘there is neither an
immediately realizable and certain benefit norrputable cost normally involved
in the voter’s choice’ (Buchanan, 1954a, p. 33The difference in responsibility
of voting and market choices means that marketcehgenerally produces ‘a more
precise and objective consideration of alternatiosts’ (Buchanan, 1954a, p. 337)
and ultimately ‘more rational behavior’ (Buchand®54a, p. 341) in comparison
to voting decisions. The argument here can beprgéed as an embryonic version

of Caplan’s (2007) rational irrationality argument.

Despite Buchanan’s argument for rational irratiggalbeing much more
compelling than his argument for sociotropic/expies voting, the latter idea
developed much earlier in the public choice literatand has thus far been far
more influential. Tullock (1971) argues that indivals will expressively vote for
higher levels of redistribution than they would fereif individually decisive.
Goodin and Roberts (1975) argue that the insigaifie of a single vote makes the
expression of ethical preferences cheap and thaimigies impartiality. Fiorina
(1976) builds on Riker and Ordeshook’s formulatminthe voting decision by
considering expressive benefits which vary acrosing choices due to party
allegiance, though this paper continues to focusuomout rather than the choice
between candidates. Brennan and Buchanan (1984jtraoh a simple general
model of expressive voting, pointing to the normatcomplications arising from
the separation between choice and preference. Bneand Lomasky (1983, 1984,
1985, 1989) extended the argument in various diestbefore publishing a book-
length formulation of the model (G. Brennan & Loikgs1993) which would
serve as the foundation for more recent theoregindlempirical work (Hamlin &
Jennings, 2011). While there was clearly a sigaificuptick in the expressive
voting literature in the 1980s and 1990s led bynBen and co-authors, the brief

review above suggests that this work is a refingdnoérearlier ideas in public
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choice theory rather than a radical departure fram methodologically

homogeneous mainstream.

The possibility of epistemic irrationality as unsieod by Caplan (2007) has also
been present in the public choice literature, tioiug a more subtle form. As
suggested above, the idea was present in Buchd88dq), and it is quite explicit
in Joseph Schumpeter's 1942 bo@apitalism, Socialism, and Democracy
(Schumpeter, 2003). While Downs (1957) is generadlyarded as the founding
work in the economic approach to politics, | wolike to make the case that
Schumpeter has an equally valid claim to this.tidewns no doubt provided the
classic formal treatment of democratic choice aamhmetition and in this sense
was a founding work in the methodology of publioice theory, but, | will argue,
Schumpeter provided an imprecise but more genesahdwork for political
analysis. Downs was influenced by Schumpeter’s raggu, but in creating a
precise and rigorous formal model of democracy ke ferced to make a number
of simplifying assumptions of which Schumpeter wbuhave disapproved
(Mitchell, 1984; Wohlgemuth, 2005). Conventionalbfia choice theory has
followed Downs in terms of his commitment to posgi modelling and formal
rigour, but at the same time its substantive care@nd assumptions have been
moving in a more Schumpeterian direction. Revisbpublic choice theory is a
more serious and explicit move in this directiohpugh the connection to

Schumpeter is not normally direct or explicit.

If we define public choice theory in broad termsthae application of economics to
political science’ (Mueller, 2003, p. 1), Schumpetéarly qualifies as a public
choice theorist — he was an economist and usedoatonconcepts such as
competition and entrepreneurship to analyse deriocpaiocesses. If we read
Mueller's (2003, pp. 1-2) extended definition of bpa choice theory as

postulating that political man is ‘an egotistic,tisaal, utility maximizer,’

Schumpeter is clearly excluded. Schumpeter waie@l hostile to the methods
of neoclassical economics and being suspiciousedssive abstraction he rejected
the behavioural postulates of the emerging economéinstream and instead
combined informal economic reasoning with histdricaociological, and

psychological analysis (Schumpeter, 1934; WohlgémQ@05).

Most important to the purpose at hand is Schumijsedéscussion of human nature

in politics, which uses informal economic reasoniragked by appeals to intuition
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and anecdotal evidence to argue that people areredgvand fundamentally

irrational in the voting booth:

Thus the typical citizen drops down to a lower leok
mental performance as soon as he enters the pblitic
field. He argues and analyzes in a way which heldvou
readily recognize as infantile within the spherdisfreal
interests. He becomes a primitive again. His thmigki
becomes associative and affective (Schumpeter,,2003
262).

This frequently-quoted passage has been accusedblating the principle of
behavioural symmetry generally thought central ublig choice theory (Mitchell,
1984, p. 76), but the argument provided behaviouralasymmetry is an informal
approximation of Caplan’s theory of rational iraatality which can be justified
without assumingmotivational asymmetry. Schumpeter argues that in their
ordinary lives individuals are ‘subject to the ¢aly and rationalizing influence of
favorable and unfavorable experience’ (Schumpee®d3, p. 258). People tend to
think carefully and dispassionately about thingsciwidirectly concern them, and
Schumpeter suggests that the objects of demoafadice generally fail to impose
the epistemic discipline required for reasoned @hgSchumpeter, 2003, pp. 256—
264).

It is easy to see the kernel of rational irratitlgah Schumpeter’'s argument and it
is tempting to see Caplan’s model as a reinterfioetaand formalisation of

Schumpeter using the tools of modern economic thédris interpretation is fine

as far as it goes, but it leaves out an important pf the story. Schumpeter did
point to the incentive differences between indialdand collective choice, but he
also considered the prospects for learning as é@nftad by the institutional

environment. It is not simply that democratic cleois individually costless but
that democracy does not allow for the trial-andxefeedback crucial to rationality.
Irrationalities are cleared by prolonged experiragah, and this is generally not
an option in democratic politics (Schumpeter, 2qD258):%2

Moreover, there is a great deal of conceptual disgabetween the practical
concerns of everyday life and the concerns of deaticcpolitics. People are

accustomed to thinking carefully and rationally ab¢the management of their

192 5ee Wohlgemuth (2008) for a recent argument dfiect.
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household and the conduct of their profession,itiadked to answer hypothetical
questions on such issues they would likely be yfaidtional despite a lack of
incentives. In those fields ‘distinguished by a ssemf reality or familiarity or
responsibility’ (Schumpeter, 2003, p. 259) decisiame generally made soundly.
Most political decisions, however, fall outside tbfs realm for most people are
will thus be made on flimsier epistemic foundatioN®t all collective decisions
are like this, however. Especially at a local letleé concerns collective action will
be closely related to the everyday experience térgo‘The manufacturer, grocer
or workman need not step out of his world to havatsonally defensible view
(that may of course be right or wrong) on streetaping or town halls’
(Schumpeter, 2003, p. 260).

Schumpeter argues that incentives, feedback, amdaidespecific experience
promote rationality, and that each factor impliesttindividual exit decisions will
be more rational than collective voice decisiorts|east in large electoraté.

Schumpeter offers no formal model and is vaguehenrélative contribution of
each factor and the potential interactions betwd#wm. Caplan picks up the
incentive side of the story and creates a modell Bgggested in chapter two,
Caplan’s focus on incentives provides space fooeeraomplex model considering

the relative effect and interaction of incentivesl é&eedback.

Although theexplicit consideration of epistemic rationality is for theost part
absent from rational choice political theory betwd®42 and 2000, there is a great
deal of work in public choice theory which suggdbist rational irrationality, like
expressive voting, is a progression of the traditisther than a radical break from
it.'%* Eichenberger and Serna (1996, p. 141) point catt thany rational choice
analyses implicitly rely on a form of irrationalityhich would be impossible on the
neoclassical model of information economics (Stigl®61). Whenever political

failure is grounded in non-random errors of whiahevs should be aware, simple

193 Schumpeter’s argument is more complicated thasm thiis not simply that political
preferences systematically deviate from underlydegires but that coherent political
preferences are never formed. In the practicallgiévant world of politics people have
‘wishes and daydreams and grumbles’ but not sgtreferences capable of grounding
rational action (Schumpeter, 2003, p. 261). Schuengde again vague here, but he seems
to be suggesting that non-basic preferences (Hauskd.2, p. 36) are constructed by the
act of choice, with their coherence and congruitthwasic preferences depending on the
level of conscious deliberation. This idea wouldiiobsly be difficult to model in rational
choice terms. There is some evidence from behaafi@aonomics that preferences are in
some sense constructed by choice rather than leprgpr determinant of it (Lichtenstein
& Slovic, 2006).

194 Notable exceptions to the neglect of explicit ¢demation include Akerlof (1989) and
Brady et al (1995).
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rational ignorance does not work as an explanafibns, models of fiscal illusion
(Buchanan & Wagner, 1977) and rent seeking (O1$682; Tullock, 1989) which
require that voters be systematically deceivedbased in some sense on rational
irrationality rather than rational ignorance. Wi#m (1989, 1995) seizes on this
point in arguing that public choice arguments famacratic failure implicitly
assume irrationality, treating such assumptiondlegitimate on rational choice

grounds and concluding that democratic outcomesféicgent after all.

Non-equilibrium dynamics are also present in Schetews work, though his
historical-evolutionary account of politics is muldss developed than his theory
of economic dynamics (Schumpeter, 1934). The ideasnon-equilibrium
dynamics and creative political entrepreneurshipwéver, are also implicit in
much foundational work in public choice theory. Kobviously, the possibility of
intransitivity in majority choices raises the pdsigly of democratic disequilibrium
(Arrow, 1951; Black, 1958), and this opens the [ty that political
entrepreneurs can determine outcomes by manipgl#tie agenda (Riker, 1982,
1986), logrolling (Tullock, 1981), or changing theles of the game (Shepsle &
Weingast, 1981). For Buchanan in particular, thetability which so troubled
Black (1958), Arrow (1951), and Riker (1982) wasdasirable property of
democratic competition. The proper response tedfkable disagreement is to not
find some aggregation mechanism which consisteptlyduces a definite but
arbitrary answer; rather, it is to compromise. dbdity is one form of compromise,

since it divides power temporally (Buchanan, 1951,19).

Moreover, instability provides scope for new altdives to be proposed which
make everybody better off and remove instabilitie olitical entrepreneur able
to devise mutually beneficial bargains is a cenglment in Buchanan and
Tullock’s (1962) approach to constitutional econesniThrough logrolling and
side-payments, potential gains from trade can blisedl and compromises can be
made. In Buchanan’s later constitutional politicetonomy the role of the
entrepreneur is expanded to include the restruuof the rules of the game in
order to reach previously unattainable equilibff&a Brennan & Buchanan, 2000;
Buchanan, 1975b, 1987). Others in the public chdéiadition have considered
political entrepreneurship as a factor capablerofiting efficiency through the
identification of mutually-beneficial political td@s or as undermining it through
rent-seeking (Holcombe, 2002; Niskanen, 1998; &ut?2©02; Wagner, 1966,
1977).
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Insofar as political entrepreneurs rely on disébrilm for profit opportunities but
on realising such opportunities push the politicalrket towards equilibrium, they
are Kirznerian entrepreneurs (Kirzner, 1973, 199@Qur understanding of
Kirznerian political entrepreneurship in this semseeasonably well-developed in
many areas of politics, but the phenomenon of Sgatenian entrepreneurship as
a disequilibrating force is less well understoote ®volutionary work on Tiebout
competition cited above is Schumpeterian in itaufoon open-ended growth, but
the analysis here is currently sparse, informad, @nconvincing. The importance
of work on institutional evolution by new institatial economists such as
Douglass North (2005) and Elinor Ostrom (1990, 200@s been widely
recognised, but the ideas have for the most partbeen absorbed into the
mainstream. Evolutionary public choice theory i y®t an active research project,
but criticisms of public choice theory as being rhweconcerned with static
concerns ignore the important role given to theegmeneur by the most prominent

members of the Virginia and Rochester sch&bls.

Public choice theory has also had a more subtlenative approach than is
recognised by its critics. Buchanan’s contractadganstitutional political economy
had Pareto efficiency at its normative core, big important to recognise the ways
in which Buchanan’s early work broke with the comtenal understanding of
efficiency in economics and was grounded deeplypdrmative political theory.
Buchanan fully embraced the argument of Robbins3§19Chapter 6) that
interpersonal comparisons of utility are imposs#& insisted that preference can
only be revealed by choice. Thus, he rejected tladddt-Hicks standard of
potential Pareto efficiency as old and meaninglgis® in new bottles. Unless we
assume that utilities are definite quantities (Mahicey are not) and that economists
are omniscient (which they are not), the only wayiard for welfare economics is
to stick with the Pareto criteria strictly interpgd and do as much normative work

as is possible on that basis (Buchanan, 1959, 1979)

Buchanan’s official position is that political eaony as an analytic tool for
normative evaluation has no way of distinguishirgween points on the Pareto
frontier while admitting that other factors may kaevant, meaning that Pareto

superiority is a sufficient but not a necessarydition for a policy change to be

195 The criticism is somewhat more valid of the Chicaghool, but Becker (1983) and
Wittman (1995) did rely on entrepreneurship to soex¢tent. For what | consider a
misguided critique of conventional public choicedhy as overly static see Wohlgemuth
(2005). On the Austrian elements in the Virginia &hicago schools see Sutter (2002).
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acceptable. Within the normative scope of Buchamamialytic framework the
status quo is precisely as efficient as any moypated by some but opposed by
others'® The political economist can say that some redistive scheme is not
objectively good, but not that it is objectivelytngood (Buchanan & Tullock,
1962, p. 92). Buchanan’'s broader normative goatsyewer, are far more
substantive and less focused on efficiency. He msnzommitted to the idea that
collective choices should impartially consider theerests of individuals as
exemplified by the Pareto principle, but his insiste that the status quo must
serve as the starting point in both an analytic apndnative sense reflects a
partiality to existing institutions justified on neefficiency grounds. Buchanan sees
mutually beneficial exchange as the entire pointafective action, and since we
start from the here and now only unanimously preférpolicy changes are
permissible. Thus Buchanan the normative theorsat$ unanimous consent,
subject to some accommodation for unreasonableandrdecision making costs,
as a sufficienand necessargondition for legitimate collective action (Buclzem
1959, 2004; Vanberg, 2004

If we extend our focus to social choice theory,whek of Sen (1970, 1976, 1979b,
1980, 1987) has been influential in introducing weeifarist evaluative standards
into rational choice analysis, while Harsanyi (195955, 1980, 1985) has sought
to justify efficiency as a practical tool on a bdea liberal conception of neutrality.
Further, there is much work at the intersectioplifosophy, political theory, and
economics which uses rational choice theory fomaety of normative purposes
(Barry, 1965; Broome, 1991; Gauthier, 1986; Kavkay5; Kolm, 1996; Rawls,
1971; Sugden, 1986).

Based on the summaries of public choice theorytswitby both defenders
(Buchanan, 1984; Mueller, 2003; Tullock, Seldon,B&ady, 2002) and critics
(Green & Shapiro, 1994; Self, 1993; Wohlgemuth, 0®ne could be forgiven
for thinking that the public choice theory which enged in the latter half of the
twentieth century had strictly followed neoclaskiegonomics in terms of its

assumptions, methods, and approach to normativieatian'®® If we accept that

198t is important to keep in mind Buchanan’s emphasishe idea that such disagreements
can be resolved by logrolling or agreement on ngeireeral rules.

197 Dowding and Hindmoor (1997) criticise this strongermulation of the Pareto
requirement for being excessively conservative #during without justification the
existing distribution of wealth, property, and righ

198 The impression that public choice theory is fundatally ideological in its support for
the market and ambivalence towards democracy @sv&gy clear in these critiques. While
there is no doubt that the Virginia school is gaiigrdisposed towards markets, public
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proposition the revisionist approaches discussetthiimthesis appear to be highly
deviant versions of public choice theory or enyirabw and distinct approaches.
As | have tried to show in this section, this vieswmistaken. The work of Brennan
and Lomasky (1984, 1985, 1993), Brennan and Ha(®®5, 1998, 1999, 2000,
2002), and Caplan (2000, 2001a, 2001c, 2002, Z0WB,) are major contributions
to political theory, but rather than fundamentablyerturning an established
orthodoxy this work should be seen as a continoadfathe public choice tradition

emerging from the work of Schumpeter, Downs, BuemarTullock, Olson, and

Riker.

9.3. The thesis

The papers making up this thesis have consideratbuga aspects of the
relationship between exit and voice as individwponses to dissatisfaction and
institutional mechanisms of control and communaratiEach paper has also, like
the works cited above, relaxed the conventionaliragsions of rational choice
theory in one way or another. In this section temgite what | take to be the main
implications of each paper for the exit and voiebate and for revisionist public

choice theory, focusing on the elements which contine separate papers.

9.3.1. Chapter two: Rational irrationality as dual process

theory

This chapter is first and foremost a clarificatiand defence of Bryan Caplan’s
rational irrationality model of voter choice. Capl§2007) formulates a simple
model based on simple mainstream price theory hth the introduction of

preferences over beliefs as well as outcomes. Mbdel generates the conclusion
that people will be less epistemically rationaltie voting booth than the market
place, with Caplan’s interpretation of the modeaidiag towards the conclusion
that voters will be very irrational indeed and thas irrationality produces serious

political failures.

Caplan’s price theoretic analysis is clearly vatih comparative static sense. If we
accept the premises that people have preferenaesboth beliefs and outcomes
and some control over their beliefs, the conclugtaat collective choices will be
less focused on outcomes than otherwise identindividual choices can be

straightforwardly demonstrated within the standargply and demand framework.

choice theory can and does ground a variety of mtwa conclusions (Dowding &
Hindmoor, 1997).
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In addition to the strength and generality of tadonal irrationality effect, the
open question is whether the ideas of prefereneeshzliefs and rational access to
beliefs adequately capture genuine causal reldtipasbetween incentives and
behaviour. It is this revisionist element of Captainamework | clarify and defend

in this paper.

| respond to Bennett and Friedman’s (2008) claiat the idea of preferences over
beliefs is incoherent by disputing their claim ti@dplan implicitly assumes that
voters knowingly hold false beliefs. | recast Capa a default-interventionist dual
process theorist claiming that affect provides arnomatic answer to some
questions which will be overridden by rationalitylyp when the instrumental
importance of the judgement exceeds the expectemti@mal costs of impartial

deliberation.

Perhaps the most important contribution of thisguag to the literature on political
knowledge and democratic competence, and partigutathe comparative branch
of this literature which compares individual andlective choice, often explicitly
in the guise of exit and voice (Barber, 1993; Mack003; Self, 1993; Somin,
2013). Against Bennett and Friedman (2008), | arthwd economic theory is
important to the study of political ignorance andhtionality. My paper does not
claim to be a general argument for rational irraaidy, but it does defend the
plausibility of the argument in light of existinghdory and evidence from

psychology.

The paper also points to the shortcomings of Céplapproach, in particular his
focus on incentives for rationality and neglectlté cognitive costs of rationality
and the institutional factors which influence thesmsts. The means by which
voters can become rational have been studied biicablscientists, most notably
Lupia and McCubbins (1998), but the focus here Iteen ignorance rather than
irrationality. | suggest that there is much promisea public choice account of
political rationality which considers both the csMoreover, such as an account
need not be focused on preferences over belieferstmbd in affective terms.
There is good reason to think that affect doesndfies judgement, but there are
many other sources of bias unrelated to affect emird. We do not misjudge
probabilities because we want to, but because ognittve machinery has been
constructed in a way which does not handle proltigsilwell. We can overcome

our biased intuitive judgements in this area, bseems more reasonable to think
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in terms of the costs of overcoming intuitive judwmt rather than trading off the

benefits of having false beliefs against the beésefi having true ones.

Moreover, taking a broader view of rational irraidity helps distinguish this
approach from expressive voting in terms of scopd ampirical predictions.
Caplan claims that voters will hold beliefs thegdfipleasing and make political
choices on this basis. Brennan and Lomasky claamh ibters will make choices
which they find expressively valuable. In both casee can expect voters to
prioritise affect over practicality, meaning thhettheories tend to make the same
predictions and are relevant if and only if there expressive or affective values at
stake. Taking the default-interventionist view, igadl irrationality theory
potentially applies to a wider range of cases anlas additional predictions based
on the complexity of questions and the feedbackvigenl by the institutional

environment.

By emphasising the necessity of considering feddhamke this paper as being a
first step in developing a Schumpeterian rationabice account of epistemic
rationality in politics, stressing the comparatiamalysis of exit and voice

decisions.
9.3.2. Chapter three: Exit and the epistemic quality of vice

This chapter applies the approach defended in hlapter two by considering the
interaction of epistemically rational exit decissomnd epistemically irrational
voice decisions. If the behavioural difference kesw exit and voice decisions is
that exit decisions are more likely to prompt théanal updating of beliefs, we
should think of exit decisions not as being madeamationally but as prompting
the decision maker to become more epistemically petemt in the relevant
domain. Insofar as the relevant domain requirek bait and voice decisions, we
should expect the epistemic discipline imposed Xiy te improve the epistemic

quality of all decisions.

At one level this paper is an application of thé&oral ignorance and rational
irrationality arguments to the interaction of eaitd voice. At another level, it
raises a more foundational possibility regarding tthynamics of democratic
competence. Schumpeter’'s argument that workmenhaile defensible views on
local public policy on roads is relevant here, ang argument can be seen as

reflecting the broader point that political decigsamade in one’s area of practical
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concern and responsibility are likely to be madea@ounder epistemic basis than

the logic of rational ignorance or rational irratédity would suggest.

This can be seen as a form of political learnimgrfifeedback, but here the source
of feedback is non-political decision making. Inatiprocess terms, this learning
might work to train system 1 and thus make inteitiudgements more reliable or
provide system 2 with more accurate beliefs andenafficient cognitive tools for
solving complex problems with little effort. | fraammy argument in terms of the
latter possibility in the paper, since the basimpoan be made in this way without

complicating the analysis with dual process theory.

This and the previous paper also clarify the diskim between the rational
irrationality and expressive voting accounts of itmdl behaviour, both
conceptually and empirically. While these approadchie sometimes considered as
different statements of the same basic point, isgifthe focus from preferences
over beliefs to the costs of overcoming cognitiviasb chapter two makes the
conceptual distinction clear. When we narrow thenception of rational
irrationality to affective biases, the differendestween the theories are obscured
by large grey areas and convergent empirical ptieds. If we think that the
natives of a country would be better off with highwels of immigration but vote
against pro-immigration reforms out of a broad sevfdislike for immigrants, it is
unclear whether we should describe this situat®oree of irrational voters failing
to update their beliefs regarding the effects afigration or of expressive voters
booing immigrants as a group. Similarly, it is otgar whether voters favour more
redistribution than they would choose if personatlgcisive because they
underestimate the costs of such redistribution ionply because they are
expressing generosity without the constraint of-is¢érested rational calculation.
When we consider non-affective cognitive biasespecomes clear that my
generalised version of rational irrationality theds quite distinct from expressive

voting theory.

Chapter three provides a potential case demongjrdtie empirical divergence
between the theories. In the standard model afesspre behaviour, choices made
in one sphere need not have an impact on similaices made in a different
sphere. Even as exit options prompt people to nrekeumentally rational choices
among various policies, voting decisions over thgsme policies could continue
to be decided by expressive preferences. The agiessive model of choice

holds the expressive and instrumental argumenas imdividual’s utility function
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to be distinct and independent, with the charasties of the choice situation
determining the relative importance of each. Thatiralividual makes a choice
consistent with their instrumental preferences e @ontext does not influence
their expressive preferences and will therefore aiter choices which are made
primarily on expressive grounds. Thus, individuaii often vote with their feet

for one set of policies and vote with their ballfiisa different set.

The claim that the instrumental and expressive amapts of an individual's

preference function are independent may be questiomnowever, and the
expressive account of voting may be modified t@valifor this. Psychological

research into cognitive dissonance has shown tleaiplp prefer that their

behaviour and attitudes are consistent with ealesrdtl. Cooper, 2007; Festinger,
1957). According to cognitive dissonance theory,emdver an individual's

behaviour, beliefs, or attitudes are visibly indetent, they will become

uncomfortable and seek to reduce the dissonarsenie way>°

To bring cognitive dissonance into the expressiwel@hof choice, we need to add
an expressive preference for consistency betweeiceh across spheres. If an
individual makes a choice in one sphere, theyhdlle a preference that choices in
other spheres be consistent. Individuals remainiviaigtd by a combination of
instrumental and expressive preferences, but theséously distinct aspects of an
individual's preference function are no longer ipeident. If an instrumentally-
dominated locational decision prompts an individtalprefer policy X to Y, a
voting decision of Y over X will produce cognitivdissonance. This dissonance
could potentially be reduced by changing the laceti decision to match the
expressive preference, but the logic of expressiveice tells us that this is
unlikely. Since the individual is decisive over &jonal choices, instrumental
preferences will play a greater role than for vptitecisions. In their voting choice,
the individual will now be motivated by their preigting expressive preference for
policy Y but also their expressive preference fongistency, and hence for policy
X.

Exit options will therefore tend to align individuand collective choice under the
expressive model of choice if we incorporate a réedbr consistency in
individuals’ preference functions. Of course, tlange of voting decisions for

which this effect is relevant may be small. Theiggobptions considered in voting

109 Akerlof and Dickens (1982) consider cognitive disance from a rational choice
perspective.
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and locational choices are seldom identical, atidmalisation may be capable of

resolving dissonance without altering behaviour.
9.3.3. Chapter four: Strategic and expressive voting

In this paper | argue against the claim that sgiateoting is inconsistent with
entirely expressive motivation. To do this, | paia dispositional account of
politics as serious business, suggesting that italls feel compelled to make
instrumentally defensible political choices givéeit ideological preferences, with
those preferences (as dispositions) being choseentirely expressive grounds.
Like chapter two, this chapter is ostensibly a degeof the extreme revisionist
position against criticisms which | take to be lhse a misunderstanding. Like
chapter two, this chapter provides a modified wersif the revisionist account in

the process of defendingif

By interpreting expressive voting in dispositiortatms, we can easily see how
expressive voters could be responsive to simpleumental arguments about
wasted votes while continuing to choose their basimmitments in a way which
completely disregards instrumental preferencesdi8sussed above in relation to
chapter three, it is important to consider the egpive preferences people have for
behaving in a way which appears consistent, redenand competent. Such
preferences might look instrumental in importanysyabut the important point is
that they are over the actions individuals takénemtthan states of the world
defined in terms of culmination outcomes (Sen, 19898 Mackie (2011) argues,
even if this distinction is capable of preservirg tconceptual consistency of
expressive theory with strategic voting, it may gempletely strip it of empirical
power. If we claim that people are voting as iftinmentally for expressive
reasons, the expressive preferences are not daiyg empirical work. By
distinguishing between ideological and electorapdsitions, | show that this need

not be the case.

To consider expressive preferences for defensibteasonable action, it is useful
to bring in the concept of esteem as understod@rbginan and Pettit (2000, 2004).

Brennan and Pettit see the good opinion of otheranaeconomic good subject to

110 The modification is much less fundamental in tbispter than in chapter two. In
chapter two | suggest that Caplan’s model oughtetddised on entirely different, though
similar, assumptions. This chapter, on the otherdh& more extension than revision or
critique. Moreover, the move | make is implicitBrennan’s (2008) concept of politics as
serious business, though he does not make the arguin dispositional terms or

distinguish between the ideological and electaatls of choice.
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significant demand and limited supply. People wanbe considered brave, wise,
caring, intelligent, or fashionable by others anel willing to give up other goods
in order to increase their esteem. The desire tceneateem-worthy choice in this
sense can be seen as a subset of expressive poefeia that they are satisfied by
expressing oneself to others rather than alterinigotively-defined culmination
outcomes. My argument could be reinterpreted asnilg that individuals gain
esteem when others think of them as canny politizdbrs, and people judge
canniness in the political realm primarily on hoveople vote given their
ideological preferences rather than on the corgktitose preferences. If voters are
motivated by esteem or other expressive factorsotd particular views and by
esteem based on canniness to take strategic actmngler to pursue those views,

strategic and expressive voting are entirely coeisis

There is, however, a foundational conceptual idsere which | think is under-
theorised in the revisionist project: The distinntibetween instrumental and non-
instrumental preferences needs to be made withergfe to a particular outcome.
In a tautological sense all preferences are ingtniah in that they are aimed at
achieving something. A preference for esteem issatsfied simply by taking an
action perceived as esteem-worthy but by the pé&orep and judgements of
others. When considering esteem as the outcomenadaimed at securing it are
indeed instrumental. If we shift focus from estaempolicy as the outcome, voting
behaviour aimed at securing esteem can be seenomgnsirumental, since
satisfaction of the preference does not dependotinypoutcomes. Thus, esteem-
seeking behaviour is instrumental in one senseramdinstrumental in another.
Disagreements over whether certain behaviours dhbelseen as expressive or
instrumental could plausibly be resolved by moneftad attention to the question
‘instrumental of what?’ In the case of strategitinmg, the answer to this question
might be that the observed behaviour is instrumesftesteem but not of policy

outcomes.

9.3.4. Chapter five: Children’s rights with endogenous
fertility

The fifth chapter shifts gear from positive to native theory and from a focus on
voice to a focus on exit. Taking its starting pastdebates around the appropriate
liberal response to groups which deny members rigfits or parents who take
advantage of a lack of exit options to subjectrtiohildren to harmful cultural

practices, it argues for feasibility analysis i florm of explicit consideration of
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predictable but unobservable second-order effdatemtralised intervention in the
name of children’s rights. Analytically, the papeonsiders the actions of an
illiberal parent prevented by law from engagingsome cultural practice which is
by assumption harmful to the child, but not so Hainthat their life would no
longer be worth living. From a rational choice pertive, we can expect such
laws to reduce the number of children demandedlibgrial parents. If we think
lives subjectively worth living are objectively walble, there is an axiological
tradeoff between more and better lives when it e the introduction of
children’s rights law. To consider this tradeofé thaper adopts a modified version
of hypothetical contractarianism which populate® tbriginal position with

possible rather than simply actual persons.

This paper attempts to subject a large literatar@armative political theory to
feasibility analysis using rational choice theomythout attempting to reduce the
question to one of efficiency. The existing deb&eframed as being about
protecting the welfare of children, with the prefieces of parents being set aside. |
retain the normative assumption that only childrematter, though my
consequentialist approach does by necessity s$tdffdcus of the question away
from the legitimacy of action to the desirabilitiythe expected outcomes of action.
As such, this is an attempt to introduce the methafdrational choice theory into
normative debates outside this approach while bamgareful as possible not to
substitute the issue at stake in those debatdbdamore analytically tractable one

of how to promote efficiency.

The positive assumptions made about parents avéraégesting from a revisionist
perspective. Many rational choice theorists, andtiqdarly those trained in
economics, seem willing to admit that moral prefiees will be expressed verbally
but that willingness to pay for the satisfaction thiese preferences will be
approximately zero. If this is the case, the negagiffect of legislation on fertility
will be negligible and my argument is rendered ticatly irrelevant. The
revisionist position of meddlesome preference$idd they obey the basic laws of
price theory — when their expression becomes mas#ycin terms of other values
their expression will be reduced. The expressieeh of voting requires only that
expressive preferences are marginally greater zkam; my argument here is that
meddlesome preferences a significant enough tima¢ g@ople are willing to break
the law and risk punishment in order to satisfyrih@his is a stronger assumption,
though there is a great deal of evidence that peapt willing to pay for the

satisfaction of other-regarding preferences (D.[fg@o@& Kagel, forthcoming).
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Even if we think the existence of meddlesome pesfees sufficiently strong to
produce the undesirable outcomes discussed ipalpier is unlikely, there is a case
for the consideration of such preferences on rofmsst grounds® When
evaluating institutional alternatives of uncertamnsequence, we should consider
not only the empirically most likely outcome, bus@the worst-case scenario (G.
Brennan & Buchanan, 1983; Leeson & Subrick, 2006 &y, 2002; Pennington,
2011; B. Taylor, 2010). This may be because thatigdeviations have a greater
effect than positive ones (G. Brennan & Buchan®831 G. Brennan & Hamlin,
2004, 2006), or because we deem a conservativeditigm to political change to
be appropriate for reasons other than efficiency B&nnan & Hamlin, 2013;
Oakeshott, 1962).

9.3.5. Chapter six: Analytic radicalism

Chapter six continues to focus on the normative geals more explicitly with the
issue of robustness in relation to institutionabrde. Although it accepts the
general argument made by Brennan and Hamlin (220d6) that there are often
good efficiency reasons for adopting a conservatligposition to institutional
reform, the paper attempts to define the conditiomder which this will not be the
case. In this respect, the paper is best seen astamsion and clarification of the

analytic approach to conservatism developed by iBrerand Hamlin.

Another purpose of the paper is to argue that egtions reduce the cost of
experimentation and thus makes an experimentabslitspn towards institutions
consistent with robustne&¥.If the costs of failed experiments can be avoided
moderate costx posta radical approach to institutional change sesppsopriate.
This point is an important assumption of the fitvab chapters of the thesis and of

the case for decentralisation and jurisdictionahpetition generally.

The existence of exit options sufficiently low tmyrficantly alter the expected
value of institutional reform and thus justify ali@al disposition may be unlikely
when we think in terms of large nation states. Despgnificant imperfections, the
political systems of developed democracies prodasslts so comparatively good

that radical constitutional reform in order to irape outcomes is foolhardy, and

111 B, Taylor and Crampton (2010) make this point moxglieitly with respect to
meddlesome preferences in market anarchy and dampocr

112 This aspect of the paper was originally its priynfarcus, but the framing changed over
time in order to make the more general point alibatscope of Brennan and Hamlin's
analytic conservatism argument. This focus theratmecstronger in the published version
as a response to referee comments.
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this is likely to remain the case across a veryewsdt of assumptions about exit
costs. Simply considering the existence of landrmagnmobile asset should make
us reluctant to make any bold claims about the pafexit options to remove the

risk from reform**3

When we consider politics at a more local levelgspecially when we consider
unorthodox forms of decentralisation such us ‘fior@l overlapping competing
jurisdictions’ (Frey & Eichenberger, 1996, 1999aeasteading (chapter 8), exit
costs sufficiently low to normatively ground a reali disposition on efficiency
grounds become a more realistic possibility. Boththeese proposals decouple
governance and land, reducing the costs of fabyreaking the assets tied up in a
jurisdiction endogenous to the success of thasgiction in Tiebout competition.

Thus, failed institutional experiments need nouthe value of immobile assets.

Another means of institutional experimentation whiavoids the conservative
critigue of large-scale reform is the creation efwnsub-national jurisdictions on
uninhabited land. Paul Romer (2010) made the aas'eHarter cities’ on the basis
of opt-in experimentation. If such cities are buaiit uninhabited land, the cost of
failure is limited to the initial investment. Advaies of ‘free cities’ or ‘start-up
cities’ as an extension of the existing model afcspl economic zones have been
even more insistent on the possibilities for lovgtcexperimentation based on
starting small and making growth endogenous to esgén Tiebout competition
(Caceres, 2013; Strong & Himber, 2009).

9.3.6. Chapter seven: Entry barriers and Tiebout

competition

This chapter (co-authored with Patri Friedman) sl@abre directly with the limits
of exit options as a means of enabling robust éxparmation in the existing
system of nation states. In general, the dynanfecef of Tiebout competition are
limited by institutional inertia and immobile asse®nly when we enable the birth
of new jurisdictions can we expect Tiebout compmtitto be effective in a
dynamic sense. Again, the possibility of low enbsrriers in the market for
governance may seem sufficiently remote to renderaogument meaningless or
entirely pessimistic. For the reasons provided abbwdisagree. It is unlikely that
the conditions required for robust and dynamic @iglzompetition will emerge in

a general sense capable of constraining existirntgpnsa any time soon, but

113 See Caplan (2001b) and Powell (2004) on the imrtptof land as a constraint on
Tiebout competition.
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seasteading and start-up city efforts are alreaierway at a small scale, and if
the analysis provided in this and the previous tdraig correct, entry barriers will

be an important determinant of their dynamism.

This chapter contains another revisionist elemdnithvhas been absent from the
discussion so far: agent heterogené&ityBrennan and Hamlin (2008, p. 79) see
motivational heterogeneity among humans as an i@pbiaspect of revisionist
public choice theory. This chapter makes the miistpoint that the competing
jurisdictions are heterogeneous and that reprebemtagent models of Tiebout
competition have led to a neglect of entry as aiatie) factor in competitive

dynamics.

The accusation we level against representative tageodels of Tiebout
competition — with a homogeneous population of gomrents competing for
residents — is similar to that levelled by new itmngibnal economists such as
Ronald Coase (1937; 1992) and Oliver Williamson 88,9 1996) against
neoclassical models of markets. In ignoring theerimtl dynamics of firms,
mainstream economics prior to the institutionalotation was blind to large
portions of economic life. It would of course Hesard to claim that mainstream
public choice theory in general is unwilling to saiter the internal dynamics of
government, and in Tiebout models the idea of golieterogeneity has always
been a central part of the analysis.

Models of Tiebout competition, however, have gelhertaeated the behavioural
capacity of competing governments as homogeneol&nWhere is competitive
pressure, the government will rationally respondardless of its institutional
makeup. This is the same assumption made of finngdonomics, and the
assumption there is often defended by pointingetective pressure for firms to
behave as if they maximise profits, even thoughhilm@an beings constituting the
firm might have other preferences (Alchian, 195).governments, however,
institutional structures seem less conducive tditpoo revenue maximisation and
historical levels of competitive pressure are apdeal lower. Thus, breaking open
the black box of the Tiebout competitor in order @tbow heterogeneity in

motivation or capacity seems useful.

114 | avoided this aspect of the argument in my infiibn to revisionist public choice
theory in chapter one, since it is relevant onlyhis paper and sufficiently different from
the other elements that its inclusion at such aly stage would excessively complicate the
argument.
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Our approach is to point to the empirically docutednlife-cycle dynamics of
firms, with innovative capacity changing over timad suggest that competing
governments may face similar constraints. Over timautines ossify and
institutions become captured by special interegtslitical stability, while
extremely desirable on net, produces inflexibitityd creeping inefficiency (Olson,
1982). When new jurisdictions can be formed asspaese to such problems (i.e.
entrepreneurial exit at the jurisdictional leveldessible), the problems can be
avoided without suffering the serious and bloodynsemuences of political

instability.

9.3.7. Chapter eight: Seasteading: Competitive governments

on the ocean

The eighth chapter (also co-authored with Patredfrian) builds on the points
made in chapters six and seven to argue that tisé plaisible way of significantly
increasing robust and dynamic Tiebout competit®toidevelop the technology to
create politically autonomous settlements on theancLike the previous two, this
paper is premised on dynamic competition. In addjtiit addresses the
demandingness of feasibility analysis head-on. arguing that those proposing
institutional reform as a means of increasing Tigbmmpetition are putting the
cart before the horse, we are making a more geseegitical point regarding the
practical value of political activism, and indeddchormative political theory.

A perfectly practical person would be concernedamith the difference they can
individually expect to make. We as individuals outghconsider our contribution
to collective goods, but that contribution should Hefined in terms of the
difference in outcomes we cause. In many cases oflective action, the
contribution we can expect to make is trivial. Tinghout to vote or becoming
politically informed are extremely unlikely to aéfie policy outcomes to any
significant extent, so action taken or normativelgsis directed at electoral choice
would seem to run afoul of feasibility requiremetitas conceived for individuals
with no intrinsic interest in politics. In a selily rational sense, they would be
better off watching enjoyable but uninformative litgatelevision than rationally
updating their political beliefs. In an altruistiyaconsequentialist sense, they
might also be well-advised to direct their effoelsewhere — perhaps by helping
old ladies cross the street or engaging in whatewek pays best for similar levels

of effort and donating the proceeds to charity.
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If an individual is intent on changing policy outes, we argue in the paper, a
more feasible approach might be to consider thvithaal actions they could take
to alter the extra-political conditions shaping leclive choice. We focus on
technology, and particularly seafaring technolaggy,means of lowering the costs
of entrepreneurial Tiebout exit. Historical exangptd technologies which altered
political and social equilibria abound — the pmgti press, mass transit, oral
contraceptives. In most cases the political conseges are unintended, but
ideologically-driven technological activism can &een in the creation of Bitcoin
and other digital currencies which lower the effgxtost of exit from government

currency.

The motivational dimension of revisionist publicoate theory tells us that people
are not perfectly practical. This might explain wbgople apparently violate the
requirements of feasibility, but more interestinglynight alter how we ought to

think about feasibility. If people are motivated ymbols and fads, individuals
may be more capable of directing institutional dethan the analysis of chapter

eight would suggest. | will discuss this issueahs length in section 9.4.4 below.

9.4. Open questions and ways forward for the revisionisainalysis

of exit and voice

Public choice theory is a young discipline, andahalysis of exit and voice from a
revisionist public choice theory is younger sfilhe papers of this thesis have, |
hope, contributed to this literature, but | am una illusions that we are anything
close to a conclusive answer on even the most lEsguestions. While new
questions will no doubt reveal themselves over timesee four important
revisionist areas in need of further investigatiiowe are to get a decent grasp of

the relative advantages of exit and voice and #usal relationships between them.
9.4.1. How do voters perceive electoral choices?

A good deal of the revisionist project relies or thsignificance of a single vote,
and voters’ (perhaps implicit) recognition of timsignificance. It is easy to show
under reasonable assumptions in an instrumentakestrat voteroughtto treat

decisions in large elections quite differently, ksihce we have relaxed the
rationality assumptions of public choice theory mast be open to the possibility
that they behave differently. There are, | thinkptpossible ways in which my

revisionist conclusion that exit and voice are hatharally very different might be
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undermined by the introduction of new revisionilgngents: the overweighting of

the probability of pivotality and ‘the voter's ikion.’

The evidence we have from psychology and behavi@a@nomics makes it clear
that human beings often get probability judgemdradly wrong. One important
finding is that people tend to overweight small habilities and underweight
moderate and large probabilities when making judgmeand decisions
(Kahneman & Tversky, 1979). If this is the casentithe small probabilities which
revisionist public choice theory tends to see asgligible’ (G. Brennan &

Buchanan, 1984, p. 187) and round down to ‘rougieso’ (Caplan, 2007, p. 94)

may in fact play a significant role in democratioice.

Although the claim that humans overweight small batulities has received

empirical confirmation from a number of experimérgtudies (Bleichrodt, 2001;

Gonzalez & Wu, 1999; Tversky & Kahneman, 1992; Wi G&nzalez, 1996), the

subjects in these studies are given probabilifieeugh description. Recently, a
number of experimental studies have attempted tabksh whether the effect

continues to hold when individuals estimate prolittds based on experience
rather than being given objective probabilitiesotigh descriptions. These have
found that in such situations individuals tend taderweight small probabilities

and overweight moderate and large offésThe question for politics becomes
whether voters estimate the probability of makinglifierence to an electoral

outcome through description or experience. Obviguysérceptions of democratic
efficacy are based on a combination of factors iansl difficult to make anya

priori judgement about which dominates.

In any case, it is difficult to see voters as os#@meating their probability of
deciding an election to such an extent that thepawative predictions of Caplan or
Brennan and Lomasky between exit and voice dedsame seriously undermined.
Even if the average American overestimated the ghitiby of pivotality by a
factor of 1000, a large collective action problemud remain in that voters would
see themselves as deciding outcomes with one char@@ thousand rather than

one in 60 million (Gelman et al., 2009).

A more compelling possibility is that voters cordusliagnostic and casual
contingencies in the way described by Quattrone Taredsky (1984, 1988) under

the guise of ‘the voter’s illusion.” The idea hésethat voters exhibit the common

115 See Hertwig and Erev (2009) for a review of thetselies.
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psychological quirk of knowingly taking costly amtis which are correlated with
but not causal of desirable outcomes. Consider @zdvinist doctrine of
predetermination and the response of the faitlwfuhis doctrine. Predetermination
states that one’s fate in the afterlife is divindigtermined prior to birth: one is
either chosen or not, and no amount of piety orcam either damn the chosen or
save the unchosen. However, the chosen will havighteous disposition, thus
tending to avoid sin. In this case, sinning is dzggic but not causal of eternity in
hell. Still, it seems that many Calvinists strugte live a life free of sin in order
to show themselves worthy and talk of salvation ae®d common. Here,
diagnostic contingency was treated as if it werasah (Quattrone & Tversky,
1984, pp. 238-239).

Voters would make a similar mistake in voting oe thasis that their preferred
candidate is more likely to win if like-minded pdep/oted for them. If a voter
knows that they are typical of many other votetsirt decision to vote is

diagnostic but not causal of like-minded individuaiboting in large numbers. If
voters mistake the causal and the diagnostic ams dttempt to ‘induce’ others to
vote by voting themselves, this provides an add#igpossible explanation for the
paradox of turnout (Quattrone & Tversky, 1984, g4 This possibility has a
good deal of plausibility as a solution to the piasaof turnout. When confronted
with the argument for rational abstention, mostpbeawill respond with some

variant of the ‘if everybody thought like that bedngs would happen’ response.
This could be interpreted as some sort of Kanti@ontblogical claim, but

anecdotally | would suggest that is often basethally consequentialist reasoning

of the sort described here.

This could potentially also mitigate the problems rational ignorance and
irrationality and reduce the effect of expressivating. If people reasonably
perceive that high levels of political knowledgeddanstrumental policy evaluation
in people like them are diagnostic of desirablégyobutcomes, they might choose
to invest in more political information and be moational than would be the case

if they distinguished causal and diagnostic comtirgies more carefully.

I will not here attempt to make any general clainowt strength or generality of
the voter’s illusion but instead flag it as a pdi@ly important issue which
deserves attention in future research. Indeed, itt@duction of revisionist
elements — both motivational and epistemic — poiat& more general need to

think about the perceptions of political actors addition to objective reality.
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Whether expressive preferences tend towards thesdilt or the parochial depends
on how voters perceive electoral choice, and hay fierceive the importance of a
single vote is likely to depend critically on holaey cognitively frame democratic

choice.

Needless to say, incorporating these factors imtlitigal science is a difficult
prospect, though the vast literature on framing pisychology (Tversky &
Kahneman, 1981, 1986) and the inroads made recentlpolitical science
(Druckman, 2001; Slothuus & de Vreese, 2010) isoareging. Given the
difficulty of measuring framing effects in the wijléxperimental studies are an
attractive way of coming to grips with the genaraechanisms which might be in
play. To a significant extent this work needs tmtome on the path forged by
experimental psychologists and political scientifEgperimental methods are a
powerful means of testing general hypotheses itradissettings, but ecological
validity is a general problem, meaning that the sithation may not adequately
resemble the natural situations (in this case ieles} about which we are

attempting to make inferences (S. Levitt & ListDZ].

The issue here is similar to the more general dndowv we might measure
expressive preferences, dispositions, or prefeeermer beliefs. The ideas of
expressive voting and dispositional choice havenegeinteresting theoretical
possibilities but have thus far had only a limiteflect on empirical political

research!® Empirical investigation of symbolic politics is kestablished

(Edelman, 1964; Gusfield, 1963), though this rededras been qualitative and
interpretive in nature and as such has not beececned with testing the claims of

revisionist theory.

Given the difficulty of collecting natural data draming or perception and the
problems of generalising from lab to voting boathpromising avenue would seem
to be field experimentation (Banerjee & Duflo, 20®%arrison & List, 2004; S.
Levitt & List, 2009). Recent work on turnout by @re Gerber, and colleagues is a
good example of field research in political sciemdgch often points to revisionist
elements in motivation (Gerber, Green, & Larimef08, Gerber, Green, &
Shachar, 2003; Gerber, Huber, & Washington, 201€rb&, Karlan, & Bergan,
2006; Gerber & Green, 1999, 2000, 2000, 2001).b&est al (2008), for example,

used a field experiment to find that voters tolditthheir turnout would be

116 To be clear, | don't see this as a problem fontioek of Brennan and co-authors, since
the normative and conceptual implications expressisting are the main focus. Still, the
theory does potentially have a great deal of emgdicontent.
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publicised were more likely to vote and interpreistas evidence that social

pressure is an important determinant in turnout.

As | suggest in chapter four, it seems to me tlerg see politics as serious
business in some important respects but remainvatetl by purely expressive
concerns in others. Empirically determining justaiviseriousness requires in
politics and how far it extends is an important mpgiestion. | argued in chapter
four that strategic voting is consistent with whattake to be a plausible
specification of expressive preferences, but shguliat these are the preferences
voters actually have is another matter entirelysubgest that future research
attempting to tackle the latter issue will moselik need to rely on some form of

field experimentation.
9.4.2. When do decision makers learn?

As emphasised in chapters two and three, | takalbiligy to learn from feedback
to be an important constraint on the argument @fla@=a(2007), Somin (2013), and
others that individual exit decisions are more vimdibrmed and rational than
collective voice decisions. The general questiohaf decision makers learn from
experience is the subject of a large and divensgature in psychology. This
literature is too large and diverse to survey hdmat from a public choice
perspective we can concern ourselves with the straesimpler, but nevertheless
mind-bogglingly complex, question efhenpeople learn from experience —i.e. the
institutional determinants of convergence towamistemic rationality. | suggested
some partial answers to this question in chapteosand three, but we are a long

way from a general answer to this question.

Fortunately, a reasonable amount of theoreticaleangirical work relevant to this
question has been conducted by psychologists, etists) and political scientists.
In this section | would like to present some sidifacts, interpret these facts in
light of the exit-voice debate, and point to impmit questions which remain

unanswered.

First, we know that incentives do sometimes enamiraational reflection,
cognitive effort, and better performance on a rasigiegdgment and decision tasks
(Camerer & Hogarth, 1999; Smith & Walker, 1993a;itAm2008, pp. 173-181).
However, the relationship between incentives atidmality is not a simple one. In
reviewing the literature, Camerer and Hogarth (19998) conclude that ‘[t]he

extreme positions, that incentives make no diffeeeat all, or always eliminate
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persistent irrationalities, are false.” In geneialseems that incentives play a
greater role in tasks for which performance depematsvily on effort (Libby &
Lipe, 1992), because ‘[ilncentives do not operateragic: they work by focusing
attention and by prolonging deliberation’ (Tversky Kahneman, 1986, p.
S274).Thus, very difficult and very easy tasks éikely to be relatively
unresponsive to incentives. Some problems are gitgal difficult to be solved
even when motivation is high, and others are sy #w the normative response is
automatic and need not be motivated (Camerer & Hobgh999, p. 22).

Even for non-trivial problems incentives may be ecessary in prompting
rationality, since people are often intrinsicallyotimated to solve problems and
make rational decisions. This effect may be ovezdtan laboratory experiments,
since those volunteering for such experiments mightore likely than others to
have an interest in problem-solving and the alti&raao cognitive effort in these
situations is often boredom rather than pleasameation or effort expended on
more important tasks (Camerer & Hogarth, 1999,3). Rloreover, as Frey (1997)
argues, extrinsic incentives may sometimes undermirformance by reducing
intrinsic motivation, and there is evidence thas teppens in some cases (Frey &
Jegen, 2001, pp. 596—606).

Laboratory experiments may understate the effechoéntives by focusing on
rationality in the short term and ignoring the pbgisy that individuals invest in
cognitive capital in order to improve future perfance in problems deemed
important. An individual asked to play poker antitthe stakes are high may be
unable to play well due to a lack of familiaritytiviprobability theory. Individuals
who find they often play poker for high stakes nias compelled to acquire
statistical competence by reading books or taklagses, and thus incentives may
increase rationality in the long but not the shierm (Camerer & Hogarth, 1999,
pp. 8-11).

There is also evidence that feedback and experienatters. In one sense,
feedback is a substitute for incentives (Smith &Ik&g 1993b). For feedback to

work there must be some level of motivation, thoifgleedback is strong a low

level of intrinsic motivation may be enough to irope performance over time. In

many cases it seems that incentives and feedba&ckanplementary, with the

effect of incentives being stronger when learnimgpartunities are present and
incentives increasing performance only in latemidsiof repeated experiments (J.
Lee, 2007).
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On my interpretation, these findings do not bod# fee the rationality of voters in
mass democracy as it exists today. Voters currdraiye weak incentives and poor
feedback, and it is difficult to see how this collld changed without extremely
radical reform. However, it may be that a senseiat duty provides intrinsic
motivation for rationality, with cognitive shortautfacilitating learning and
reducing task complexity to a level which enableisewelectoral choice with
extrinsic motivation (Lupia & McCubbins, 1998; Papk1991).

The extent to which cognitively and motivationdlilpited voters are nevertheless
able to vote reasonably is an open question, #sigextent to which democracy
can provide sufficient motivation and informatiom énable rationality. Recent
experimental work has provided some important imsigDruckman, 2001; Gerber
et al., 2008, 2003, 2010; Krupnikov et al., 20060P& Lupia, 2008; Prior, Sood,

& Khanna, 2013; Taber & Lodge, 2006), and extendlrig approach in a more

comparative direction is of the utmost importance.
9.4.3. How do we model endogenous institutional change?

We know that human choice at the psychologicallle/@ot in general based on
optimisation and that social processes are dynamicays which cannot be fully
captured by comparative static analysis. ChapteBsod this thesis attempt in
various ways to move beyond the optimising equiililor approach of mainstream
rational choice theory in favour of the dynamic m@ehes of Austrian (Kirzner,
1973, 1997; Lachmann, 1986; Littlechild & Owen, @B8complexity (Arthur,
1999; Rosser, 1999), and evolutionary economiste{& & Potts, 2007; Loasby,
1991; R. R. Nelson & Winter, 2002).

While there have been attempts to combine theseagipes with public choice
theory and a number of interesting arguments haverged (Boettke, Coyne, &
Leeson, 2007; Boettke & Loépez, 2002; Pennington1120Witt, 1992;
Wohlgemuth, 2002), there is no coherent researofeqr— based on a shared set
of assumptions and methods — in dynamic publicaghthieory in the way there has
been in mainstream public choice theory on the baad and evolutionary,

complexity, and Austrian economics on the otfiér.

71t might be argued that recent work on self-gomeae by scholars in the Austrian

tradition (many of them students of Peter Boettkejnks an coherent research project in
Austrian Public Choice (Boettke, 2011; Coyne & Matheét011; D’Amico, 2010; Leeson
& Skarbek, 2010; Leeson, 2007, 2008, 2009, 201%ydiak Stringham, 2009; Skarbek,
2012, 2011; Snow, 2011; Stringham, 2003). Whiledhe indeed a great deal of related
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The problems with this lack of theoretical groungdinan be seen in existing
dynamic analyses of Tiebout competition. Vihant®92) suggested from an
Austrian perspective that Tiebout competition cam $een as a discovery
mechanism, and Vanberg and Kerber (1994) arguethigadynamic effects of
Tiebout exit should be seen as an evolutionary gg®c Following these early
analyses, a number of scholars have reiterated ned to study Tiebout
competition dynamically (Wohlgemuth, 1995; Gerkd®95; Kerber & Heine,

2003; Kerber & Vanberg, 1995; Kerber, 2008; SaanKé&ber, 2013; Stansel,
2012; Wohlgemuth, 2008), but much of this work kiasply reiterated the insights
of the two early papers or applied the ideas tartiqular policy area. This is not a

vibrant programme of research.

A useful way of thinking about this problem is tongpare Vanberg and Kerber's
explicitly evolutionary approach to the general lationary economic framework
developed by Dopfer and Potts (2007). While thatipal realm differs from the
economic in important respects, the framework dged by Dopfer and Potts
seems general enough to enable consideration ibcpbtynamics while avoiding

the confusions and ambiguities in Vanberg and Kiéstveork.

A key element of the Dopfer-Potts framework is thgction of the micro-macro
framework of mainstream economics in favour of th@cro-meso-macro
framework. Microeconomics is concerned with thedwbur of individual agents
and agencies; mesoeconomics is concerned with anlksheir carrier populations;
and macroeconomics is concerned with the entira@oy as a complex of rules
and carrier populations. At the micro level, indivals and firms originate, adopt,
and retain rules. This involves purposeful actiag,in neoclassical economics.
Unlike neoclassical economics, however, the ageseen as a complex of rules
which are subject to change. Agents will formulareadopt new rules which
enable them to better achieve their goals (Dopfd?dits, 2007, Chapter 3). This
gives rise to the abstract but analytically centaicept of the meso unit as a rule,
its carrier population, and trajectory. Economiolation happens at the meso level
as rules are originated, adopted, and retained pgpalation of carriers. Novel
ideas are introduced and the most successful beestablished in the economic
system (Dopfer & Potts, 2007, Chapter 4). As nelgsibecome established, the

work here, | would make two points. First, this wads primarily empirical rather than
theoretical. Second, the approach taken by thdsdass has not shown itself to be general
enough to be applied to contexts outside of volynitateraction in self-governing groups.
There are lessons for public choice theory in gandaut it is unclear that the Austrian
approach these scholars are working in can be glsed.
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macroeconomic status quo is disturbed and a newirgqun emerges. At the
macro level, populations become structures (DoffBotts, 2007, Chapter 5). The
meso, then, provides a non-aggregative link betwedcro and macro. It is
ultimately individual behaviour which has macro seguences, but
macroeconomic phenomena emerge proximately fronmtheaction of meso units
rather than micro agents (Dopfer & Potts, 2007,2p). Mesoeconomics is
fundamentally concerned with the process of ruleange. Evolution is a
phenomenon of populations rather than individuatsyever, and thus happens at

the meso rather than micro level.

An important distinction in this framework is be®veagents and agencies. Agents
are individual human beings conceived as rule-nsaked rule-users. Where the
neoclassical notion diomo Economicusees humans as rational in the operational
domain, the evolutionary model Biomo Sapiens Economicatso recognises that
humans are imaginative in the domain. People daingply consider their options
given a static set of behavioural, cognitive, techih and social rules, but also
formulate and adopt new rules which open new ojmeralt possibilities (Dopfer &
Potts, 2007, pp. 29-31). Agencies are sociallystranted rule-carriers which use
social rules to organise the capabilities of mangividuals and give rise to
emergent capabilities possessed by no single ohavi Firms, for example, create
or adopt rules which are held by no employee oragan Agencies are created by
agents, but their knowledge cannot be reducedatbahindividual agents (Dopfer
& Potts, 2007, pp. 31-33).

Evolutionary economists often see market competifar profit as the selection
mechanism which drives economic evolution (R. RshelI& Winter, 1982). As
firms in competitive markets seek to maximise prdfiey are forced to innovate.
In the Dopfer-Potts framework, competition as aes@n mechanism would
involve micro units competing at both the operadioand generic levels. Once a
firm originates a new rule which increases profitah other firms will tend to
adopt and retain that rule. These processes anitr® level will produce meso
trajectories in which rules tending to increasefibility attract larger carrier
populations. While competition is a microeconomi@pomenon, its evolutionary

effects operate at the mesoeconomic level.

Dopfer and Potts, however, have relatively littleshy about competition. This is
because competition is not the only selection mmisha which operates in

markets. Even in very competitive markets, a firmésponse to competitive
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pressure is mediated by its organisational rules the decisions of individual
agents within it. The fitness of a rule is not defi in terms of profitability, but in
terms of its tendency to attract a large populatbrarriers. For some purposes,
the competitive market process is an acceptabbeydar fithess. Dopfer and Potts
are attempting to develop a general framework toe study of economic

evolution, however, and market competition is taorow for such purposes.

Just as evolutionary economic analysis needs toabeful about what it borrows
from evolutionary biology, evolutionary politicahalysis needs to be careful about
what it borrows from evolutionary economics. Govaemts are not like firms and
citizens are not like consumers in all relevaniseen The Dopfer-Potts framework,
however, is sufficiently abstract to be applicatdenon-market forms of human
decision making. Just as neoclassical price theya framework for static
economic analysis has been usefully applied to emmmomic situations, the
Dopfer-Potts framework for dynamic economic analysn, | suggest, be applied

outside the economic realm narrowly conceived.

At the most abstract level, the general theoryamemic evolution is about the
dynamics of rules intended to create value forateragents via their effect on the
operational capabilities of agents and agencies.th®& micro level, agents
formulate ideas and agents or agencies will possilbpt and retain these rules,
depending on their internal decision making maatyirsaxd environmental effects.
At the meso level, these abstract rules have cap@pulations which vary
according to the selection mechanisms defined ey dibcisions of micro-units
responding to environmental decisions. These megectories collectively give
rise to the macro pattern of rules. This framewaoks not require firms or prices

and is applicable to political dynamics.

States, legislatures, government departments, aliticgl parties are, like firms,
socially constructed agencies capable of carryamipus technical and social rules.
Political agencies are jointly constructed and rzained by various human agents,
with decision making procedures emerging from titeraction of various agents
along with technical and social rules. Along witholifical agents (voters,
candidates, bureaucrats), political agencies aentitro-units in this framework
and are thus not themselves subject to evolutiahd®, the population of rules
emerging from the interaction of agents and ageniseghe meso-unit which is

subject to evolution. The mesopolitical trajectarfya rule is the process through
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which it is originated, adopted, and retained. Giengolitical evolution is

concerned with change in such rules.

The Dopfer-Potts framework makes the problems watkisting work on

evolutionary Tiebout competition clear. Perhaps tt@st important point which

needs to be made is that an evolutionary theorit kutirely around Tiebout

competition is infeasible. In biological evolutiagenes compete for instantiation in
organisms. The selection mechanism here is howthe}l are able to do this, and
this involves a number of lower-level pressureshsas the ability to harvest
energy, to avoid danger, and (for sexually repraduorganisms) to attract mates.
No single one of these lower-level pressures catrdsted independently of the
others, since there will be interdependencies antloign which are relevant to the
overall fitness of a gene. Thus, we cannot haveedul evolutionary biological

theory which only considers danger avoidance, sihé® leaves out too many
relevant factors. All theories are abstractions,cofirse, but when predictable
mechanisms with strong correlations to the indepehdvariables under
consideration are left out, empirical predictiorcdmmes problematic. To continue
with the example of danger avoidance, an evolutipnieory which considered
only danger avoidance would presumably predict trganisms spend all their
resources avoiding danger. This would clearly Halse prediction, and only by
considering the tradeoffs between safety and enleagyest, for example, can we

make well-grounded empirical predictions.

Tiebout competition is, like danger avoidance ioldgy, a lower-level mechanism
which needs to be considered alongside the otheshamésms which jointly
determine the fitness of any rule. Depending on é#mironment, Tiebout
competition may be a weak or strong force in intthal evolution, but it will
never be the only relevant mechanism. Thus, anyugenary theory of Tiebout
competition will be theoretically poorly-groundedidaempirically fruitless. An
evolutionary theory of institutional developmengwever, may include Tiebout
competition as a lower-level pressure. This coulddpce interesting empirical
predictions regarding Tiebout competition in redatio other such pressures, such

as desirability to interest groups, the median vatee.

In other words, evolutionary Tiebout models canmeat competing governments
as black boxes which seek to maximise populationtat revenue. The
mesopolitical phenomenon of institutional evolutiepends on the micropolitical

behaviour of individual governments, and the bebawiof these socially
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constructed agencies emerges from the interacfitmman agents constrained by
the constitutional and mechanism rules of the guwent in question. Models of
government motivation need to be built from theume up with an awareness of
how collective decisions are actually made. Putticice theory has made a great
deal of progress on this front in recent decadesthe degree of fidelity required

for evolutionary analysis presents serious problems

In biology, the fitness of an organism is extemalefined by environmental
conditions, and the fitness of a gene is definedt¥yontribution to organisms’
fitness in interaction with other genes. In theitmal realm, the situation is more
complicated. There is no meaningful way to measuieropolitical fithess; some
jurisdictions may be more likely to persist andwarthan others, but jurisdictions
do not replicate and this type of fithess has rax@lin evolutionary theory. The
mesopolitical concept of rule fitness, then, is ot solidly grounded at the
micropolitical level. The fitness of a rule is utiately determined by the decisions
of micropolitical actors, of course, but such faeeemerges only at the meso level

based on the various mechanisms which influenceoatével choice.

This makes the motivational heterogeneity of ageni$ agencies a very serious
difficulty with no obvious solution for formal ewvationary theory. The
mesopolitical trajectory of a rule depends on tkierg to which it is adopted and
retained by various jurisdictions. If each jurigiin has its own idiosyncratic
constellation of decision making machinery whicheztively define mesopolitical
fitness, analysis at the population level beconey difficult. Unless the analyst
can somehow abstract away or integrate the mativaki heterogeneity of
jurisdictions into their models, the concept of opditical fithess cannot be

operationalised.

This is also a problem in evolutionary economics,ibis much more manageable
in that context. All firms in a competitive marke&n reasonably be assumed to
have profit as a major argument in their objecfwections. While other factors
also influence firm behaviour, the profit motiveopides an imperfect proxy for
microeconomic fitness which is good enough for mamalytic and empirical
purposes. In a political context, there is no ®nghvironmental constraint as
universal or powerful as the profit motive. We &eced to deal with motivational

heterogeneity head-on.

The model implicit in Vanberg and Kerber seemsdalrepresentative agent one

in an important respect. The population of jurisidits competing for citizens have
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heterogeneous knowledge but homogeneous motivatigungsdictions are
population maximisers. This is clearly not appiag;, and the tools of agent-
based modelling and other computational methodklqmtentially be very helpful
here in formally modelling interaction among hetgoneous agencies. There has
been some computational work on related topics. éSstndies have simulated
Tiebout exit by individual citizens (Kollman, Mille & Page, 1997; Nishida,
Yamada, Yoshikawa, & Terano, 2011), and others lawvesidered the search for
optimal policy solutions in decentralised systerhgavernance (Kollman, Miller,
& Page, 2000; Saam & Kerber, 2013). These studmesl dight on particular
aspects of the Tiebout process, but they do notectamgrips with the central
problem of motivational heterogeneity revealed Wy tmicro-meso-macro

framework.

Evolutionary economics in the Dopfer-Potts sense larious parallels to
revisionist public choice theory in the Brennan-Hiansense. The concerns and
methodology are quite different of course, but at@ad level both retain as much
of conventional rational choice theory as possildle relaxing some of the
epistemic and motivational assumptions to inveitigaechanisms and processes
rendered invisible by a strict adherence toHoeno Economicusodel of choice.
Moreover, both approaches are important if we w@aninderstand the dynamics of
political systems. Evolutionary economics providegeneral framework which, |
suggest, is capable of structuring rational chgiglitical analysis in a way which
allows for non-equilibrium dynamics and endogensuisctural change. To apply
this approach to political questions, however, wedto carefully and explicitly
define the motivations and capacities of agentsyelsas the emergent capacities
of agencies. The motivational, dispositional, expiee, and epistemic dimensions

of revisionist public choice theory are clearly ionfant here.

Exit and voice, considered as institutional meahsamtrol and communication,
have important roles as selection mechanisms.slfargued elsewhere in this
thesis, exit and voice decisions are made on dlifference motivational and
epistemic foundations, the selective forces opegaith exit-constrained systems
will be quite different than those in voice-constel systems. As Kerber and
Vanberg (1995) emphasise, there is nothing abolgctsen in general which
guarantees that evolution produces desirable owspbut selection based on the
rational exit decisions of individuals will tend pooduce institutions which satisfy
individual preferences. If the connection betweeite and preference is weaker,

this cannot so readily be concluded and evolutiowatds welfare-enhancing
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institutions (i.e. institutional innovation) is kedikely through voice than exit.
Moreover, the origination of rules at the microdkis limited by entrepreneurial
exit options. Given that the current system oforastates makes it difficult to opt
out of existing governments and experiment with nestitutional arrangements,
the variation on which evolutionary selection ideatm work is limited. Chapters
seven and eight make this point at some lengthaagde for seasteading as a
solution, but | take the viability of this approaak an open question which will
ultimately be settled by the market rather thanattedemic research.

9.4.4. Is reform ever feasible?

The idea that we should subject normative theoffgasibility analysis is a central
element of revisionist public choice theory (G. Bran & Hamlin, 2009), and
indeed of normative public choice theory in generBuchanan's (1984)
description of public choice theory as ‘politicstiaut romance’ gets at the heart
of the feasibility issue. There are many sociatomes we might think desirable in
various ways, but we need to be realistic. For Bnelm, realism requires that we
(1) start from the here and now, and (2) only odesiattainable institutional
options. We might like to fundamentally remake stcirom a blank slate, but we
need to consider the constraints imposed by thassto. We might want public
offices manned by angels, but there is no relialdg of guaranteeing this is the

case.

Buchanan recognised that political outcomes withset of rules are governed by
the interests and constraints of various politeetiors and that no individual can
control the resulting outcomes. Politics, as emigleds in chapter eight, is a
spontaneous order — ‘the result of human action, ot the execution of any
human design’ in Adam Ferguson’s colourful phraBerguson, 1995, p. 119).
While rational choice theory is often criticisedkasng excessively individualistic,
its conventional version is better seen as a siractheory in which individual
actions are determined by exogenous incentivesnt&ga rational choice theories
have preferences, but the prominence of represantgent theories in economics
and rational choice politics makes the claim ttsipnal choice theory in general
emphasises individual agency over social structushaky one to say the least.
Rational choice models are built of individual atgetut those agents are seriously
constrained by the exogenously given structurehef model. In a normal form
game between two players, individuals choose agow column, but never a cell
(Kliemt, 2006).
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The feasibility constraint on normative theory d@nconsidered at various levels
of stringency. A weak feasibility requirement migimsist only that logically
possible alternatives be considered. A more stihgequirement would restrict
attention to stable equilibria, and an even momateling one might additionally
insist on there being a plausible path from heréh&we. The appropriate level of
feasibility constraint depends on the purpose ofrmymative theorising. If we are
engaged in a purely evaluative exercise devoidngf @mbitions of institutional
reform, the stability requirement may be sufficietitwe want our normative
theory to guide institutional design, however, weety need a stronger feasibility
constraint which considers the possibility of tleorm being adopted given the
current institutional environment. If we push fdalgy analysis to its logical
conclusion and recognise that we never choose loetlsnly rows or columns, we
should focus on what we as individuals can do tft 8fe institutional equilibrium.
This is clearly a very demanding condition whichulkbseem to render irrelevant

virtually all forms of normative political analysis

This is essentially the point made by Thomas Christ (2004) when he claims
that normative rational choice theory is self-défen If rational choice theorists
accept that ‘ought implies can’ and that the basicicture of institutions are
beyond the control of any individual, Christiangaes that normative evaluation
of institutional alternatives would be pointlesdndividual actions collectively

determine outcomes, but no individual has a sigaifi enough influence on the
outcome for evaluative knowledge to have any prattpurpose. We may take a
pessimistic view and think the self-defeating natof normative public choice
theory dooms us to live with inferior institution§hat is, we might agree with
Gerhard Wegner (2004, pp. 339-340) that econorsica discipline which both

conceptualizes improvements in politics but simétusly shows why such
improvements must remain unrealised.” On the otlaed, we may think desirable
outcomes are likely to emerge through social imtéwa, but not because we want

them to in any meaningful sense.

Buchanan’s solution to the emergent nature of ipslivas to ask political actors to
step back and bargain over the rules of the gathege want to alter political
outcomes, we should not go tinkering with poligigscemeal but rather change the
rules which structure political interactions ancdughallow particular political
outcomes to emerge (G. Brennan & Buchanan, 20@0potential problem with
this reasoning is that constitutions are not made ai political vacuum.

Constitutions, like policies, are the result of ecentralised process of decision
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making which nobody fully controls. The human wesdses of selfishness and
irrationality are present at the constitutionaldievand this means that constitutions
are not the impartial and powerful things many tituisonal political economists
take them to be (G. Brennan & Hamlin, 2002; Cram@&d-arrant, 2004; de Jasay,
1989; Farrant & Paganelli, 2005; Farrant, 2004;MRGuire & Ohsfeldt, 1986,
1989; R. McGuire, 1988). As Andrew Farrant (2004449) puts it, Buchanan’s
constitutional political economy does not rid ifsgflromance entirely, but lets it in
through the back door by taking a romantic view tbe impartiality of

constitutional decision making and the binding powfeconstitutional constraints.

It is true that in most cases an individual voiearmot expect to make a difference,
but politics is not a solitary pursuit. Buchanantntractarianism emphasises the
cooperative nature of politics, and Mackie’s maadabodel of democracy
emphasises the fact that political actors see tbems as contributing to a
collective effort rather than individually attemmgi to bring about some outcome.
In a tautological sense all action is taken indialtly, but decentralised individual
action can often result in spontaneous or conscioogperation. Political
insignificance is a social dilemma, and as Elinatr@m (1990) and others have
shown, such collective action problems can oftensbbe/ed through human

creativity in bargaining and institutional tinkegin

Representative democracy as it exists in developmahtries today does an
unusually good job of protecting against predatdod securing economic growth,
but it is far from perfect. The question for theseking improvement and aware of
feasibility constraints is whether democracy aexitsts today provides sufficient
mechanisms which enable and incentivise individutds cooperate in the
improvement of democratic institutions. If thisnist the case, it is unclear whether
anyreforms pass the feasibility test in its strongrfoPolicy and institutions might
drift, but if we as political theorists, policy dpsts, and activists cannot in any real

sense influence the direction of drift, we mightasl pack up and go home.

If we accept the constitutional imperative of siegpback from everyday politics
and looking at rules, what we need to evaluatefaitaist claim is a theory of
constitutional entrepreneurship. When can indivisluar groups initiate
constitutional change, and are such periods of gatikely to lead to
improvement? The latter question is of course wemtext-sensitive, but the only
plausible answer to the former question is ‘notyveften.” This does not

automatically lead us to the fatalist position, lkeeer, since it may be that
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constitutional moments are rare but extremely enmgsimg. Returning to the
evolutionary framework, it may be that constituibevolution is ‘punctuated’ in
the sense that there are long periods of stagssupted by short bursts of radical
change (Eldredge & Gould, 1972). One such puncnoaseems to be the
readjustment of the English civil war and GlorioRevolution; another is the
opening of the American frontier. Constitutionallesiare difficult to improve upon
in the course of everyday politics, but periodénstability and the opening of new
frontiers provide conditions under which individsialcting cooperatively can make
a difference. If this is the case, those seekisgtirntional change will need to wait

for the next crisis or, more optimistically, thexh&ontier.

It is also worth noting that constitutions and pigs are endogenous to
preferences, and preferences can to a certain tektenchanged. Buchanan
recognised this when he wrote of the need for astitutional attitude’ among the
general population as a prerequisite for meaningfnstitutional reform (G.
Brennan & Buchanan, 2000, Chapter 9). There is raerdsting irony and a
satisfying symmetry to this claim. Constitutionadlifcal economy tells us to
ignore the players and focus on the rules of theegdut the only way to change

the rules of the game is to change the players.

Needless to say, there are serious feasibilityessuith the idea of persuasion as a
strategy for reform. If we take a conventionaloatl choice view of preferences
as instrumental and beliefs as rational, the preisger persuasion seem very slim.
The only mechanism would seem to be the discovady dissemination of new
information to a large audience, which for mosusfin the current media-saturated
and globalised world would not be a realistic pextp Rationally irrational or
expressive voters, on the other hand, will resgonthetoric and framing, which is
amenable to more small-scale change. The chancas ofdividual altering the
institutional equilibrium through persuasion areebyismall, but they are increased
by the revisionist factors of expressive preferemae rational irrationality. Unless
the truth has an advantage over falsehood in pgiushere is no reason to think
that this makes institutional improvement more lifkebut it does potentially
restore some power to individuals and thus givasnative public choice theory
some practical purpose (Caplan, 2010; Stringham Wnkiel, 2010; Stringham,
2011).

Moreover, it may be that radical and widespreadepesce change is more likely

to occur due to individual action than we mightiraste by looking at publicly
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expressed preferences. Kuran (1989, 1995) argumsptieference falsification
produces a self-reinforcing type of conformity whican be disrupted by small
changes in public preferences. If people prefemptblicly express their true
preferences but only when a sufficient number d¢fert share their preference,
there may be significant groups of preference fialsi who would be willing to
public express their true preferences if a sufficirumber of others did likewise. If
individuals differ in terms of the threshold at wiithey will reveal their
preferences, we may see cascades of preferencétievefollowing from a
relatively small number of individuals revealing eith preferences. Such
‘availability cascades’ can also happen withoutfgmence falsification if people
condition their beliefs on the stated beliefs dfess or if the expressive value of an
opinion is increased by its popularity (Kuran & Stein, 1999). Again, there is no
guarantee that such processes will produce goambimdts rather than bad, but it
does open the possibility that individuals can #igantly shift the institutional

equilibrium.
9.5. Conclusion

| have repeatedly argued in this thesis that ratia@moice theory as a method
provides a useful way of structuring argument imleorto make assumptions
explicit and prevent covert leaps of logic. At game time | have insisted that the
more specific assumptions of themo economicumodel need to be relaxed in
order to tackle a number of interesting questidnsthis | follow Brennan and

Hamlin’s revisionist method, which has already proed a great deal of important
theoretical work and a small but interesting enegirliterature. | have also claimed
that the scope of revisionist public choice theonght to be widened to include

other factors such as the epistemic, the dynamitilze evaluative.

Revisionist public choice theory is an interdisitipty exercise, and at present the
disciplines involved are philosophy, political stie, and economics. In arguing
for increased focus on epistemic factors and thee afsexperimental methods, |
have implicitly been suggesting that psychology uithobe included as an
important discipline for the future of the revisistnproject. What we need, | think,
is a behavioural public choice theory to match le&avioural economics which
has documented the imperfections of rationality tredways they are overcome by
real humans making real choices. Explicit experitmecomparison of individual
and collective choices in the face of uncertaimy diasing influences has been

rare, and it seems to me that there is seriouseséop empirical testing of
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revisionist theory here. At the same time, revisibtheorists need to extend their
understanding of how expressive preferences aneemstare interpreted and
transmitted in political, relative to economic, texts. The claim that people seek
esteem seems to me obviously true and Brennan eitilS(2004) analysis gets a
lot of traction out of some very basic assumptidnd, if we want to go further in

this direction, it seems that we might also wanwicome sociologists into the

revisionist public choice theory family.

The need to sharpen the psychological and soctdbgispects of revisionist
public choice theory once again points us towardsuB\peter as its patron saint.
In a few short pages, Schumpeter (2003, pp. 256-8Kdtched an account of
political behaviour amenable to economic analyslslevbeing aware of the
psychological and sociological issues in play. $opeter also subjects the
classical doctrine of democracy to philosophicallgsis and concludes, like social
choice theorists such as Arrow (1951) and Riker82)9 that the notion of
collective preference is meaningless (Schumpet8032 pp. 250-256). These
arguments are informal and often vague, but it seemme that revisionist public
choice theory has a lot to learn from Schumpetgugy of politics using the tools

of economics, philosophy, psychology, and sociology
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