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Introduction. 

From the History of Humankind  
to Big History* 

 
Leonid E. Grinin and Andrey V. Korotayev 

 
 
Our Yearbook ‘History and Mathematics’ has already celebrated its 10th anni-
versary and has confidently entered its second decade. In this regard it will be 
quite reasonable to try to extend the scope of its research field. Therefore, this 
issue is designed in an unusual manner while still preserving the relevance for 
our approach (see about it below). It also makes sense to remind the reader of 
the various aspects that were touched upon in the previous issues. 

The first issue of the Yearbook entitled ‘Analyzing and Modeling Global 
Development’ came out in 2006 (see Grinin, de Munck, and Korotayev 2006). 
This volume initiated a series of edited volumes dedicated to various aspects of 
the application of mathematical methods to the study of history and society. It 
comprised articles that apply mathematical methods to the study of various 
epochs and scales: from deep historical reconstruction to the pressing problems 
of the modern world. On the other hand, all the articles of this issue were dedi-
cated to the analysis, periodization, or modeling of global development. It was 
shown that the mathematical modeling of historical macroprocesses suggests 
a fresh approach to the periodization issue. The authors studied these problems 
from different perspectives (technological, economic, demographic, sociostruc-
tural, cultural-psychological, linguistic). New quantitative insights on the dy-
namics of contemporary processes were presented. These insights allowed the 
authors to make a number of important forecasts on this basis. 

The second issue was entitled ‘Historical Dynamics and Development 
of Complex Societies’. It demonstrated that the application of mathematical 
methods not only facilitates the processing of historical information, but can 
also give to a historian a deeper understanding of historical processes (see 
Turchin et al. 2006). 

The third issue of the Yearbook ‘Processes and Models of Global Dynam-
ics’ presented a qualitative and quantitative analysis of global historical, politi-
cal, economic and demographic processes, as well as their mathematical mo- 
dels (see Grinin et al. 2010). 

                                                           
* The research is supported by the Russian Foundation for Basic Research (Project No. 17-06-

00464). 
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The fourth issue ‘Trends and Cycles’ was devoted to cyclical and trend dy-
namics in society and nature; special attention was paid to economic and de-
mographic aspects, in particular to the mathematical modeling of the Malthusi-
an and post-Malthusian traps' dynamics (see Grinin and Korotayev 2014). 

The fifth issue ‘Political Demography & Global Ageing’ brought together 
a number of interesting articles by scholars from Europe, Asia, and America. 
They examined such an important modern historical macroprocess as global age-
ing from a variety of perspectives (see Goldstone, Grinin, and Korotayev 2015). 

The sixth (Anniversary) issue ‘Economy, Demography, Culture, and Cos-
mic Civilizations’ revealed the extraordinary potential of the application of 
mathematical methods to the study of historical processes (see Grinin and Ko-
rotayev 2017). 

The common feature of all our Yearbooks, including the present volume, is 
the usage of formal methods and social studies methods in their synthesis to 
analyze different historical phenomena.  

The present Yearbook (which is the seventh in the series) is subtitled ‘Big 
History Aspects’. This issue is devoted to the problems of evolutionary devel-
opment of the world. In no way will it be a digression from the direction which 
we have initially defined for our Yearbook, but just an extension of the scope of 
the research. 

As Karl Marx and Friedrich Engels wrote in their German Ideology, ‘We 
know only a single science, the science of history… the history of nature and 
the history of men’ (Marx and Engels 1976 [1846]: 34). Since that time the 
history of nature went even further back into the past, but the approach has not 
changed. On the contrary, at present the idea of historicism penetrated almost 
every scientific field. At the same time the search for common foundations of 
this endless in its diversity world has intensified. One of the directions of this 
interdisciplinary search for the unity of the world in its diversity is Universal 
Evolutionism (Big History). 

In the paper ‘Big History Trends and Patterns’ an American astrophysicist 
Eric J. Chaisson writes, ‘In the 20th century, several independent efforts came 
forth virtually simultaneously, as Sagan (1980), Jantsch (1980), Reeves (1981), 
and Chaisson (1981) all advanced the idea of complex systems naturally emerg-
ing with the pace of natural history’. Due to the efforts of scientists from differ-
ent countries, there appeared a field of study which literally unified the history 
of nature and people. This is the Big (or Universal) History which explores the 
history of the Universe and humankind from the Big Bang to the present day 
(including our future). In regard to this approach, we wrote, 

One of the clearest manifestations of the evolutionary approach is the 
form of universal evolutionism that considers the process of evolution as 
a continuous and integral process – from the Big Bang all the way down 
to the current state of human affairs and beyond. Universal evolutionism 
implies that cosmic, chemical, geological, biological, and social types of 
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macroevolution exhibit forms of genetic and structural continuity <...> 
The significance of this approach (which has both the widest possible 
scope, and a scientific basis) is evident. It strives to encompass within 
a single theoretical framework all the major phases of the Universe, from 
the Big Bang to the forecasts for the entire foreseeable future, while 
showing that the present state of humankind is a result of the self-
organization of matter (Grinin, Markov et al. 2009: 8–9). 

Thus, Evolutionistics that we develop in our works and Yearbooks (‘Эво-
люция’ and ‘Evolution’) is considered as an interdisciplinary common field (as 
well as intended combination of history and mathematics), which shows the 
unity of the world in its diversity. And what is better than mathematics at all 
times proved this unity of the world? Thus, we think that the integration of Big 
History's and mathematical dimensions in our Yearbook is fully justified and 
reasonable.  

The present Yearbook consists of four sections. 
Section I ‘Patterns of Big History’ includes the article by Eric J. Chaisson 

(‘Big History Trends and Patterns’). According to the author, evolution – ascent 
with change of Nature's many varied systems – has become a powerful unifying 
concept throughout the sciences. In its broadest sense, cosmic evolution, which 
includes the subject of Big History, comprises a holistic explanatory narrative 
of countless changes within and among organized systems extending from the 
Big Bang to humankind. This interdisciplinary scenario has the potential to 
unite physical, biological, and social sciences, thereby creating for people of all 
cultures at the start of the new millennium a consistent, objective, and compre-
hensive worldview of material reality. 

The second article of this Section (‘Potential Nested Accelerating Returns 
Logistic Growth in Big History’) by David J. LePoire presents the models for 
the interpretation of Big History. This interpretation includes the increasing 
rates of the evolutionary events and phases of life, humans, and civilization. 
These three phases, previously identified by others, have different information 
processing mechanisms (genes, brains, and writing). The accelerating returns 
aspect of the new model replicates the exponential part of the progress as the 
transitions in these three phases started roughly 5 billion, 5 million, and 
5,000 years ago. Each of these three phases might be composed of a further 
level of about six nested transitions with each transition proceeding faster by 
a factor of about three with corresponding changes in free energy flow and or-
ganization to handle the increased generation rate of entropy from the system.  

The article by Antony Harper (‘A Toy Model Mechanism for Greater-
Than-Exponential Human Population Growth’) proposes an underlying mecha-
nism which generates this greater-than-exponential growth. The mechanism is 
represented by a toy model of two differential equations of interacting popula-
tions, the interactions of which enhance the reproductive abilities of the other 
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population. The end result of this enhancement due to positive human interac-
tion, a quintessential characteristic of our species, is a pattern of growth moti-
vated by a greater-than-exponential rate of growth. It should be noted that the 
model proposed here is one of many potential models and not the sole, the only, 
possible model.  

Section II is devoted to cosmic evolution. It mainly consists of the contri-
butions connected with the hypotheses about prehistory of our Universe, there-
fore it is subtitled ‘Hypotheses of Deep Big History’. It opens with David 
Baker's paper (‘10500. The Darwinian Algorithm and a Possible Candidate for 
a “Unifying Theme” of Big History’). This article postulates another aspect of 
the long sought-after ‘unifying theme’ of Big History, in addition to the rise 
of complexity and energy flows. It looks briefly at the manifestation of the 
‘Darwinian algorithm’, that is to say an algorithm of random variation and non-
random selection, in many physical processes in the Universe: cosmology, ge-
ology, biology, culture, and even the occurrence of universes themselves. This 
algorithm also seems to gradually open more forms of variation and more se-
lection paths over time, leading to a higher level of free energy rate density, or 
what we know as ‘complexity’. In fact the complexity of the object under dis-
cussion seems to correspond to the available number of selection paths. The 
article closes with a bit of philosophical reflection on what the Darwinian algo-
rithm and the rise of complexity could possibly mean for humanity and the fu-
ture of the cosmos. 

The article by Tom Gehrels (‘The Chandra Multiverse’) extends the al-
ready colossal time horizons of Big History in a truly fantastic way. While 
reading this article, it is difficult to avoid exclaiming something like: ‘This is 
a really BIG history!’ Of course, this is a hypothesis, with which many might 
not agree. But this is a very bold hypothesis that extends the Big History hori-
zon by many orders of magnitude. According to Gehrels, equations of Planck 
and Chandrasekhar lead to the conclusion that our universe is a member of 
a quantized system of universes, which he calls the ‘Chandra Multiverse’. 
It is a trial-and-error evolutionary system. All universes have the same critical 
mass and finely tuned physics that our universe has. The origin and demise of 
our universe is described. In our astronomical environment, everything ages 
and decays; even the proton may have a limited half-life. The decay products of 
all the universes expand into the inter-universal medium (IUM), clouds form in 
the IUM, from which new universes are started. When the density at the center 
of our proto-universe cloud reached proton density, then photons, protons and 
neutrons were re-energized. A Photon Burst marks the beginning of our uni-
verse at 10–6 sec (1037 Planck times) later than a Big Bang, and the evolution 
of forces, sub-atomic particles and finely tuned physics occurs in the Chandra 
Multiverse. This theory of the multiverse also makes identification of dark en-
ergy and dark matter possible. 
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The section concludes with the contribution by Leonid E. Grinin (‘Was 
There a Big Bang?’). The idea that our Universe emerged as a result of the ex-
traordinary power of the Big Bang from singularity (i.e., a state of an infinitely 
small quantity and infinitely high concentration of matter) is still very popular 
today. It was one of the main postulates of the Big Bang theory that completely 
formed in the 1960s–1970s. However, at present this idea as well as the Big 
Bang theory is outdated, although it is still shared by many scientists. Being 
widespread since the end of the 1970s the Inflation theory appears more mod-
ern. The main reason for the emergence of the Inflation theory was that the Big 
Bang theory could not satisfactorily explain a number of the contemporary pa-
rameters of the Universe.  

The Inflation theory makes still widespread views of the Big Bang theory 
archaic as regards the following points: 1) the history of the Universe started 
with the Big Bang; 2) it started with the singularity. According to the Inflation 
theory, the Big Bang was not the beginning and the moment of the origin of the 
Universe, but it was preceded by at least two epochs: inflation and post-
inflationary heating. That is, the Big Bang or precisely the hot Big Bang is just 
a phase transition from the state of cold inflation to the hot phase. Since the 
Inflation theory does not consider the Big Bang as the initial phase there 
emerges an intricate problem of the role of the Big Bang in the process of 
the formation the Universe as a whole. The paper considers the confusion with 
the Big Bang notion, a number and sequence of ‘bangs’ and why the theory can 
dispense easily without the notion the Big Bang. The advantages and disad-
vantages of the Inflation theory are discussed in this contribution.  

Section III ‘Biological Aspects’ opens with the paper by Edmundas Le-
kevičius (‘Ecological Darwinism or Preliminary Answers to Some Crucial 
though Seldom Asked Questions’). The author asserts that evolutionary regu-
larities might be deduced from basic principles describing how life functions, 
most notably part-whole relationships and control mechanisms. Lekevičius 
suggests adding the concept of functional hierarchy to the concept of the strug-
gle for existence: no solitary individual or species is functionally autonomous. 
Life as we know can exist only in the form of a nutrient cycle. Only two purely 
biotic forces – ‘biotic attraction’ and ‘biotic repulsion’ – act in the living world. 
The first one maintains and increases diversity and organizes solitary parts into 
systems integrated to a greater or lesser degree. The second one, in the form of 
competition, lessens biodiversity but at the same time provides life with neces-
sary plasticity. On that basis, tentative answers to the following questions are 
given: (1) Why does life exhibit such a peculiar organization with strong inte-
gration at lower levels of organization and weak integration at higher ones?; 
(2) Why did particular species and guilds appear on the evolutionary stage at 
that particular time and not at any other?; (3) Why was the functional structure 
of ecosystems prone to convergence despite a multitude of stochastic factors? 
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In their contribution (‘Relationship between Genome Size and Organismal 
Complexity in the Lineage Leading from Prokaryotes to Mammals’) Alexan-
der V. Markov, Valery A. Anisimov, and Andrey V. Korotayev emphasize 
that there is a direct relationship between the level of organization and the mi- 
nimal genome size (MGS) in the lineage leading from prokaryotes to mammals, 
in which the tendency towards increasing complexity is especially clear. The 
dynamics of MGS in this lineage can be adequately described by the model of 
hyperexponential growth. This implies the existence of nonlinear positive feed-
backs that account for the acceleration of MGS growth. The nature of these 
feedbacks is discussed, including the formation of new genes by means of re-
combination of the fragments of existing genes, formation of ‘niches’ for new 
genes in the course of evolution of gene networks, and the expansion of regula-
tory regions. Hyperexponential growth of different variables related to the level 
of organization of the biosphere and society (biodiversity, MGS, size and com-
plexity of organisms, world population, technological development, urbaniza-
tion, etc.) suggests that the evolution of the biosphere and humanity in the di-
rection of increasing complexity is a self-accelerating (autocatalytic) process. 

Section IV ‘History and Future of Social Systems’ gives a series of fore-
casts. It opens with the paper by Andrey V. Korotayev and Leonid E. Grinin 
(‘A Mathematical Model of Influence of the Interaction between Civilization 
Center and Barbarian Periphery on the World-System Development’). This 
article offers an analysis and mathematical modeling of the influence of one of 
the major factors of the World System macrodynamics throughout most part 
of its history (since the ‘urban revolution’) – the factor of interaction of civili-
zations with their barbarian periphery. The proposed mathematical model is 
intended to describe possible influence of interaction between civilizational core 
of the World System and its barbarian periphery on the formation of the specif-
ic curve of the world urbanization dynamics. It imitates completion of the phase 
transition, behavior of the system in the attraction basin and beginning of the 
phase transition to the attraction basin of the new attractor and is aimed to iden-
tify the role of the factor of interaction between the civilizational core and bar-
barian periphery in the formation of attractor effect during the completion of 
phase transition, that is for clarification of the reason why there was observed 
not only slowdown of growth rates of the main indicators of the World System 
development after completion of phase transitions during its development, but 
also their falling with the subsequent temporary stabilization near some equilib-
rium level. Achievements of modern barbarology, including complexity of bar-
barian periphery itself and its heterogeneity are considered. The basic principle 
of the proposed dynamic model is that sizes, power and level of complexity in 
realization of external policy functions in nomadic unions (empires) closely 
correspond to sizes, power and level of political culture and activity of the core 
states with which nomads constantly had to do (this point has been established 
in works of the known experts in nomadic studies). Various alternatives are 
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shown in the model, when depending on power and size of one of the two com-
ponents of the system ‘civilization – barbarian periphery’ studied by the au-
thors, another one also changes significantly as it has to respond to the chal-
lenge properly, or can make less efforts without feeling threat or resistance. 
This principle is observed throughout the long period of the history of the 
World System. It is shown that interaction between the civilization center and 
barbarian periphery really can explain some characteristic features of the World 
System dynamics in the 4th millennium BCE – the 2nd millennium CE. The 
ways of further development of the model are outlined. 

According to William R. Thompson (‘Energy, Kondratieff Waves, Lead 
Economies, and Their Evolutionary Implications’), one approach to interpret-
ing Kondratieff waves, associated with the leadership long cycle research pro-
gram, emphasizes the role of intermittent but clustered technological innova-
tions primarily pioneered by a lead economy, with various significant impacts 
on world politics. This approach is further distinguished by asserting that the 
K-wave pattern is discernible back to the 10th century and the economic break-
through of Sung Dynasty China. While K-wave behavior has numerous and 
widespread manifestations, the question raised in this essay is whether explan-
atory power is improved by giving a greater role to energy and energy transi-
tions in the K-wave process(es). Eight specific implications are traced, ranging 
from the interaction of technological innovations and energy to cosmological 
interpretations. In general, the answer to the raised question is affirmative, 
with one caveat on whether emphasizing new fuels and engines is a hallmark 
of the hydrocarbon era or a new and evolving feature of K-waves. 

Leonid E. Grinin and Anton L. Grinin in their contribution (‘Technolo- 
gical Dimension of Big History and the Cybernetic Revolution’) consider the 
history of technological development in terms of production (or technological) 
revolutions. The analysis of its current state and forecasts is made with respect 
to Big History. Technologies have been playing a significant role in the history 
of humankind from the very origin of Homo sapiens. Numerous facts show that 
already after 50,000 BP technologies were developed in various fields: from 
hunting and cooking to primitive painting. Agriculture, building, transportation 
and many other human achievements could not have happened without certain 
technologies. Thus, one can argue that technologies play a very important role 
in Big History. Technologies played a special role in the collective learning 
which is defined as the sixth threshold of increasing complexity. This Homo 
Sapiens' achievement which happened at the beginning of the Upper Paleolithic 
was probably one of the most important events in the whole human history, and 
sometimes is termed as the Human revolution (e.g., Shea 2006). Today we are 
at the threshold of another important transition which is often called ‘post-
human revolution’, which could bring quite radical changes to society and even 
transform the human biological nature. 
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In his paper (‘Global Society as Singularity and Point of Transition to the 
New Phase of Social Evolution’) Sergey V. Dobrolyubov considers social evo-
lution as a process consisting of three phases: Adaptive, Structural and Cogni-
tive, which are separated by two phase transitions or by two singularities – the 
Neolithic and the Global. The mechanism of social evolution at these phases is 
different and is based on different institutional means of cognition and competi-
tion. At the current structural phase, competition of individuals leads to ine-
quality, and competition of societies leads to extension of societies. Social 
inequality and exploitation of the periphery become institutional tools for the 
development. The expansion of societies and evolutionary limitations of its 
growth lead to life cycles of societies. The maximum size of society increases 
in the process of evolution and tends to cover all humankind. The Global Socie-
ty is a final point of structural evolution, and transition to it is singularity. It 
will be a metamorphosis of the society's nature. The mechanism of further so-
cial evolution at the cognitive phase will rely directly on individual's need for 
cognition and self-realization, and not on the special social institutions. Ma- 
thematical model of the primary transformations dynamics at the structural 
phase is described by the equation T(n) = – 11214 + 1893 n, where T(n) – is the 
moment of evolutionary transformation, and n – is the ordinal number of trans-
formation. Global singularity is predicted by this model in AD 3930. 

The Section concludes with the article by Antony Harper (‘The Punctuat-
ed Equilibrium Macropattern of World System Urbanization and the Factors 
that Give Rise to that Macropattern’). This paper is about the World System 
evolution as it is reflected in the pattern of urbanization over the last 
5,000 years. It will be shown that the pattern of urbanization as part of the im-
mensely complex world system exhibits non-linearity in that it is neither 
smooth nor continuous but rather is punctuated by periods of rapid change in-
terspersed between periods of stasis. This pattern was first described in biologi-
cal systems by Eldridge and Gould (1972) for speciation, and much of the pat-
tern of urbanization reflects the characteristics of punctuated equilibrium first 
described by those two authors. Specifically, this paper will investigate the 
phenomenon of punctuated equilibrium reflected in both the macro-pattern of 
urbanization over historic time, i.e. the evidence for punctuated equilibrium as 
reflected by data on urbanization and on the level of state development, and 
possible mechanisms for such punctuated behavior including the general model 
of self-organized criticality as developed by Per Bak (1996), the role of hyper-
cycle formation in punctuated equilibrium, the role of aromorphic processes, 
and the interaction between population, carrying capacity, and level of technol-
ogy as represented by a very general math model. 

We hope that the present issue of the Yearbook will be interesting and use-
ful both for historians and mathematicians, as well as for all those dealing with 
various social and natural sciences. 
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Big History Trends and Patterns  

 
Eric J. Chaisson 

 
Abstract 
Evolution – ascent with change of Nature's many varied systems – has become 
a powerful unifying concept throughout the sciences. In its broadest sense, 
cosmic evolution, which includes the subject of Big History, comprises a holis-
tic explanatory narrative of countless changes within and among organized 
systems extending from the Big Bang to humankind. This interdisciplinary sce-
nario has the potential to unite physical, biological, and social sciences, there-
by creating for people of all cultures at the start of the new millennium a con-
sistent, objective, and comprehensive worldview of material reality. 

Keywords: cosmic evolution, Big History, Universe. 

Historians 
A few years ago, while having lunch in the Harvard Faculty Club with a group 
of science colleagues, I overheard a dispute among scholars at the table next to 
us. Several famous historians were squabbling about a frivolous territorial issue 
in their ancient and honorable discipline: Who studies history further back in 
time? The Greco-Roman expert maintained that the roots of his subject went 
way back, at least several thousand years. The Egyptian scholar argued that her 
studies involved events that were surely older, perhaps predating those of an-
cient Greece by a thousand years or more. And the Sumerian specialist tried to 
trump them all by claiming that his subject starts even earlier, maybe as long 
ago as 7,000 years. 

As they heatedly volleyed their arguments back and forth with growing in-
digestion, I could not resist interrupting the historians – an intrusion they did 
not appreciate, for what right did I, as a scientist, have to say anything of use or 
interest to them. When I asserted, as an astrophysicist who looks out into space 
and thus back into time, that I was a ‘real historian’ whose studies extend into 
the past to nearly the beginning of time some 14,000,000,000 years ago, they 
became visibly upset. Their statements had been rendered nonsense, their sub-
ject matter reduced to minutia in the larger scheme of all history. At least one 
of those distinguished historians has not spoken to me since.  
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Big Historians 
The recent onset of the new and exciting subject of Big History has brought 
forth an outgoing and refreshing breed of historical scholars. Their stories are 
inspiring, their outlook is uncommonly broad, and their attitudes open to new 
ideas, big ideas, indeed ideas central to fields well beyond their own. Big histo-
rians are helping to show that history writ large comprises many, diverse, yet 
related events that transpired well before those of recorded history, often ex-
tending back virtually to the beginning of time. This is not to say that I concur 
with all the words and assertions of the Big historians. As a natural scientist, 
I often experience a mild reaction to their subjective inquiry, indeed I have 
been trained in quite different methods of scholarship that emphasize objectivi-
ty. My scientific work needs to be confirmed with empirical data, or at least be 
based on statements that are experimentally or observationally testable. Skepti-
cism and validation are my central dogmas.  

Nonetheless, it is easy for me to admire the emergence of Big History, who- 
se practitioners are willing and able to cross disciplinary boundaries and whose 
subject name is simple, clear, and unpretentious. By studying past events that 
gave rise to humanity on Earth, indeed to Earth itself among the stars and gal-
axies, Big historians naturally address Nature; to be sure, Big history was once 
historically called just that – natural history, which is usually defined as ‘the 
study of natural objects and their evolution, origins, description, and interrela-
tionships’. And since I have always regarded natural history expansively as 
a long and continuous narrative from the early Universe to the present time, not 
only incorporating the origin and evolution of a wide spectrum of systems and 
structures but also connecting many of them within an overarching intellectual 
framework, it is intuitive for me to relate favorably to their important work. 

That said, even Big historians' work is limited. Big History, as most often de-
fined – ‘human history in its wider context’ (Christian 2004) or ‘an approach to 
history that places human history within the context of cosmic history’ (Spier 
2010) – pertains mostly to the meandering cosmic trek that led specifically to us 
on Earth. As such, it mainly concerns, in reverse order of appearance, changes 
that led to humankind, the Earth, the Sun, and the Milky Way Galaxy. Scant 
treatment is given, or need be given, to other galaxies, stars, or planets through-
out the almost unimaginably vast Universe, for the goal of Big History is to 
place humanity itself into a larger cosmic perspective. Furthermore, Big histori-
ans especially need not be burdened with claims of multiple universes on macro-
scales unimaginably larger than even those conceived by most physicists today, 
or of string theory and extra dimensions on micro-scales fully 20 orders of mag-
nitude smaller than anything we can now measure – least of all that we and eve-
rything around us are cyberspace avatars in an alien computer simulation run-
ning an infinity of parallel worlds and implying that all possible histories con-
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ceivable are occurring somewhere, and maybe even everywhere an infinite 
number of times – none of which mathematical notions currently have any em-
pirically supporting evidence whatsoever (Penrose 2010; Greene 2011). 

In declaring these caveats, I wish neither to belittle Big History nor to cri-
tique those colleagues who prefer to speculate about the life and times of meta-
events beyond the confines of our 14-billion-year-old Universe. Rather, I seek to 
make clear that most natural scientists still embrace the definition that ‘the Uni-
verse is all that there is: the totality of all known or supposed objects and phe-
nomena, formerly existing, now present, or to come, taken as a whole’, and to 
suggest that if Big historians are to make headway, indeed to be accepted by tra-
ditional historians, they ought to ground their research agenda on empirical facts 
and tested ideas, where possible, and to focus their subject matter on the role of 
humanity in the one and only Universe we know. 

Cosmic Evolution 
Big History is not new, although one might not realize it by reading its current 
(March 2011) Wikipedia entry; the impression given is that this subject was 
invented hardly 20 years ago by traditional historians who began realizing that 
history actually reached well back beyond the onset of civilization. Broad, in-
terdisciplinary explications of natural history have been researched and taught 
by natural philosophers since Renaissance times, and the specific big-bang-to-
humankind story of special interest to Big historians has been championed in 
recent decades largely by cosmologists, who arguably think more broadly than 
anyone else on Earth. It is the latter astronomers, who in modern times have 
christened their subject ‘cosmic evolution’, but which is alternatively known 
within various academic disciplines as macroevolution, universal history, and 
the epic of evolution. (My original, qualitative book exposition Chaisson 1981, 
was updated in 2006 and made quantitative in 2001; a recent readable summary 
and a technical review can be found at 2009a and 2009b, respectively – all ref-
erenced at the end of this paper.1) 

Cosmic evolution is the study of the sum total of the many varied developmen-
tal and generational changes in the assembly and composition of radiation, mat-
ter, and life throughout the history of the Universe. These are the physical, bio-
logical, and cultural changes that have generally produced galaxies, stars, plan-
ets, and life-forms – specifically, regarding Big History and its more limited 
coverage, the Milky Way, Sun, Earth, and life on our planet, especially hu-
man life. The result is an inclusive evolutionary synthesis bridging a wide 
variety of scientific specialties – physics, astronomy, geology, chemistry, 
biology, and anthropology – a genuine scientific narrative of epic proportions 

                                                           
1 Most of my recent journal publications including those in the References can be downloaded from 

my research page: URL:  http://www.tufts.edu/as/wright_center/eric/ericrsrch.html. 
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extending from the beginning of time to the present, from the Big Bang to 
humankind. 

Nor is the general study of change itself new; its essence extends back at 
least 25 centuries when the philosopher Heraclitus arguably made the best ob-
servation ever while noting that ‘everything flows ... nothing stays’. This re-
markably simple idea is now essentially confirmed by modern scientific reason-
ing and much supporting data – indeed the notion that change is ubiquitous in 
Nature is at the heart of cosmic evolution. Other researchers have addressed life 
and complexity in a cosmic setting, among them Chambers (1844), who anon-
ymously wrote a pre-Darwinian tome of wide interdisciplinary insight, and 
Shapley (1930), who pioneered ‘cosmography’ that classified all known struc-
tures according to increasing dimensions. Spencer (1896) also broached the idea 
of growing complexity in biological and cultural evolution, Henderson (1913) 
regarded the whole evolutionary process, both physical and biological, as one 
and the same, Whitehead (1925) sought to broaden scientific thinking with his 
‘organic philosophy’, von Bertalanffy (1968) championed a systems-theoretic 
approach to physical, biological, and social studies, and Shklovskii and Sagan 
(1966) popularized the idea of intelligent life in the cosmos. Later in the 
20th century, several independent efforts came forth virtually simultaneously, as 
Sagan (1980), Jantsch (1980), Reeves (1981), and Chaisson (1981) all ad-
vanced the idea of complex systems naturally emerging with the pace of natural 
history. 

Fig. 1 sketches Nature's different kinds of evolution atop the so-called ‘ar-
row of time’. These three evolutionary subsets constitute the whole of cosmic 
evolution: physical evolution → biological evolution → cultural evolution, 
each describing how, in turn, ‘islands’ of growing complexity emerged to be-
come ordered systems, whether massive stars, colorful flowers, or busy cities. 
Regardless of its shape or orientation, such an arrow symbolizes the sequence 
of events that have changed systems from simplicity to complexity, from inor-
ganic to organic, from chaos in the early Universe to order more recently. That 
sequence accords well with a long and impressive chain of knowledge linking 
seven major epochs in time – particulate, galactic, stellar, planetary, chemical, 
biological, and cultural – wherein each changed chronologically: 

 elementary particles into atoms; 
 atoms into galaxies and stars; 
 stars into heavy elements; 
 elements into organic molecules; 
 molecules into life; 
 life into intelligence; 
 intelligence into cultured and technological civilization. 
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Fig. 1. An arrow of time symbolically chronicles the principal epochs 
of cosmic history, from the beginning of the Universe ~14 bil-
lion years ago (at left) to the present (at right). Labeled 
across the top are three major types of evolution (physical, 
biological, and cultural) that have produced, in turn, increas-
ing amounts of order and complexity among material systems 
observed in the Universe. Cosmic evolution, as a general and 
inclusive term, comprises all of these subset evolutionary types 
and temporal phases 

Despite the extreme specialization of modern science, evolution marks no dis-
ciplinary boundaries; cosmic evolution is a truly interdisciplinary topic. Ac-
cordingly, the most familiar kind of evolution – biological evolution, or neo-
Darwinism – is just one, albeit important, subset of a broader evolutionary sce-
nario stretching across all of space and all of time. In short, what Darwinian 
change does for plants and animals, cosmic evolution aspires to do for all 
things. And if Darwinism created a revolution in understanding by helping to 
free us from the anthropocentric belief that humans differ from other life-forms 
on our planet, then cosmic evolution extends that intellectual revolution by 
treating matter on Earth and in our bodies no differently from that in the stars 
and galaxies far beyond. 

Anthropocentrism is neither intended nor implied by the arrow of time; the ar-
row is not pointing at humankind. Anthropic principles notwithstanding, no 



Eric J. Chaisson 19 

logic supports the idea that the Universe was conceived in order to produce 
specifically us. Humans are not the pinnacle or culmination of the cosmic-
evolutionary scenario, nor are we likely the only technologically competent 
beings that have emerged in the organically rich Universe. The arrow merely 
provides an archetypal symbol, artistically conveying the creation of increas-
ingly complex structures, from spiral galaxies to rocky planets to thinking 
beings. 

Note, finally, that time's arrow does not imply that primitive, ‘lower’ life-
forms have biologically changed directly into advanced, ‘higher’ organisms, 
any more than galaxies have physically changed into stars, or stars into planets. 
Rather, with time – much time – the environmental conditions suitable for 
spawning simple life eventually changed into those favoring the biological 
origin and evolution of more complex species. Likewise, in the earlier Uni-
verse, the physical evolution of environments ripe for galactic formation even-
tually gave way more recently to conditions conducive to stellar and planetary 
formation. And now, at least on Earth, cultural evolution dominates, since our 
local biospheric environment has once more changed to foster robust, societal 
complexity. Change in surrounding environments usually precedes change in 
organized systems, and the resulting changes for those systems selected to en-
dure in Nature have generally been toward greater amounts of diverse order 
and inherent complexity. 

Energy Flows and Complexity Rises 
Of special interest to Big historians are the origin and evolution of the many 
diverse systems spanning the Universe today, notably those that sequentially and 
eventually gave rise to humanity on Earth. Particularly intriguing is the increase 
in complexity of those systems over the course of time, indeed dramatically so 
(with some exceptions) within the past half-billion years since the Cambrian 
period on our planet. Both theory and experiment, as well as computer model-
ing, suggest that islands of increasingly ordered complexity – namely, open, 
non-equilibrium systems that mainly include galaxies, stars, planets, and life-
forms – are numerically more than balanced by great seas of growing disorder 
elsewhere in the environments beyond those systems. All emergent systems 
engaged in the cosmic-evolutionary scenario agree quantitatively with the val-
ued principles of thermodynamics, especially its entropy-based 2nd law (Chais-
son 2001).2 Yet what has caused the emergence of systems and their rise in 

                                                           
2 The 1st law (or principle, or the beginning) of thermodynamics is that the amount of energy in 

a closed system remains constant, i.e. the amount of energy in the Universe is also constant. And 
the 2nd law of thermodynamics states that spontaneous changes of energy are directed from its un-
even to even distribution, i.e. the energy moves from the object with large amount of energy to 
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complexity over time, from the early Universe to the present? Is there an under-
lying principle, general law, or ongoing process that creates, organizes, and 
maintains all complex structures in the Universe? 

Briefly stated and while keeping technicality minimized, I have suggested 
for at least a quarter-century that energy flows are at the heart of the cosmic-
evolutionary story (Chaisson 1987, 2001, 2004). In particular, specific energy 
flow (i.e. energy rate per unit mass) constitutes a useful complexity metric and 
potential evolutionary driver for all constructive events throughout universal 
history. Energy does seem to be a common currency among all such ordered 
structures; whether living or not, all complex systems acquire, store, and ex-
press energy. Energy flow may well be the most unifying process in all of sci-
ence, helping to provide a cogent explanation for the onset, existence, and 
complexification of a whole array of systems – notably, how they emerge, ma-
ture, and terminate during individual lifetimes as well as across multiple gener-
ations. 

The chosen metric, however, can be neither energy alone nor even merely 
energy flow. Life on Earth is surely more complex than any star or galaxy, yet 
the latter utilize much more total energy than anything now alive on our planet. 
Accordingly, I have normalized energy flows in complex systems by their in-
herent mass, thus better enabling more uniform analysis while allowing effec-
tive comparison between and among virtually every kind of system encoun-
tered in Nature. This, then, has been and continues to be my principal working 
hypothesis in cosmic evolution: mass-normalized energy flow, termed energy 
rate density and denoted by m, is possibly the most universal process capable 
of building structures, evolving systems, and creating complexity throughout 
the Universe (Chaisson 2003). 

Fig. 2 summarizes much recent research on this subject (Chaisson 2010, 
2011), depicting how physical, biological, and cultural evolution over ~14 bil-
lion years have changed simple primordial matter into increasingly intricate and 
complex structures. (For specific power units of W/kg, divide by 104.) Values 
plotted are typical for the general category to which each system belongs, yet as 
with any eclectic, unifying theme in an imperfect Universe – especially one like 
cosmic evolution that aspires to address all of Nature – there are variations. 
And it is likely that from those variations arose the great diversity among com-
plex, evolving systems everywhere. 

                                                                                                                                 
the object with small amount of energy or it means that entropy of the Universe steadily increases 
(Editor's note).  
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Fig. 2. Energy rate densities, m, for some complex systems of spe-

cial interest to Big historians, plotted here semi-logarithmically 
at the time of their origin, display a clear increase during the 
~14 billion-year history of the Universe. The shaded area in-
cludes an immense array of changing m values as myriad 
systems evolved and complexified (Chaisson 2010, 2011, and 
2013) 

Following the graphed trend in Fig. 2, which addresses complex systems of 
greatest interest to Big historians concerned with the specific evolutionary path 
that likely led to our human society, I have found systematic increases in the 
energy rate density (expressed here in the metric units of erg/s/g, evaluated 
against time in billions, millions, and thousands of years ago, Gya, Mya, and 
kya, respectively): 

Within physical evolution: 
 The Milky Way Galaxy evolved from protogalactic blobs > 12 Gya (m ≈ 

≈ 10–3 erg/s/g), which became widespread dwarf galaxies (~10–2), then a ma-
ture, normal galaxy ~10 Gya (~0.05), and currently our galaxy's present state 
(~0.1). 

 The Sun evolved from a protostar ~5 Gya (m ≈ 1 erg/s/g) to become 
a main-sequence star currently (~2), and will continue evolving to subgiant 
status ~6 Gya in the future (~4), eventually terminating as an aged red-giant 
star (~102). 
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Within biological evolution: 
 Plants evolved from microscopic protists > 470 Mya (m ≈ 103 erg/s/g), 

to seedy gymnosperms ~350 Mya (~5×103), to flowering angiosperms  
~125 Mya (~7×103), and to highly efficient C4 plants ~30 Mya (~104). 

 Animals evolved from fish and amphibians 370–500 Mya (m ≈ 4×103), 
to cold-blooded reptiles ~320 Mya (~3x103), to warm-blooded mammals  
~200 Mya (~4×104), and to flying birds ~125 Mya (~9×104). 

Within cultural evolution: 
 Human society evolved from hunter-gatherers ~300 kya (m ≈ 4×104 erg/s/g), 

to agriculturists ~10 kya (~105), to industrialists ~200 ya (~5×105), and to tech-
nologists of today (~2×106).3 

 Machines evolved from primitive devices ~150 ya4 (m ≈ 105 erg/s/g), to 
the invention of automobiles ~100 ya (~106), to the development of airplanes 
~50 ya (~107), and to modern jet aircraft and their computers (~5×107). 

Or, for those readers who prefer words devoid of numbers, a simple ‘trans-
lation’ of the above technical summary suggests a ranked order of increasingly 
complex systems across the many successive phases of cosmic evolution: 

 mature galaxies are more complex than their dwarf predecessors; 
 red-giant stars are more complex than their main-sequence counterparts; 
 eukaryotes are more complex than prokaryotes; 
 plants are more complex than protists; 
 animals are more complex than plants; 
 mammals are more complex than reptiles; 
 brains are more complex than bodies; 
 society is more complex than individual humans; 
 machines are more complex than societies. 
Better metrics than energy rate density may well describe each of the sys-

tem categories within the more restricted domains of physical, biological, and 
cultural evolution that combine to create the greater whole of cosmic evolution, 
but no other single metric seems capable of uniformly describing them all.  
The significance of plotting on a single graph one quantity for such an enor-
mously wide range of systems observed in Nature should not be overlooked. 
I am unaware of any other single quantity (m) that can characterize so exten-

                                                           
3 Perhaps, pointing the date 300 thousand years ago, the author means the emergence of Neander-

thals. However, the transition of primitive and ancient people to hunting and gathering took place 
much earlier and the people which are anatomically similar with modern people, appeared not 
earlier than 200 thousand years ago (see Markov 2012). (Editor's note).  

4 Machines appeared much earlier. Some machine-like-mechanisms can be mentioned referring to 
the period of Ancient times, but at the end of Middle Ages and beginning of Early Modern Period 
(the 14th – 16th centuries) one can mention about machines and even systems of machines in 
the proper sense of the word (see Grinin 2012). (Editor's note). 
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sively and uniformly so many varied complex systems spanning ~20 orders of 
magnitude in spatial dimension and nearly as many in time. 

What seems inherently attractive is that energy flow as a universal process 
helps suppress entropy within increasingly ordered, localized systems evolving 
amidst increasingly disordered, wider environments, indeed a process that ar-
guably governed the emergence and maturity of our galaxy, our star, our planet, 
and ourselves. If correct, energy itself is the mechanism of change in the ex-
panding Universe. And energy rate density is an unambiguous, objective meas-
ure of energy flow enabling us to gauge all complex systems in like manner, 
as well as to examine how over the course of time some systems evolved to 
command energy and survive, while others apparently could not and did not. 
The optimization of such energy flows might well act as the motor of evolution 
broadly conceived, thereby affecting each of cosmic evolution's subset domains 
of physical, biological, and cultural evolution. 

Teaching Cosmic Evolution 
My philosophy of approach firmly grounds my research in empiricism, mines 
data from a wealth of observations, and aims to synthesize history in a seamless 
story that unifies much of what is actually known to exist in Nature. Fig. 2 con-
tains a huge amount of data, computations, and modeling, summarizing many 
years of effort to interpret, at a quantitative level, my original exposition of the 
modern cosmic-evolutionary scenario (Chaisson 1981). Cosmic evolution has 
become a natural way for me to cross stultifying academic boundaries and to 
understand – at some level, in chronological order, and in a unified way – many 
of the complex, organized systems in the known Universe. To be honest, it has 
been a personal intellectual journey to learn about who I am and whence I came. 

My interests in interdisciplinary science are deeply rooted in my earlier ca-
reer, extending back several decades when I first arrived as a student at Har-
vard. It was then that I aimed to enroll in the course that I had always wanted to 
take, but found that it did not exist. I was seeking a broad survey course that cut 
across the boundaries of all the natural sciences, not only because I was unsure 
which of the sciences I might like later to study in depth but also because I was 
personally seeking an overarching, integrated worldview. I was eager to make 
sense of all that I saw around me in the air, land, sea, and sky, and I was espe-
cially struggling to place myself into the big picture of Nature writ large. 

Sadly, nearly everyone I met 40 years ago – much as still the case today – 
was into ‘their own thing’. Peers studied narrow disciplines, faculty researched 
specialized domains, and few people showed much interest in others' fields of 
knowledge. That universities are so lacking in universal learning and teaching 
was my biggest disappointment at the time, and still is. There had been a few 
earlier exceptions: Observatory director Harlow Shapley had taught a wide sur-
vey on ‘cosmography’ from the 1920s to the 1950s, and (my predecessor) Carl 
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Sagan had taught ‘life in the universe’ to big crowds in the 1960s; but by the time 
I arrived as a student, Shapley was dead, Sagan banished, and the broad course 
I sought was nowhere to be found in the Harvard curriculum. 

Less than a decade later, when I was appointed to the Harvard faculty in the 
mid-1970s, I was fortunate to be able to co-(re)create that broad survey course 
along with a senior professor, George Field, who had also long wanted to teach 
the sciences in integrated fashion. We called the course ‘cosmic evolution’ and 
we resolved to make it intentionally ‘a mile wide and an inch deep’, regardless 
of expected criticism. This would be a true survey of the sciences from big 
bang to humankind – an interdisciplinary sweep across physics, astronomy, 
geology, chemistry and biology, with social studies included as well. We were 
unsure if any students would show up. 

Within three years, Cosmic Evolution had become the largest science 
course on the Harvard campus, limited only by the fire codes of the biggest 
lecture hall. Its immediate acceptance and rapid growth were partly due to our 
having taken the art of teaching seriously, but mostly because students ‘voted 
with their feet’. When asked, the students were quick to reply that they, too, 
were seeking the bigger picture – trying to grasp a larger perspective of all else 
studied at college, and especially trying to create for themselves a grand system 
of understanding. 

I have now taught cosmic evolution at Harvard for 28 of the past 35 years 
since its creation, almost all of those years (as now) alone. For the first few 
years, I imported many guest speakers, including Steve Jay Gould, E. O. Wilson, 
George Wald, and several other experts outside my own expertise of physical 
science. The guest talks were fine as individual appearances, but together they 
lacked educational continuity. So, when I received a Sloan Fellowship in the 
1980s, I surprised my colleagues by using those funds to take a year's leave to 
learn for myself all the science needed to teach the epic myself. Solo teaching 
of the course has led to much greater satisfaction personally as it has forced me 
to keep abreast of advances in a wide spectrum of subject areas; and it has pro-
vided much richer pedagogy and continuity for attending students by having 
a single person present the bulk of the course content5. A few years ago, after 
many unsuccessful attempts to inaugurate a course in cosmic evolution at Tufts 
University (owing to the usual turf battles with specialized faculty members), 
I finally succeeded while co-conspiring with a senior scientist, David Walt, 
provided that the course was team-taught by representatives from each of the 
science departments. Today, ‘From the Big Bang to Humankind’ is a popular 
offering at Tufts, where I co-teach it with an organic chemist, glacial geologist, 
developmental biologist, and cultural anthropologist. Such a team effort does 
lack educational continuity from speaker to speaker, but its decided advantage 
                                                           
5 This course's syllabus and multi-media web site are freely accessible at URL: http://www.tufts.edu/ 

as/wright_center/cosmic_evolution. 
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is that students meet a variety of leading researchers, each of whom has sub-
stantial expertise in their respective disciplines. 

Our principal reason for creating this broad survey course at Tufts is that 
a distinct minority of students there studies natural science. Although about 
a third of incoming freshman each year indicates intent to major in math/science, 
less than 10 % graduate with a degree in it. It is not much different on many 
college campuses across the nation – Americans are opting out of science in 
droves. My contention has been – to the distress of many colleagues – that the 
science faculty is the main problem here. Blame need not be placed on elemen-
tary-school teachers or high-school curricula; rather, it is more likely that college 
professors, having shirked our duties to teach well, to teach broadly, indeed often 
to teach at all at the introductory level, have abrogated our responsibilities to dis-
seminate the excitement and enthusiasm that we have for our subjects.  

Even so, the hope was that such a survey that sweepingly integrates many 
science disciplines would renew student interest in science – and it most cer-
tainly has. The numbers are rising, the students once again voting with their 
feet. And they are very much inspired by the big picture, as witnessed this past 
semester when, after one of my lectures, a young woman paid me high tribute 
while remarking with tears in her eyes, ‘Thank you for helping me remember 
the love I once had for science’. That is the kind of sentiment that makes teach-
ing this stuff for 35 years worthwhile! 

Summary 
The subject of cosmic evolution has been at the core of my entire academic ca-
reer. It is the only thing I know – yet fortunately it includes vast facts, ideas, and 
implications. As I built the course at Harvard over decades (along with its exten-
sive suite of online-supporting materials), my scholarly research agenda gradual-
ly shifted from mainstream astrophysics to fully embrace this interdisciplinary 
topic, and the science-education program that I direct at Tufts' Wright Center has 
adopted it as our intellectual theme. What started out as a search for a single 
course by a wandering student displaying hardly more than persistent curiosity 
became a life-long pursuit to understand our world, our universe, and ourselves. 

Even after decades of researching, teaching, and writing about the epic of 
evolution, I am still unsure if I know who I am or how I really fit into the larger 
scheme of things. But I have found a lifetime of satisfaction exploring the ge- 
neral theme of cosmic evolution, publishing quantitative science to bolster 
the big-bang-to-humankind story, and especially sharing the details, excite-
ment, and significance of that awesome story with countless people eager to 
discover their own worldviews. It has been, for me, the best of all scholarly 
endeavors: I have selfishly sought to know myself, yet in the process I have 
apparently helped myriad others to explore themselves and their sense of place 
in the amazing cosmos. 
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Potential Nested Accelerating Returns 
Logistic Growth in Big History 

 
David J. LePoire 

 
Abstract   
The discussions about the trends in rates of change, especially in technology, 
have led to a range of interpretative models including accelerating rates of 
change and logistic progress. These models are reviewed and a new model is 
constructed that can be used to interpret Big History. This interpretation 
includes the increasing rates of the evolutionary events and phases of life, 
humans, and civilization. These three phases, previously identified by others, 
have different information processing mechanisms (genes, brains, and writing).  
The accelerating returns aspect of the new model replicates the exponential 
part of the progress as the transitions in these three phases started roughly 
5 billion, 5 million, and 5 thousand years ago. Each of these three phases might 
be composed of a further level of about six nested transitions with each 
transition proceeding faster by a factor of about three with corresponding 
changes in free energy flow and organization to handle the increased 
generation rate of entropy from the system. Nested logistic transitions have 
been observed before, for example in the ongoing exploration of fundamental 
physics, where the progress so far suggests that the complete transition will 
include about 7 nested transitions (sets of subfields). The reason for this 
number of nested transitions within a larger transition is not known, although it 
may be related to the initial step of understanding a fraction of the full 
problem. Too small of an initial fraction would lead to incomplete problem 
scope and definition. Too large of an initial step would lead to complications 
between the development of basic understanding and higher level derivations. 
An original step of one-seventh of the problem ends up within one standard 
deviation from the inflection point (mid-way through the transition). 

Keywords: Big History, logistical growth, complex adaptive systems. 

Current Technological Trends 
The forecasts of the near future vary widely in scope and outlook, predicting 
from near utopia to near dystopia. The issues of great concern during this peri-
od include: (1) the energy transition problem of moving from an unsustainable 
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fossil fuel-based economy to something else; (2) the widespread nature of the 
problems currently being discussed in terms of global warming, global trade, 
global terrorism, and global knowledge transfer; and (3) the possible opportuni-
ties and risks of new technologies such as genetics, nanotechnology, and artifi-
cially intelligent computers and robots (Bainbridge and Roco 2005). To gain 
a wider perspective on this transition, this paper further explores the transitions 
involving energy, environment, leadership and new technologies (Tainter 1988; 
Diamond 1997; Ponting 2007; LePoire 2010a) in time scales from the current 
era, modern history, extended past, and potential future.  

Recently, various interpretations of trends in technological progress have 
led to widely differing predictions. Specifically, Ray Kurzweil (2005) hypothe-
sized an ever-increasing rate of technological change, based on his analysis of 
over a century of progress in computation technologies. Theodore Modis 
(2002) hypothesized a very different future, one having a decreasing rate of 
technological change, based on the analyses of events from the ‘Big Bang’ to 
the present. Kurzweil investigated the more recent technological acceleration of 
computing performance. The inclusion of early electronic technologies, such as 
relays and vacuum tubes, led Kurzweil to propose that the rate of technological 
change is increasing with time, that is, Moore's Law of the doubling of elec-
tronic device densities every 18 months will be surmounted by new technolo-
gies that double in performance in less time. An ever increasing rate of techno-
logical change could soon lead to a technological ‘singularity’. One attempt at 
a definition of the technological singularity is a ‘future time when societal, sci-
entific, and economic change is so fast we cannot even imagine what will hap-
pen from our present perspective, and when humanity will become posthumani-
ty’ (Vinge 1993).  

Another model of technology progression and diffusion that has been stud-
ied is based on the logistic equation. This progression assumes that the rate of 
progress is proportional to both the current level of complexity and the fraction 
of complexity yet to be discovered. Logistic analysis has been found not only in 
market adoption and substitution of new products, but also in technology de-
velopment and ideas (Marchetti 1986, 1980) such as democracy and energy. 
Theodore Modis (2002) suggests that the history of the Universe might also be 
considered as a logistic development of complexity. He arranged important 
events in the history of the Universe from a variety of sources, assumed that 
each event was equally important, and then made the assumption that the com-
plexity of an event is its importance divided by the transition time to the next 
event. The dependence of the cumulative fraction of complexity on milestone 
number (not the event's time) could be interpreted either as (1) the first half of 
a logistic curve, or (2) a sequence of events that will culminate in a singularity. 
Modis favored the logistic development interpretation. 
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These two scenarios can be related to different simple models: Kurzweil's 
singularity scenario, with continual increasing exponential progress, might de-
rive from a simple complex model, whereas Modis's long-term logistic growth 
with a tipping point determined by limitations in the learning rate and energy 
extraction rate, might be related to the more complex but realistic model. If this 
latter transition is accurate, the rate of technological progress might peak and 
eventually slow with impacts for economics and leadership (LePoire 2008, 
2014). 

History may well form a large complex adaptive system (Jantsch 1980; 
Marchetti 1980; Perry 1995; Spier 1996, 2010). As systems progress, new op-
tions that arise for the systems may spontaneously bifurcate into two potential 
discrete states (see Fig. 1). While the simplest model of complex systems can 
be driven into chaos, more realistic models with limitations suggest a possible 
reversal of increasing complexity (Stone 1993). The emergent properties of 
an evolving complex system might display simple patterns despite the compli-
cated underlying processes (Cohen and Stewart 1994). Another approach is to 
take a longer view of historical trends and phases. Carl Sagan (1977) presented 
the stages of information processing, progressing exponentially from the early 
Universe to the present day. These stages were the development of life, brains, 
and technology, starting with life origins about 5 billion years ago. A geo- 
metrical progression rate would suggest transitions from life evolution to brain 
evolution around 5 million years ago and further transition to civilization and 
technological development about 5,000 years ago. The characteristic properties 
of complex adaptive systems include: (1) a resource which drives the level of 
complexity, such as energy use (Chaisson 2004); (2) new options at critical 
stages along development paths (Jantsch 1980); and (3) competition and learn-
ing as the options are explored (Dyke 1987). 

Complex adaptive systems are found in a variety of fields and display  
a range of common emergent phenomena, such as bifurcations or transitions 
(Kauffman 1995). These transitions occur when an input to the system, such as 
energy flow, increases beyond critical levels. Studies of physical systems far 
from thermal equilibrium suggest that the energy flow is important in the de-
velopment of more complex organization. Chaos and adaptation have been in-
vestigated in many natural developing systems such as biological evolution, 
ecosystems, and social systems. In such dissipative systems order can sponta-
neously form only when the system is maintained far from equilibrium, as 
measured by the usable energy that flows through a system. 
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Fig. 1. Characteristics of an evolving Complex System. As the driving 

parameter (related to energy) increases over time, the organ-
ization of the system reaches a point where it is unstable but 
instead can grow in one of two ways. The growth between bi-
furcations is logistic 

An approach to explore whether these processes are occurring (LePoire 2010b) 
include: (1) investigating the intensity and timing of energy flow organization; 
(2) investigating simple systems dynamics models; (3) rate of critical events in 
human historical transitions; (4) exploring the nested geometrical transition 
periods and energy uses in biological, mind and technology evolution; (5) ex-
ploring possible indications of a reversal in rate of change in fundamental phys-
ics and environmental issues; (6) examining the length scales of interacting 
systems and fundamental agents from the Big Bang to present. 

A time contraction factor of about 3 is similar to time and energy contrac-
tion factors found by Snooks (2005) and Bejan and Zane (2012). This time con-
traction factor was used in describing the changes in energy intensity (Fox 
1988; Morowitz 2002; Niele 2005; Chaisson 2004; Smil 1994; Bernstein 2004), 
as summarized in Table 1. Note that just one time contraction factor was real-
ized from the Big Bang to the beginning of life on Earth. The remaining three 
large phases of life, human, and civilization evolution are separated by bold 
lines with different shadings. Each of these major phases has five or six sub-
phases. Note that six subphases with a contraction factor of the square root 
of 10 (about 3) give an overall contraction factor of 1,000 within each major 
phase. 
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Table 1. Possible way to organize changes in energy flows through 
extended evolution covering life, human, and civilization  
development 

Transition 
Start 

(Years ago) 
Description Energy Change 

15 Billion Gravitational Gravitational energy causes clumping and nu-
clear energy causes energy to be released and 
element formation 

5 Billion Planet/Life Life first gathers energy through chemicals or 
thermal gradients. Later the light from the Sun 
is captured and turned into chemical energy 

1.5 Billion Complex Cells Simple prokaryotes form symbiotic relation-
ships to form a larger and more organized eu-
karyote cell 

500 Million Cambrian Oxygen levels reach a concentration so that 
multicellular organisms can be supported. The 
many body types and survival strategies lead to 
rapid evolution 

150 Million Mammals Animals move to land after plants. The larger 
temperature variations lead to a way to regulate 
temperature to ensure ability to be active 
throughout the day and seasons 

50 Million Primates A generalist strategy using various food so- 
urces including fruits leads to greater energy to 
the brain 

15 Million Hominids Further generalist strategies and social organi-
zation again leads to greater energy use by the 
brain 

5 Million Humans Humans adapt to a changing climate by leaving 
the forest for the savannah along with the capa-
bility for walking to expand the range of natu-
ral resources 

1.5 Million Speech Further social organization leads to an expand-
ed food sources including scavenging 

500,000 Fire Fire improves the energy availability from food 

150,000 Ecoadaptation Humans move out into other ecosystems ex-
panding the range of energy resources 

50,000 Modern humans The benefits of specialization and social organ-
ization are realized during the ice age 



David J. LePoire 33 

Transition 
Start 

(Years ago) 
Description Energy Change 

15,000 Agriculture Domestication of plants and animals leads to 
a more intense and reliable use of the land 

5,000 Civilization Organization at a city level allows risk reduc-
tion and order with increasing population 

1,500 Commercial 
Revolution 

Financial and mechanical technological tech-
niques are applied and improved in a sustaining 
growth organization 

500 Scientific/ 
Exploration 

Exploration of lands and ideas leads to expan- 
ded energy resources 

150 Industrial Fossil fuel allows large amounts of resources to 
be used along with increasing specialization 

50 Information Control through systems and computers allows 
greater efficiency in the use of energy and han-
dling of pollution 

There are similarities and differences between this interpretation and previous 
papers in this series. Specific issues include: 1) the nature of the current inflec-
tion point (Panov 2011); 2) the emphasis on non-equilibrium dynamics inclu- 
ding bifurcation or energy, technology and also social organization (Nazaretyan 
2011); and 3) the organization of evolutionary trends into two or three phases 
(Grinin, Korotayev, and Markov 2011).  

Alexander Panov (2011) also organized evolutionary history with 19 evolu-
tionary crisis transitions with decreasing duration (by about a factor of 3). This is 
called the scaling law of evolution. If the trend continues, evolution would come 
to a very rapid rate of evolution at some point in time, the Singularity, which was 
predicted to occur somewhere within the past two decades. However, as he notes, 
the rate of evolution cannot approach this infinite rate but instead would be con-
strained by resources and the ability for evolutionary processes to work by testing 
various environmental fitness of technologies and cultures. This is similar to the 
law of Accelerating Returns by Ray Kurzweil. However, just as normal logistic 
transitions first start with exponential growth and later slow due to limitations to 
form the S-curve transition, the hyperbolic growth of evolution might also begin 
to slow. The combined law of accelerating returns and the logistic developed here 
is one way to model this important inflection point in evolution, the ‘crisis of 
crises’ as stated by Panov. Such an inflection would indicate the conflict between 
conventional economic and resource growth and constraints of global resources, 
pollution, population, and conflicts. 

Panov (2011) continues to discuss the possible ‘end’ of science. The com-
plexity of the increasingly intertwined processes of science, development, and 
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production might be reflected in the limits of scientific growth within the con-
straints of society. An outgrowth of this entanglement might be seen in the re-
cent organization of technological hubs which combine research into the scien-
tific basis, product development, and production of new technologies. For 
example, the U.S. Department of Energy has formed many exploratory techno-
logical innovation hubs to pursue new energy technologies such as energy sto- 
rage (batteries) for both transportation and electrical grid buffering. 

This nested logistical pattern, interpreted as alternating evolution of 
smooth exploration followed by intense reorganizing transitions is compatible 
with the view of Akop Nazaretyan (2011). He emphasized the non-equilibrium 
aspects of the evolution and the role of mental capacities to form new organiza-
tions that would lead through the crises to a new sustainable growth. It is not 
just the energy flow that increases complexity, but the ability to control the 
environmental impacts of that flow. Control was important in many transitions 
including the use of fire, the use of engineered water projects, and the current 
issues with potential climate change. He identified the 21st ‘bifurcation’ century 
as a test where a major inflection in the complexity, suggested by Big History, 
might raise many issues concerning conflict, energy, and the environment. 

There is also the question of whether the evolutionary process occurred in 
three major phases discussed here – biological, human, and civilization, or 
two – biological and social phases as discussed by Grinin, Korotayev, and 
Markov (2011). The reason the phases were split into three in this paper is be-
cause of the three information storage and passing mechanisms identified (Sa-
gan 1977), i.e. DNA, the human mind, and writing/artifacts. It is true that ge-
netic changes were key in the development of humans but much of the learning 
was passed through social signals leading to the new tool of spoken language, 
while also beginning to control aspects of nature such as fire, dogs, and plants. 
Grinin et al. (2011) mention this aspect in the afterward of their paper by dis-
cussing intermediate subphases such as the biological-social type which would 
be similar to the human mind phase discussed here. Then the civilization, or 
pure social phase, is distinct because of the hierarchy of the social groups in 
combination with written records supporting the new organization. 

Growth Pattern Characteristics 
The first topic concerns the combination of accelerating returns model and the 
logistic model. The accelerating rate of return can be written y’ = ky2. This 
tends to grow faster than an exponential with a singularity at some point in 
time. The logistic equation can be written y’ = ky(1 – y), which has an inflec-
tion point but more linear progression of time scales. The super-exponential 
early growth can be combined with the logistic equation by combining the fea-
tures of each y’ = k[y(1 – y)]2. This is shown in Fig. 2 in linear and log form. 
This is appropriate for a long-term development discovery system, whereas 
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the simple logistic equation is more appropriate for diffusion of information. 
More insight can be gained by noting the exponential growth rate, y’/y, which is 
proportional to 1 – y for a traditional logistic growth, y for an accelerating re-
turns growth, and y(1 – y)2 for the combination. 

 
Fig. 2. Patterns of growth – Logistic (top), accelerating returns lo-

gistic growth (middle), and accelerating returns (bottom) 

The second characteristic is the nested logistic growth pattern in the both over-
all information mechanism transition, and in energy flow. The historical com-
plexity and energy use growth seems to have about 3 development phases with 
different information systems until the inflection point leading to a rate of 6 per 
full transition. Each of the three phases seems to be formed by 6 or 7 subphases 
where the information mechanism is the same (i.e., DNA, brain, writing) but 
the energy flow is continually increasing.   
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Fig. 3. Nested logistic growth in the area of fundamental physics. 

Each stage represents a logistic growth in at least one field of 
fundamental physics starting with gravitation and classical 
mechanics. Stage 4 occurred with the fastest pace as general 
relativity, quantum mechanics, and nuclear physics were be-
ing developed 

This nested pattern of logistic growth with about 7 subphases was observed in 
the development of fundamental physics (see Fig. 3) (LePoire 2005). This anal-
ysis considered the rate of discoveries in various physics subfields. The sub-
fields showed logistic growth patterns with initial slow progress followed by 
a period of steady progress, ending with another slow rate of progress as the 
subfield was fully integrated in a consistent manner. Within this one field of 
science, the nature of logistic development is seen in both the subfields and the 
complete field. If the logistic interpretation is correct and is followed, the data 
suggest that string physics is likely to be 50 % complete in 2030 and 80 % 
complete in 2090. However, if the development curve is logistic, then the de-
velopment curve would be symmetric around the midpoint, identified as the 
‘Golden Age’ of physics in the 1920s with the simultaneous developments in 
general relativity, quantum mechanics, and nuclear physics. This would imply 
that there should be symmetric stages that correspond to each other, that is, if 
three stages are identified before the midpoint, then there should be three after 
the midpoint. String physics is only the second identified stage, leading to the 
suggestion that another stage in the development of fundamental physics might 
come after string physics. If symmetry holds, the last stage's 20, 50, and 80 % 
completion times would be 2100, 2180, and 2260. 

Why would a logistic transition be broken into 7 substeps? In the process 
of exploring a new field, one of the more difficult steps is the first in defining 
the subject, the scope, and process. While there were many discoveries in phy- 
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sics before Galileo, the sustained nature of scientific progress afterwards points 
to this difficulty. Some difficult concepts to frame were inertia – bodies tend to 
keep on moving, the relationship between force and acceleration (versus the 
force in the static mechanics). This led Galileo to the experiment with simple 
toy-like apparatus' like rolling balls down inclined planes and measuring ob-
jects at the end of strings. If the first step was in the wrong direction, too small 
or too large, the progress could be halted. Some of the Greek philosophers tried 
to solve everything in one hypothesis but were not able to defend it with meas-
urements. If Galileo had observed the moons of Jupiter and then asserted the 
laws of the heavens had inertia but that did not apply on Earth, the rolling balls 
down incline planes would not have generalized the concept, i.e. it would have 
been too small. Instead the first phase of fundamental physics was the idea of 
laws of motion that applied on Earth and in the sky was set out by Galileo and 
took about 150 years through the great mathematics of the 18th century to de-
velop the tools such as calculus, variational calculus, wave theory, and genera- 
lized laws of motion such as the Lagrangian. These tools that were deve- 
loped in the first phase would become instrumental in further developments, for 
example, the Lagrangian formulation was instrumental in quantum mechanics 
whereas Newton's laws were found only applicable in classical mechanics. 

 
Fig. 4. Example how the major three phases of extended evolution 

might be considered to be each formed by a nested set of 
subphases (civilization subphases are shown here) 

An appropriate first step in a nested transition might be big enough to tackle 
fundamental issues. For example, in the physics case above, the fundamental laws 
of physics were developed and the common force of gravity was explained. 
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However, the first step cannot be too big, due to the dependency of the steps. For 
example, again in the physics case above, the theory and experimental techniques 
developed in the first phase were a necessary prerequisite for the second step 
(electromagnetism) to be explored. An appropriate step size might be less than 
half of the transition. A simple measure of the width of the transition is its stan- 
dard deviation, i.e. a characteristic duration of the full transition. So the first step 
size of 16 % of the full transition means that the second step would start one 
standard deviation from the inflection (mid-point) of the transition (see Fig. 5). 
If equal fractions of the problem (e.g., 16 % as in the first step) are later tackled, it 
would take about 6 steps to complete the logistic transition. 

 
Fig. 5. Nested steps in approaching a normal distribution. If the full 

exploration of a phase is the whole normal distribution, one 
possible strategy to initiate the process is to break the prob-
lem into subphases, starting with a fraction that is neither too 
small nor too large. Here it shows that if the whole is divided 
into seven (or six) equal area sections, then the first section 
would represent exploring up to one standard deviation from 
the inflection point (middle of the normal distribution) 

Possible Pattern Extensions 
One way to project what a logistic world would look like after the inflection 
point would be to mirror past rates of change. For example, if 2000 was the 
inflection point, meaning that technological change continues for a while at  
the same rapid progress but does not accelerate, then the 20th century might be 
a good indication of some of the changes we might see in the 21st. In the 20th 
century there was such growth in population and resource use to move 
the world beyond sustainability. The major energy supply was from non-
renewable fossil fuels. The expansion was driven by relatively inexpensive en-
ergy, new insights from physics leading to electrical, aerodynamic and material 
technology. These innovations led to creative destruction in capital formation 
and development as exemplified by the semiconductor industry which followed 
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Moore's Law. The technology also caused problems such as arms races, envi-
ronmental impacts, and expensive medical options. The 21st century might ad-
just by slowing to a more sustainable society with more efficient energy use, 
a stable or declining population, reduction in the gap between incomes, and 
exploration of ways to mitigate global environmental impacts while maintain-
ing robust fair trade.  

While there are possible indications that a large transition such as a general 
technological slowdown is underway (LePoire 2014) there are reasons why we 
might be experiencing a transition inflection point in general evolution from 
a bootstrap natural evolution type system to a technologically design driven 
evolution which might show initial speed in development and then slow as 
leadership is assumed. 

The problems with a bootstrap natural selection is that it has a difficult be-
ginning and is stuck in historically determined structures, for example, the long 
period (billions of years) between the development of simple life and earth and 
multicellular life during the Cambrian explosion. The energy mechanisms, infor-
mation storage and expression of biological systems were determined and mostly 
stable throughout further development. The systems also have difficulty scaling 
due to individual perspectives and limited information resources for collective 
action but instead are good at individual exploration, competition, and growth. 
The techniques for dealing with uncertainty are intuitive and based on evolution-
ary trajectories, for example, a simple intuitive fight or flight mechanism.  

The assumption in the technological singularity is that technology will be 
able to quickly resolve human and biological constraints and continue an expo-
nential growth path. However, this is unlikely as many constraints are tied to 
human systems and are also filled with uncertainty which might be better han-
dled but will not be eliminated.  

 
Fig. 6. Hypothesis of the Big History logistic growth pattern. The left 

hand side is what has been discussed in this paper. The trend 
towards shorter duration phases cannot continue. One way to 
extend the pattern is using an all-encompassing Big History 
logistic pattern which shows an inflection point where the rate 
of change is the largest 
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If the natural evolution is considered as an ever quickening set of phases from 
molecular evolutions, cellular evolution, multicellular, primate, human civiliza-
tion and technological stages then it might be expected that the technological 
evolution might show similar phases. Since the design of the technology is 
driven by humans, there is a period where the two are tightly coupled. For 
example, the development of fundamental components similar to the molecular 
evolution for energy, information, and movement structures in organelles 
would be compared to the development of the understanding of theoretical lo- 
gic, mechanical relays, electromechanical relays, transistor tubes, and isolated 
semiconductor transistors along with the resistors, capacitors, and inductors 
necessary for electronic designs. The next phase of integration, which might be 
compared with cellular evolution, was done at first in large computer rooms 
such as ENIAC, then IBMs with semiconductor transistors, but a major break-
through in integration came with Texas Instrument's integrated chip technology 
which formed the ability for scalable integration and functionality. The network 
enabled quick growth of shared information and applications through the Inter-
net, wireless and cellular networks might be compared to evolution of multicel-
lular organisms. However, the Internet resulted in unintended consequences of 
malware, high dependence requiring high reliability, and ID theft. Concern over 
integrating with grids, decision support, and automated robotic support are 
leading to cautious rates of applications. It will be interesting if the artificial 
intelligence evolves at an accelerating rate or moves more cautiously as this 
artificial intelligence and robotics start complementing the intelligence that 
took billions of years to develop on Earth. 

On a much longer time-scale the reflection of the rate of change would 
look something similar to Fig. 6. This paper focused on the left cone which 
includes the three phases (shown on a log time scale) of life evolution, human 
evolution, and civilization. If this follows the large logistic trends identified, the 
pattern in the future would look something like the cone on the right, again 
three phases with the characteristic slowing-down. However, it is not clear how 
and whether the logistic development pattern will continue. 

Conclusion 
The three major phases after cosmological development (i.e., life, human, and 
civilization) had durations of about 1,000th that of the previous. Each might 
have six subtransitions with durations being reduced by a factor of 3. Energy 
and organization might qualitatively change between the transitions to handle 
the additional entropy flow through the systems. These characteristics seem to 
be consistent with the interpretation of a complex adaptive system with evolu-
tion through a sequence of bifurcations and logistic learning. A logistic acceler-
ating rate of return logistic pattern, formed by combining the accelerating rate 
of return growth and the traditional logistic growth pattern shows similar expo-
nentially shorter transitions. The pattern eventually reverses as has been ob-
served in ecological systems. The decomposition of each phase into six transi-
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tions is motivated by the reorganization to maintain increasing energy flows. 
This nested logistic transition has been observed in the history of the discover-
ies in fundamental physics. While it is not known why a nested logistic transi-
tion would decompose into this number of subtransitions, it was observed that 
with seven subtransitions, the first step explores up to one standard deviation of 
the inflection point. Future inflection, symmetrical from boot-strapped to engi-
neered system may gain more control over energy and physical systems. 
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A Toy Model Mechanism for  
Greater-Than-Exponential Human 

Population Growth 
 

Antony Harper 
 

Abstract   
The term, exponential, has long been associated with the growth of organismal 
populations from microbial populations to the populations of complex multicel-
lular eukaryotes. It can be shown, however, that human population growth oc-
curs at greater-than-exponential rates. Von Foerster et al. (1960) but followed 
more elegantly by Korotayev et al. (2006a), have proposed models to more 
accurately represent this characteristic mode of human population growth. In 
this paper an underlying mechanism is proposed which generates this greater-
than-exponential growth. The mechanism is represented by a toy model of two 
differential equations of interacting populations, the interactions of which en-
hance the reproductive abilities of the other population. The end result of this 
enhancement due to positive human interaction, a quintessential characteristic 
of our species, is a pattern of growth motivated by a greater-than-exponential 
rate of growth. It should be noted that the model being proposed is one of many 
potential models and not the sole, the only, possible model.   

Keywords: population, exponential, greater-than-exponential growth (GTEG), 
hyperbolic. 

Introduction 
In 1960 von Foerster et al. proposed a model of global population growth in 
which the form of the growth was greater than exponential. Korotayev, 
Malkov, and Khaltourina (2006a, 2006b) expanded on this model and showed 
clearly that the form of what they named hyperbolic growth fit the data of hu-
man population growth over the past ten thousand years quite well. Specifical-
ly, the integral form of the equation, dN/dt = aN2, gives Nt = a/(t0 – tn), where 
a is a fitted constant, tn represents some time before t0, and t0 represents what 
von Foerster et al. called Doom's Day, the time at which, to use a very appro-
priate Russian phrase, the population enters its ‘blow-up’ phase, i.e. hyperbolic 
growth reaches a critical point in finite time. Note also that a hyperbolic growth 
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model is also recognized as a valid fit for human population data by Joel Cohen 
in his book How Many People Can the Earth Support? (Cohen 1995).  

In light of the fact that Korotayev et al. (2006a, 2006b) have shown how 
important this form of growth, labeled hyperbolic growth, is to understanding 
human demography over time, it will be important to begin to understand the 
mechanism behind such growth. It should be noted here that Korotayev et al. 
(Ibid.) have shown that this form of growth applies over both short- and long-
term views of human population change ranging from a period of ten thousand 
years to much shorter periods of a few hundred years. Interestingly, if growth 
form does not change with time scale, an implication of such growth is that it is 
(probably) scale-free in context. This form of growth also manifests itself 
above the population level of biological organization (Markov and Korotayev 
2007). However, that will not be the focus of this short paper.   

The focus of this paper is to present a mechanism for the type of popula-
tion behavior giving rise to the blow-up phase or regime, or stated another way, 
to give rise to greater-than-exponential growth (GTEG). (The acronym, GTEG, 
will be used throughout this paper to represent all patterns of population growth 
that are greater than exponential growth including but not limited to bi-
exponential and hyperbolic growth.) Exponential growth will be compared to 
GTEG, and it will be shown that while the growth of most animal populations 
can be represented by exponential growth, human population growth cannot 
and cannot because of a quintessentially human characteristic, that of human 
interaction which occurs at a much higher level than the interaction between 
members of other animal species. Specifically, the toy model will be used to 
show that total population growth within a set of interacting sub-populations is 
greater than total growth that is the sum of non-interacting sub-populations. 

Alternative Models of Population Growth 
Exponential population growth is recognized as a basic form of growth exhibi- 
ted by a variety of organisms (e.g., Hutchinson 1978; Gotelli 2001). As noted 
previously, exponential population growth is given by the integral solution to 
the differential equation, dN/dt = rN, which yields, Nt = N0e

rt, with N0 = the 
initial size of the population, Nt = the size of the population at some future point 
in time, t, and r = a fitted constant which is the growth rate of the population. 
The log-transform of this equation is: ln Nt = lnN0 + rt. It should be noted that 
the form of this equation is linear, and therefore raw data plotted either on 
semi-log graph paper or log-transformed population data plotted against time 
must give a straight line plot.  

Both exponential growth and the log-transform of exponential growth are 
represented in the following graphs. In Fig. 1 one can see that the graph turns 
sharply upward and would continue to grow in that fashion if time units greater 
than 64 were used. In Fig. 2 the log-transformed population data are plotted 
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against the same set of time values. Here the plot is linear, and this form is rep-
resentative of all exponential growth models that are log-transformed. So, any 
log-transform of population data yielding a linear plot represents a log-
transformation of data of an exponentially growing population. This would not 
be the case of population data of GTEG populations. In this case the log-
transformation of the data would yield a curve similar in shape to the un-
transformed exponential data. In Fig. 3 the raw data of a population growing at 
GTEG are represented, and in Fig. 4 the natural log-transformed data are plot-
ted over the same time period. 

 
Fig. 1. This graph represents the growth of a population over 64 time 

units based on the equation, N = 10e.1t, where the initial pop-
ulation size is 10, e is the base of the natural logarithms, and 
t represents the arbitrary units of time 

 
Fig. 2. This graph represents the natural log-transformed data of 

population size used in Fig. 1 plotted against time in arbitrary 
units. The equation used is: lnN = ln10 + .1t. Variables are 
defined as in Fig. 1 
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In Fig. 3 the form of the curve is not unlike that of an exponential curve in that it 
begins to rise slowly and then toward the end of the time period accelerates in 
growth, however, when the natural log-transformed data are plotted, a curve 
rather than a straight line is produced (see Fig. 4.). In other words, mathematical 
words, the relationship can be represented by a power function, i.e. lnN = atb, in 
which, when b > 0, the relationship is non-linear and when b > 1, the relation-
ship will produce a curve which is concave up as in Fig. 4. This implies that the 
antilog-transformed equation, N = Aet^b, will grow at greater-than-an exponential 
rate as the exponent is not constant but is itself a power function.   

 
Fig. 3. Population growth in which the growth rate is GTE is repre-

sented in this graph. Note that the time period is the same as 
in Figs 1, 2, and 4. The equation used to generate this data 
is: Nt = 10e.1t^1.5 

 
Fig. 4. This graph represents the natural log-transformed data of Fig. 3 

and can be produced by the equation, lnN = ln10 + .05t1.5. 
The plot is unquestionably non-linear 
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Real World-System Data 
Using the previously defined types of growth, either exponential growth or 
GTEG, the data on population size over time for the world-system in toto can 
be evaluated to determine which of these two models more realistically repre-
sents the pattern of growth of an actual human population. In Figs 5 and 6 
data for the world-system population from 800 CE through 2000 CE are plot-
ted either as unaltered population size (see Fig. 5), or as natural log-trans- 
formed population size (see Fig. 6), in which both sets of data are plotted 
against time. Fig. 5 superficially resembles the curves represented in both 
Fig. 1 and Fig. 3. So, simply on visual inspection, it would be difficult to de-
termine which of the two curves more appropriately matched that of Fig. 5. 
However, even casual inspection of the graph in Fig. 6 unquestionably shows 
that the log-transformed population data are not linear. In Fig. 6 both a linear 
and an exponential fit are represented, and even without the aid of formal 
statistical analysis, the exponential curve can be seen to be a much better fit. 
This implies that the rate of growth of the world-system population is GTEG. 
Interestingly, if the populations of other organisms are assessed, they are 
found to be exponential, so, what is there about the mechanism of human 
population growth that produces a GTEG pattern? This question will be ad-
dressed in the following section.  

 
Fig. 5. Population size for the world system is graphed against time 

for the period, 900 CE to 2000 CE 
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Fig. 6. The population data in Fig. 5 are natural log-transformed and 

plotted over the same period of time. Note that both a linear 
and an exponential regression are fitted to this data with the 
exponential regression the better fit of the two  

A Toy Model Mechanism for GTEG 
Based on the information of the previous section a generalized equation repre-
senting GTEG has the form, Nt = Aet^b, and the question then becomes: What is 
the reality of the exponent, b, of the exponent, t or time? Why is it that animal 
populations other than human can be represented more simply by the equation, 
Nt = Aet? Clearly, the log-transform of both equations gives, ln Nt = lnA + t and 
ln Nt = lnA + tb respectively. The first transformed equation is linear, while the 
second one is exponential, and we need to consider what it is about humanity 
that gives the exponent of the exponent, b, its reality. 

Humans are more closely connected with each other both locally and at 
distance, and I wish to propose that it is this higher level of interaction that is 
ultimately responsible for GTEG. Consider this simple model of interaction 
between two rural communities. One community is primarily devoted to far- 
ming, actually producing food for human consumption, while the second com-
munity is devoted to producing farming equipment. If both communities inter-
act then the farming community with the aid of farming equipment, for exam-
ple tractors, reapers, etc., will produce food for both communities, while the 
second community will, as noted, supply the first with farm equipment. This 
synergism will aid both communities, and without it, both communities will 
have to both produce their own farm equipment and raise their own food. 

Mathematically with respect to population growth, the following set of dif-
ferential equations is analogous to the synergism described in the previous pa-
ragraph: 

dN1/dt = (r1 + aN2)N1, (Eq. 1) 

and dN2/dt = (r2 + bN1)N2, (Eq. 2) 
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where r1 and r2 are the growth rates of the respective populations, N1 and N2, 
and a and b are constants representing the degree of synergism between N1 and 
N2. As can be seen, the growth factor for each population includes their own 
rate of growth and a positive contribution from the other population, either aN2 
or bN1. The contributions of each population to the other's growth is represent-
ed as a linear contribution only because linearity represents the simplest case. 
With further research into real cases, the component that each population gives 
to the other may in fact be non-linear, however, the focus of this paper is to 
provide a possible simple mechanism by which GTEG can be produced by 
synergism between populations and do so as simply as possible. Without this sy- 
nergism, the above equations would simply represent exponential growth and 
would have the form: dN1/dt = r1N1, and dN2/dt = r2N2. But, what is the actual 
reality that the above coupled equations will produce GTEG? 

Inspection of the set of differential equations shows that the growth com-
ponent of each equation, r + xN, contains a constant component, r, and a com-
ponent that is not constant but increases. More explicitly, this component is xN, 
where x is a constant and N grows at least at a rate, dN/dt = rN, which on solu-
tion gives, Nt = N0e

rt. In other words, this component grows at least exponen-
tially, and therefore the growth of the rate at which this population grows is at 
least exponential. However, since the contributing population is also growing 
at GTEG due to the contributions of the first population, then the first popula-
tion must also grow at GTEG and vice versa. This can be shown numerically 
using the simulated data in Table 1. By graphing the data of the summed popu-
lations from the table, a graph of population over time is produced (see Fig. 7). 
If these same data are natural log-transformed, then if the growth is exponential 
a linear plot should be expected, while if the growth is GTEG, then a curve 
representing exponential growth of the growth rate should be expected. It is 
the latter type of graph that is produced, so the growth is GTEG and is due 
to the interaction components of the equations, i.e. the xN component of the 
growth component, r + xN. It should be noted here that without the xN compo-
nents in each of the coupled differential equations, these differential equations 
would have the form, dN/dt = rN, which would, of course, yield exponential 
growth and not GTEG. 

Table 1. 

TIME 1 2 3 4 5 6 7 8 9 10 11 12 

N1 1 1.15 1.33 1.55 1.83 2.19 2.66 3.23 4.10 5.36 7.29 16.34 

N2 1 1.17 1.38 1.63 1.93 2.30 2.77 3.36 4.14 5.20 6.74 13.57 

N1 & N2 2 2.32 2.71 3.18 3.76 4.49 5.43 6.59 8.24 10.56 14.03 29.91 

Ln N1 & 
N2 

.69 .84 1.00 1.16 1.32 1.50 1.69 1.89 2.11 2.36 2.64 3.40 
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Fig. 7. This graph represents the combined population data, N1 and 
N2, given in Table 1 plotted against time. While this plot is 
unquestionably greater than linear, it is impossible to deter-
mine by inspection whether or not the graph is exponential or 
GTEG 

 

Fig. 8. The population data in Fig. 7 are natural log-transformed and 
plotted over the same period of time. Both a linear and an ex-
ponential regression are fitted to this data, and it can be seen 
that the exponential regression is the better fit implying that 
the actual mode of population growth is not exponential but 
GTEG 

Since the growth of the simulation, as represented in Figs 7–8, and that of the 
world system, as represented in Figs 5–6, are both greater-than-exponential, it 
is proposed that the mechanism by which the simulation data are produced 
could also be the mechanism by which the actual world-system population 
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grows at a greater-than-exponential rate. In other words, human interaction at 
the inter-group level can be modeled to produce GTEG by coupled differential 
equations in which the growth component contains within it a component of 
exponential growth due to the interaction with another population. Clearly, the 
world-system consists of many interacting populations not just two. However, 
what has been presented here is a toy model of a proposed mechanism by 
which the world-system population pattern of growth is GTEG and not expo-
nential. 

Summary 
1. Von Foerster et al. (1960) and Korotayev et al. (2006a) have shown that 

human populations grow at a rate greater than exponential. 
2. Exponential growth increases at a constant rate, and as a consequence 

the log-transformed population data give a linear plot against time. 
3. Greater-than-exponential growth (GTEG) yields a curved plot in which 

the growth rate increases with increasing size of the population. 
4. Real world-system data when log-transformed yield as expected an ex-

ponential curve. 
5. A mechanism is proposed by which human interaction between groups 

yields GTEG. 
6. This mechanism in its simplest form is represented by the following two 

differential equations: dN1/dt = (r1 + aN2)N1, and dN2/dt = (r2 + bN1)N2. 
7. It is shown by numerical simulation that the combined growth of the 

populations represented by these two equations gives GTEG, suggesting that 
these coupled equations represent a model for human population growth. 
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10500. The Darwinian Algorithm  

and a Possible Candidate for a ‘Unifying 
Theme’ of Big History 

 
David C. Baker 

 
Abstract 
This article postulates another aspect of the long sought-after ‘unifying theme’ 
of Big History, in addition to the rise of complexity and energy flows. It looks 
briefly at the manifestation of the ‘Darwinian algorithm’, that is to say an algo-
rithm of random variation and non-random selection, in many physical pro-
cesses in the Universe: cosmology, geology, biology, culture, and even the oc-
currence of universes themselves. This algorithm also seems to gradually open 
more forms of variation and more selection paths over time, leading to a higher 
level of free energy rate density, or what we know as ‘complexity’. In fact the 
complexity of the object under discussion seems to correspond to the available 
number of selection paths. The article closes with a bit of philosophical reflec-
tion on what the Darwinian algorithm and the rise of complexity could possibly 
mean for humanity and the future of the cosmos. 

Keywords: Universal Darwinism, random variation, non-random selection, 
complexity. 

One thing that the inaugural International Big History Conference in August, 
2012 made clear was that one of the major tasks of Big History in the coming 
years is to prove it can sustain research projects, just like any other genre of 
historical scholarship. As someone who entered the field to do precisely that, 
I know that such research is not only possible, it is essential – both to bridging 
the gap between the sciences and humanities and to our understanding of the 
history of life and the cosmos. The unique approach of Big History has sudden-
ly opened up a vast horizon of research agendas, or, to put it another way, trig-
gered a speciation event where hundreds of new niches have opened up, wai- 
ting to be filled. The ecological terrain is vast and the numbers that currently 
populate it are few. I urge anyone interested in researching in Big History to do 
so. The research comes in a variety of forms. There are, of course, Esther 
Quaedackers's Little Big Histories that cover the full 13.8 billion years of any 
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subject – extending the Big History perspective to any line of inquiry. There are 
also research agendas that pursue debates and questions about a certain chunk 
of the grand narrative, but nevertheless hearken back to broad trends. Many of 
these are highlighted in the course we teach in Sydney, and many of these 
would make excellent fodder for graduate research projects that can be realisti-
cally achieved within a set timeframe. There are also more ambitious ideas that 
deal with the unifying themes of Big History, themes which encompass the full 
trajectory of the universe and underscore the full chronology of 13.8 billion 
years. In this short article, I have no intention of asserting that this is true, but 
I do wish to illuminate a research agenda to figure out if it is. 

To explain what we are dealing with, let us go back. Our story begins with 
a bang. And there is no point asking what happened ‘before’ the Big Bang. 
That is the wrong sort of question. Thanks to space-time relativity, there was no 
‘before’ the Big Bang. Time as we know did not exist before the universe did. 
What is more, at the moment of the Big Bang, we are talking about a singulari-
ty of such intense heat and such intense pressure that the laws of physics would 
have broken down. Trying to describe what happened ‘before’ the Big Bang 
using the rules with which humans are familiar is rather like trying to describe 
colour to a dog.1 Accordingly, the Big Bang is the earliest start date on any his-
torical timeline a human being may care to construct. A tiny fragment of a sec-
ond later, or 0.0000000000000000000000000000000000000000001 seconds 
to be more precise, we already have the first major tick on our timeline. I in- 
sert the decimal to give the reader a full idea of the infinitesimal scale, some-
thing that the exponent leaves somewhat understated, but this is Planck 
time (10–43) the smallest length of time that has any physical meaning. Gravity 
had come into being. Then we have the next major event on our timeline be-
tween 0.000000000000000000000000000000000001 seconds (10–36) (and 
0.00000000000000000000000000000001 seconds (10–32) after the Big Bang. 
The universe cooled ever so slightly from Absolute Hot by a few degrees Kel-
vin, allowing strong nuclear and electroweak forces to become more distinct, 
completing the collection of fundamental forces that control the physical pro-
cesses of our universe. Around the same time the universe inflated due to the 
creation of a false vacuum and the gravitational repulsion and negative pressure 
of scalar fields, and grew faster than the speed of light (which is around 
300,000 km per second) to an enormous size while continuing to cool, and then 
the scalar fields decayed into energy reheating the universe to its ultra-hot state. 
During the period of inflation, quantum fluctuations shaped the future growth 
of our universe, by creating minute variations in density, which were then in-

                                                           
1 And this absence of a conventional line of causality is what makes a twentieth century pseudo-

scientific rehash of a medieval argument involving a supernatural First Cause so absurd (Craig 
1979). 
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flated to such a large scale that they created the clumps of hydrogen and helium 
which in turn created our galaxies. These slight variations are mirrored in the 
temperature of Cosmic Background Radiation (CBR).2 During the period of  
10–36 and 10–32 seconds, most of the heavy lifting that set the physical processes 
of the universe in motion was accomplished. The clock was wound, the rules of 
the game were set, and the rest of the tale can be told with staggering accuracy 
using the familiar laws of physics. 

What of other regions beyond the cosmic horizon of the visible universe? 
Our region endured a brief surge of inflation that explains small irregularities, 
the expansion rate, and the nature of further development. It would appear that 
there are other regions, each undergoing a different amount of inflation and 
developing physical properties vastly different to our own. Inflationary cos-
mology predicts that once inflation takes hold in one region, it causes accelerat-
ed expansion and inflation in other regions, producing a ripple effect (Guth 
2007). Inflation is still underway in regions beyond our cosmic horizon. We are 
just one bubble where inflation has slowed down, like a hole in a block of 
Swiss cheese. Other regions in the ‘multiverse’, totally inaccessible to us, will 
also slow down in a runaway reproduction of universes. Until recently, we 
thought that one set of physical laws governed by a Grand Unified Theory was 
possible, and then we thought string theory illuminated a small number of pos-
sible sets of physical laws, now M-Theory shows that a vast number of func-
tioning sets of physical laws with different properties, dimensions, and funda-
mental forces can exist and function (Duff 1998). The estimated number of sets 
of physical laws that is favoured by physicists at the present time is 10500 
(Hawking and Mlodinow 2010: 118). That number embraces all the possible 
sets of physical laws that could form the basis for a universe when it cools 
down enough for those physical laws to become distinct, and it pops into exist-
ence, like a bubble in boiling water. These sets of laws fall together in the in- 
flationary stage as a universe cools just a split second after the Big Bang (see, 
e.g., Hawking 2001; Emiliani 1995: 82; Christian 2004: 27; Chaisson 2001: 
126; Davies 1995: 28–35; Greene 2004: 312–313; Guth 1997: 20). Their for-
mation appears to be the outcome of a random process (Barrow 2011: 214). 
Each set of laws determines density, temperature, fundamental forces, con-
stants, dimensions, and whether or not things like matter exist. The actual num-
ber of universes based on those sets of physical laws is probably much higher, 
with many variations, but they all fall within the selection constraints of 10500. 
Those universes that do not fall within those constraints do not get to exist.  

Here is the fundamental basis for the Darwinian algorithm, a major re-
search area in Big History. 10500 is therefore a very important number. It is 

                                                           
2 The account of these events is given a decent treatment in many works, e.g., David Christian 

(2004: 24–27) and John Barrow (2011). 
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the number of working sets of physical laws, the number of parameters in 
which a universe can occur. It is the primordial niche of all evolution, the foun-
dation for an algorithm of random variation and non-random selection, a pro-
cess that seems to arise time and time again alongside the rise of complexity in 
the universe (Dennett 1996: 48–61). The algorithm even seems to govern the 
formation of universes themselves. A Darwinian algorithm is anything that 
obeys a process of random variation and non-random selection. The game of 
‘universal natural selection’ appears to be the first instance in the cosmic story 
where such an algorithm happens. The selection constraints appear to be the 
number of sets of physical laws in which a universe can start to exist. Universes 
appear randomly in inflationary space and only those universes that fall within 
the constraints of 10500 are non-randomly selected to form stable functioning 
universes. In such a scenario, universes are not constrained by any form of di-
rect competition, but a form of ‘niche selection’ where the physical attributes 
of a universe that are capable of dwelling within a cosmic set of constraints 
make a form of non-random selection possible. 

Nevertheless, that primordial niche is extremely wide, as you might expect 
from a form of selection that goes back to the birth of universes. To give you 
an idea of how many variations of sets of physical laws could exist, take a trillion 
of them, and then multiply that trillion by a trillion. Then another trillion × trillion 
× trillion × trillion × trillion × trillion × trillion × trillion × trillion × trillion × tril-
lion × trillion × trillion × trillion × trillion × trillion × trillion × trillion × trillion × 
× trillion × trillion × trillion × trillion × trillion × trillion × trillion × trillion × tril-
lion × trillion × trillion × trillion × trillion × trillion × trillion × trillion × trillion × 
× trillion × trillion. By comparison, 1014 is the number of years before the end of 
star formation, when every single last star will flicker out and the universe will 
wander in a cosmic graveyard of pitch black.3 1040 is roughly the number of 
years before the death of matter (Adams and Laughlin 1997). And 10100 is 
roughly the number of years before the total heat death of our universe.4  
The number of different sets of physical laws that form the game of cosmic 
selection is greater still. That is the magnitude of 100500. Some of those uni-
verses that arise would operate without electromagnetism and they would never 
form clumps of hydrogen and helium, and by extension stars and galaxies. 
Some of those universes would never form atoms at all. And some of those 
universes would be based on properties, fundamental forces, and dimensions 
that, once again, in trying to understand how they operated using the physical 
concepts with which we are familiar in this universe would be like trying to 
explain colour to a dog.  

                                                           
3 100 trillion years (Adams and Laughlin 1999: 35–39). 
4 If total heat death is indeed what awaits it. There are a number of possible scenarios and perhaps 

others undiscovered (Idem. 1997). 
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From this primordial niche comes a vast array of scholarly works that re- 
cognise the Darwinian algorithm in a variety of universal processes. At the 
cosmic level, Lee Smolin and E. R. Harrison have both proposed models for 
universes themselves, with those more likely to produce black holes or intelli-
gent life, respectively, being favoured (Smolin 1997; Harrison 1995: 193). Both 
remain highly speculative and favour a hereditary connection between univers-
es. At the end of the day such selection criteria and heritability may not even be 
required since the number 10500 is so large that it covers every variation to 
make inheritance between universes unnecessary and yet still mathematically 
finite, making non-random selection possible. Wojciech Zurek has created 
a model whereby the predictable physics of the Newtonian realm emerge from 
the chaos of the quantum world – a model that recently gained some new evi-
dence (Zurek 2003; Burke et al. 2010: 1–4). If this is correct, then it provides 
an explanation for the uncertainty in quantum physics. The chaos at the quan-
tum level does not abrogate the idea that the universe functions in a certain 
way, as would-be scientific determinists have lamented, because the very ran-
domness at the quantum level is fundamental to the prevailing system. In the 
geological realm, Robert Hazen et al. (2008) have proposed an evolutionary mo- 
del for the generation of new minerals. While making sure to clarify that the 
model differs from biology, the authors highlight several places where selec-
tion, punctuation, and gradients for change are present, exponentially increas-
ing the number of mineral types throughout geological history, from stellar 
nebulae, through planetary accretion, and all the changes thereafter. But the 
most thorough examination of the Darwinian algorithm in areas beyond 
the realm of biology has been within cultural evolution. The idea was first pio-
neered by Donald Campbell (1960) and later revived by Richard Dawkins 
(1976), and then most effectively, in my opinion, developed by Peter Richerson 
and Robert Boyd (1985). In cultural evolution, any ideas, knowledge, beliefs, 
values, skills, and attitudes that are more practical or more appealing, are easier 
to learn or are better geared toward survival, are more likely to lead to social 
prominence than others, spread more easily from person to person. Those cul-
tural practices that lead to early death or social stigma are less frequent or simp-
ly disappear (Richerson and Boyd 2005: 5–12). From so simple a beginning, 
came a flood of works on cultural evolution in recent years.5 It also provoked 
                                                           
5 Many works have been written on the subject, though I believe Richerson and Boyd remain the 

most successful at explaining it. Richard Dawkins, by contrast, as recently as The God Delusion 
(Dawkins 2006: 228) claimed Susan Blackmore (1999) held that honour. A number of other 
works have also been written on the subject: Stephen Shennan (2002), Ruth Mace, Clare J. Hold-
en, and Stephen Shennan (2005) – particularly David Bryant, Flavia Filimon, and Russell Gray 
(2005) who advocate the NeighborNet program to plot trees for both vertical and horizontal 
transmission for all the Indo-European languages, John Ziman (2000), and a close runner up to 
Richerson, Boyd, and Black more is Stephen Shennan (2009), notable for its many in-depth in-
vestigations. 
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a great deal of debate.6 Two of the most rigorous bits of research, in my opi- 
nion, have been Lake and Venti's work on nineteenth century bicycle technolo-
gy and Ritt's work on the formation of dialects and new languages (Lake and 
Venti 2009; Ritt 2004). Finally, at the recent conference, my colleague and fel-
low Big historian, Christian Jennings, and I have discussed how Darwinian 
algorithms are used to fill a range of useful functions in the computer realm. 
Not all mechanisms of information in a computer are processed in a Darwi- 
nian algorithm. But since the 1970s, numerous programs have employed 
a ‘genetic algorithm’ which is a search heuristic that mimics the process of nat-
ural evolution. The computer automatically finds better ways to run program-
ming through a game of variation and selection. It is currently employed in 
bioinformatics, engineering, economics, chemistry, mathematics, and more. 
Various entities of the universe are simply different forms of information – 
whether energy flows, DNA, or cultural ideas – and they seem to be processed 
by the same algorithm just as information in a computer. It is not the place of 
this article to confirm or deny the accuracy of the assertions cited above, but 
rather to exhort Big historians to future research, especially on any project that 
ties these various manifestations of the Darwinian algorithm together into one 
theory. The spectre of the algorithm has already been spotted by a number of 
scholars working in a number of disciplines. This could be what unites them 
all – an elegantly simple process, a form of variation, selection, and preserva-
tion that underwrites all things.  

It may also have a trajectory. If the Darwinian algorithm is present, if not 
instrumental, at every stage in the rise of complexity in the universe, it may be 
that this pattern tends ever more to greater forms of complexity. And it would 
appear that the number of possible outcomes is relative to the complexity 
of the process under discussion, hence why relatively few outcomes make it 
from the quantum to the Newtonian level, why only a few thousand variations 
emerge from the geological level, whereas in biological evolution the number 
of possible selection paths is increased manifold, and the number of cultural 
variations is exponentially greater still. When we arrive at something as com-
plex as culture and modern human society, with a free energy rate density 25 ti- 
mes higher than the average product of genetic evolution and 500,000 times 
higher than the Milky Way, there are a mind-boggling number of combinations 
of ideas and innovations. The rate of complexity seems to increase with the 
number of viable selection paths. 

 
 

                                                           
6 For instance, see Joseph Fracchia and R. Lewontin (2005: 1–13, 14–29, and 30–41), in several 

back and forth exchanges. Fracchia and Lewontin's misunderstanding of what cultural evolution 
actually led both sides to more or less repeat the same arguments at each other. 
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Table 1. 

Generic Structure 
Free Energy Rate Density 

(erg s↑(–1) g↑ (–1)) 
Galaxies (e.g., Milky Way) 1 
Stars (e.g., Sun) 2 
Planets (e.g., Earth) 75 
Plants (biosphere) 900 
Animals (e.g., human body) 20,000 
Brains (e.g., human cranium) 150,000 
Society (e.g., modern human culture) 500,000 

Source: Chaisson 2001: 139. 

At the recent conference, I asked futurist and IBHA board member, Joseph Vo-
ros what sort of complexity we might expect to see from an intelligent species 
capable of harnessing increasing levels of energy, that is, the power of stars and 
the galaxy, known as Type II and Type III civilisations. He said that another 
exponential increase in free energy density was less likely than an increase in 
the complexity of networks. It would appear, for the time being, cultural evolu-
tion and the complexity it bestows is the highest point in this process of which 
we are yet aware. Others may open up that we cannot predict, but it is worth-
while to understand exactly what cultural evolution involves. There are two 
tiers of human evolution. The first is genetics, which operates in the same way 
as for other organisms. Those genes gave humans a large capacity for imitation 
and communication. Those two things enabled the second tier. Culture operates 
under similar laws, but on a much faster scale. Cultural variations are subject to 
selection and the most beneficial variations are chosen. Unlike genes these va- 
riations can be transmitted between populations of the same generation and can 
be modified numerous times within that generation. Like a highway overpass 
looming over older roads, cultural evolution can blaze along at a much faster 
rate of speed. Ultimately, culture accumulates. Population pressure compels 
some of this accumulation to be geared toward increasing the human ability to 
extract resources from the environment. This process raises the carrying capaci-
ty, which produces more people, more accumulation, which in turn raises the 
carrying capacity. The cycle continues and grows in complexity.  If expressed 
as a general principle, it may be said that the rate of growth of the carrying ca-
pacity of a human population is relative to the number and connectivity of vari-
ant innovations. 

The second evolutionary tier of culture, a swifter form of evolution, should 
not come as a surprise in a Darwinian algorithm. Gradually through natural 
selection, not only do species become better at surviving, they become better at 
evolving. This follows the logic that improving the rate of your improvement 
of your survival chances is just as naturally selected for, since it also improves 
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the rate of your survival. Logically, a third tier is likely to emerge where our 
growing knowledge allows us to directly guide the evolution of our genes.  
If we discard the manmade concept of tiers, in a sense through a relatively short 
evolutionary process of 200,000 years, our genes have evolved the ability to 
develop more rapidly and efficiently. The universe is composed of webs of en-
ergy of varying complexity. Life-forms are entities that harvest energy to per-
petuate their complexity, to spread it, and even to increase it. Human history 
has been dominated by this hunt for resources. Our evolution, both genetic and 
cultural, has ultimately been geared toward aiding this hunt. Standard evolution 
can be defined as the change in the traits of a population of organisms through 
successive generations to sustain or increase their complexity. Human evolu-
tion can be described as the change in traits and behaviours between popula-
tions of the same generation and through successive generations to sustain or 
increase their complexity. 

We now know that there is no hard-and-fast division between the organic 
and inorganic world. As such, life can be (somewhat coldly) defined as a series 
of physical processes that contain a hereditary program for defining and direct-
ing molecular mechanisms that actively extract matter and energy from the en-
vironment that are converted into building blocks for the perpetuation and re-
production of those physical processes (Spier 2010: 77). Life is the only thing 
in the Universe that does this. Stars, minerals, and the rest of the inorganic 
world do not actively seek out matter and energy from the environment. Even 
objects as gigantic as stars burn their fuel like lamps and candles and eventually 
flicker out. This has been proceeding since the beginning of the universe. Even-
tually every single last tiny slow burning star will be extinguished. Only life 
has the agency to go out and extract energy from the environment to keep itself 
going. We do not just sit still and wait for death to take us. We fight – for 
a time. If we want to preserve our vast complexity, we have to continue har-
vesting matter and energy to keep ourselves going. All other considerations are 
secondary. It is the bottom line of human history. During most, if not all, of our 
history, the quest to extract matter and energy to perpetuate our existence has 
been the overriding theme (Spier 2010: 116). It is the battle with disorder, cha-
os, entropy, and the second law of thermodynamics which we have carried on 
since the very beginning of our existence, and it is a battle that physicists be-
lieve we must eventually and inevitably lose. 

This brings me to the topic of how the Darwinian algorithm relates to how 
we perceive ourselves in the grand narrative and how Akop Nazaretyan at the 
recent conference exhorted Big historians to provide the world with non-
exclusive ‘meanings of life’ – beyond religion and ideology that inevitably vili-
fy the infidel and the ‘other’ – to ideas of meaning that bind the entire human 
race together in common cause (Nazaretyan 2010). If the Darwinian algorithm 
prevails at many stages in the rise of complexity in the universe, then it is pos-
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sible that the evolution of life and species capable of cultural evolution is just 
another stage in this trajectory, just like star formation or planetary accretion. 
At risk of sounding sensationalist and glib, two things that I abhor, I must state 
that research in this direction may possibly provide us with something ap-
proaching a secular and objective ‘meaning of life’ that unites us all. 

There are as many as 10500 possible sets of physical laws for universes. 
Each of these sets of physical laws governs the evolution of a universe in vari-
ous ways. Our universe is 13.7 billion years old, very complex life on Earth 
about 550 million, and the human race as we know it only about 200,000. Our 
local star is middle-aged and will last only another 5 billion years and will boil 
the Earth's surface dry in well under 3 billion. If the human race does not de-
stroy itself in the meantime, it has hundreds of millions of years to exist and 
evolve on Earth, after which time we could venture out into other solar systems 
and long outlast the death of our own. We could huddle around the fires of 
hundreds of thousands of stars in the habitable section of the Milky Way for 
nearly a trillion years and more stars would be produced in the centre of the 
galaxy and eventually spread out and be used too. But unless we somehow 
learn to create stars ourselves, in 100 trillion years every single last dim little 
star will have flickered out and the universe will become a cosmic graveyard, 
where bodies of dead stars and planets will wander in pitch black. Until, of 
course, the energy that creates matter itself (which, remember, is really just 
a congealed form of energy) in 1040 years will grow feeble and matter will 
cease to exist, and then after a period of 10100 years, even black holes will cease 
to exist, and the universe will be an empty orb of weak cosmic radiation – 
a victim of Heath Death. 

Here is the grim fate to which we must resign ourselves that also seems to 
indicate that our story and the story of the universe itself is ultimately and ob-
jectively pointless. Yet, the notion of the Darwinian algorithm of random varia-
tion and non-random selection governing processes in the universe as disparate 
as geology, biology, and culture, indicates another interesting possibility. Life 
is the only entity in the universe that actively harvests energy rather than just 
burning down and in only the last 250 years human beings have mastered the 
atom and figured out how to harness energy in impressive magnitudes.  
The next ‘spontaneous’ rise of complexity in the universe will be down to intel-
ligent life. Current physical processes in the universe indicate a future of heat 
death. But those calculations do not take the evolution of intelligent life into 
account. That grim fate for the universe may be avoided. It is very difficult to 
see why the wheels are churning when we ourselves are inside the machine.  
We have millions, billions, if not trillions of years before us, to devise a way to 
keep the lamps of the galaxy lit, energy flowing, and the universe itself from 
‘dying’. And, perhaps most profoundly of all, life itself may have been another 
one of those ever-present Goldilocks conditions: an entity that keeps harvesting 
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and creating energy to perpetuate the complexity of the universe. Like tiny 
white cells in the human body, our small and seemingly insignificant species 
may nevertheless have an extremely important role in the universe. Our fates 
might be bound together. It may be why we are here. In that sense, the ‘mean-
ing of life’ is a fairly easy question. The question of the ‘meaning of the uni-
verse’, on the other hand, is a much more difficult proposition.  

At any rate it remains an open possibility – and it has significance for us 
today, not just trillions of years from now. Albert Camus (1913–1960), 
a French writer and philosopher, once said that in all philosophy there is only 
one problem, and that is suicide – judging whether life is or is not worth living 
amounts to the most fundamental question of philosophy (Camus 1942: 15). In 
the secular scientific narrative of Big History, we are robbed of traditional an-
swers to that question. In a cold, often cruel, empirical universe based on fact 
and not on fantasy, we do not have access to the pre-packaged meaning, morali-
ty, and life purpose that animates religious culture. What we are left with is 
a universe that evolved from impersonal physical laws and is so vast as to re-
duce all the trials of daily life and indeed all human history to a state of woeful 
insignificance. The universe does not owe you a sense of purpose. It does not 
owe you a sense of comfort. Lacking an objective scientifically reinforced 
meaning of life and purpose to existence, where the universe has no higher role 
for living things, there ultimately is no point. In such a state of affairs that is the 
hard, grim, inevitable fact. You are an accident of physics, kept alive by 
an evolutionarily instilled fear of death that translates into a multitude of sub-
jective, often paltry, excuses for why you have not yet opened your throat. 
Even good answers to that question, like the noble scientific curiosity to ex-
plore the universe, or love, or duty, or stubbornness (KBO, the motto from Brit-
ish trenches in the First World War, keep buggering on), just sound like provi-
sional reasons so we can move on and stop thinking about it. Even now the 
reader's mind may be racing, reminding themselves of their own reasons for 
living. And perhaps these subjective excuses are all we can ever hope to 
achieve. The Darwinian algorithm, however, returns to the question of an ob-
jective secular scientific meaning of life and whether life is or is not worth li- 
ving – the fundamental question of philosophy. 

Research on the Darwinian algorithm may be crucial in a variety of ways. 
From it we might attain a greater sense of where humanity fits in the history  
of the universe. We might identify some of the processes that govern human 
development and also identify the universal context in which humanity faces 
the distant future. From here it may be possible to establish an objective sense 
of human purpose in the universe, though the validity of this last step is far 
from certain. And when I use words like ‘meaning’ and ‘purpose’ I do not en-
gage with the idea of strong emergentism and those scientists who are using 
concepts of strong emergence to revive ‘religiosity’ and the feelings of ‘awe’, 
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‘creation’, ‘enchantment’, ‘transcendence’, ‘reverence’, ‘gratitude’, and ‘objec-
tive and universal morality’, normally associated with the traditional religions.7 
I have no desire to replace religion with science or anything else for that mat- 
ter in an increasingly secular age.8 I am content to let such feelings of ‘religiosi-
ty’ go. Empirical work on the Darwinian algorithm should not be optimistic or 
indulge in mysticism. To mature intellectually in the 21st century, one must stop 
being such a child and admit that the questions of existence and morality are 
not as clear-cut as old religions had led us to believe, the answers are not often 
uplifting, and it is harder to take refuge in feelings of reverent religiosity today 
than it was in the time of your ancestors. Science will not revive those feelings. 
Being perpetually confused and scared is part of being an adult in the 21st cen-
tury. We are in the process of casting aside old fairy tales. Now is not the time 
to be inventing new ones. But it is my fear that research on the Darwinian algo-
rithm will be just another desperate grasp at a comforting myth. I remain char-
acteristically pessimistic about its prospects, but it is too interesting a possibi- 
lity to pass up. But the possibility may fail and join the ranks of other pathetic 
exploits in pseudo-science, in which case there is very little besides subjective 
reasoning between you and the stark contemplation of the grand unfolding tale 
of 13.8 billion years. 

Paul Dirac (1902–1984), English theoretical physicist who predicted the 
existence of antimatter, and whose brother, Felix, committed suicide in 1925, 
wrote his entire philosophy of life on three pages of a notebook in 1933, in 
which he said: 

My article of faith is that the human race will continue to live forever 
and will develop and progress without limit. This is an assumption that  
I must make for my peace of mind. Living is worthwhile if one can con-
tribute in some small way to this endless chain of progress (quoted in 
Farmelo 2009: 221). 

There is, of course, absolutely no guarantee that humanity or our descend-
ant species will not go extinct, and much to indicate the contrary as we enter 
the bottleneck of the 21st century. But perhaps Dirac is right, despite this as-
sumption. Perhaps, within the Darwinian algorithm, life is worthwhile if we can 
contribute in some small way to the rise of complexity in the universe – 
a strange, blind, but inexorable process that has been proceeding for 13.8 bil-
lion years. 

                                                           
7 The most explicit statement to this effect is Ursula Goodenough and Terrence Deacon, The Sacred 

Emergence of Nature (Goodenough and Deacon 2006). 
8 See also Stuart Kauffman (2006), and also the seminal (and less proselytising) works on emer-

gence (Idem. 1993, 1995), and also Terrence Deacon's recent ode to emergence, Incomplete Na-
ture: How Mind Emerged from Matter (Deacon 2011), which was not well received by experts, 
e.g., Jerry Fodor (2012), in addition to lingering allegations of plagiarism. 
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The Chandra Multiverse 
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Abstract 

Equations of Planck and Chandrasekhar lead to our universe being a member 
of a quantized system of universes, the ‘Chandra Multiverse’. It is a trial-and-
error evolutionary system; all universes have the same critical mass and finely 
tuned physics that our universe has. The origin and demise of our universe are 
described. In our astronomical environment everything ages and decays; even 
the proton may have a limited half-life. The decay products of all the universes 
expand into the inter-universal medium (IUM), clouds form in the IUM, from 
which new universes are started. When the density at the center of our proto-
universe cloud reached proton density, photons, protons and neutrons were re-
energized. A Photon Burst marks the beginning of our universe, 10–6 s, i.e. 
1037 Planck times, later than a Big Bang; the evolution of forces, sub-atomic 
particles, and finely tuned physics, occurs in the Chandra Multiverse. This paper 
is based on 30 observations, 8 previous papers, and 2 books; the multiverse 
makes the identification of dark energy and dark matter possible. 

Keywords: Universe, Chandra Multiverse, Planck Time. 

To leave the earth's surface was the desire of Leonardo da Vinci – in 1783,  
the first balloonists left the earth! There were four flights that year, from the 
squares of Paris, in full sight of thousands of people who had come out to see 
the miracle: ‘If we can do that, what can we not do?’ The French Revolution 
began soon after that. Of the next step, to the moon, President John F. Kennedy 
spoke to the US Congress in 1961. It sounds like poetry when you read it aloud: 

I believe that this nation 
should commit itself 
to achieving the goal 

before this decade is out, 
of landing a man on the Moon 

and returning him safely to Earth.  

It was done, and had the same effect on the world population as on the peo-
ple of Paris before. The trials and failures, and ultimately the flights and walks on 
the moon were shown on international television, in newspapers and maga-
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zines, watched and discussed by millions on Earth: ‘If we can do that, we can 
do anything!’ The astonishing feat of people leaving Earth may have spurred 
the surge of activity and questioning that took place during the ‘Great Sixties’ 
all over the world. 

These two examples of broadening the horizons stimulate the Chandra Mul-
tiverse1 to solve old problems and open new disciplines (‘Chandra’ was used by 
his colleagues and for the Chandra X-Ray Observatory spacecraft). There was 
an inkling of high expectations in 1954 when I was a student in the class of 
Subrahmanyan Chandrasekhar (1910–1995) at the Yerkes Observatory of the 
University of Chicago. There were many equations and derivations, but his 
cosmic-mass equation was exceptional because of its unified operation of quan-
tum, relativity, gravity, and atomic physics. He hinted the possibility of deeper 
relations between atomic theory and cosmogony.  

 

Fig. 1. Chandra 

It took me years of preparation, but when I finally dared to use that equation, it 
pointed to our universe not being alone but being a member of the Chandra 
Multiverse with many others, each with the same mass and physics. I published 
that in 2007, and thought I was done, because others would surely jump to such 
a basic change in our worldview. No one stirred, so that I proceeded with vari-
ous papers2 and two books (Gehrels 2011, 2012). This is a beginning, a sketch to 
show possibilities, while expansion by specialists is needed for all parts.  
                                                           
1 This notion is explained further in this article.  
2 URL: www.lpl.arizona.edu/faculty/gehrels2.html. 
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Better understanding of the vast dimensions of the Chandra Multiverse fol-
lows from changing scales, using various measuring sticks. We use centimeters 
or inches for small distances on the desk, but it would be silly to use the large 
number of centimeters for going home, so that we switch to kilometers or 
miles. Beyond the Earth and Moon, the astronomical unit (AU) is used, which 
is the average distance of the Earth from the center of the Sun. To the outer 
edges of the solar system that becomes a large number again – 100,000 AU. So, 
beyond that to the stars and galaxies we use the light-year, which is the distance 
light travels in a year, ~1013 km.  

In order to help you visualize the multiverse, consider the next larger group-
ing after planets and stars, which is a galaxy, the ensemble of at least a thou-
sand million stars, and then the next step, another thousand million galaxies to 
populate our universe. Having come to the end of our universe, as far as we can 
observe it, we ask: ‘Why would our universe be the only one?’ Some theoreti-
cians have already made models regarding the existence of other universes, but 
this article is about a specific set of universes. It is based on the mass equation 
of Chandrasekhar (1951) and is therefore called the ‘Chandra Multiverse’; it 
has nothing to do with any previous usage of the word ‘multiverse’.  

This paper is all assembled for historians who call themselves ‘Big Histori-
ans’ for wanting to go back all the way in time. The evolution in the Chandra 
Multiverse is now the earliest we can go back to – there never was a Big 
Bang – and the early evolution is now properly taken care of in the multiverse.   

Big Bang, Planck Time, Inflation and Strings 
The words ‘Big Bang’ are commonly used for the beginning of our universe. 
As it is conceived, a supercharged explosion created the basic matter and energy 
that evolved over the course of 13.7 thousand million years into what we perceive 
to be our universe today. These Big Bang words are also used in a presently ac-
cepted theory called the ‘Standard Model’. In this model, our universe is general-
ly believed to be the only universe... this is it for the Cosmos. 

There are problems with this concept. The usual thinking is to reverse the 
expansion of our universe as a contraction back in time. A problem arises when 
one continues the contraction, without stopping, until all of the mass of our 
universe is in nearly zero space and compressed into nearly infinite density. 
That infinite condition is called a ‘singularity’, which has caused theoreticians 
to write a large amount of literature in papers, books, and encyclopedias. The 
Big Bang is believed to be confirmed by three observations, but these were 
made at ages of minutes and much later, applying nicely to the Chandra-Multi-
verse model. 

The Big-Bang starting time for the Standard Model is t = 10–43 sec and all of 
our basics would have had to be produced during the very beginning of our uni-
verse. The earliest stages after the Big Bang would have had to be able to 
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evolve quantum mechanics, relativity, gravity, and atomic physics, as well as 
fundamental forces.  

The Standard Model is that the volume of the universe must have stayed 
small for a while because of the condition that interaction must have flourished; 
in other words, everything could interact with everything else in such confine-
ment. This requirement emerged when the background radiation between the 
stars was observed by the COBE spacecraft to have the same temperature of 
1.728 K in all directions – the universe is uniform on its largest scales. Howev-
er, this leads to that impossible early condition, because in order to interact, the 
components must be close enough. All of the quantum fluctuation components, 
with a total mass equivalent to 1021 solar masses, would have had to be con-
fined in a volume so small that all their components could interact with all oth-
ers at the velocity of radiation. Their density would have had to be as high as 
the Planck density of 1096 kg/m3, which does not seem realistic. 

At this point of reasoning, inflation theory seemed to solve the problems in 
the 1970s, with a complex homogenizing and processing between 10–43 sec and 
10–32 sec, removing a variety of uncertainties in the understanding of the early 
stages for our universe. (That interval is hard to imagine, and looks brief, while 
it is actually long for the fast subatomic actions. The usage of the second as a unit 
of time is better replaced here for sub-atomic action by the Planck time, which is 
about 10–43 sec. That interval is then [10–32 – 10–43] / 10–43 ~ 1011 PT.) Anyway, 
the inflation theory has in that interval a fast increase in the size of the universe, 
an inflationary expansion, with thorough interaction of components, explaining 
the uniformity of our universe found by COBE. This fast expansion was con-
firmed in later observations by the WMAP spacecraft (Spergel et al. 2007).  

Such confirmation has not yet happened for string theories, which have no 
observations supporting them; they may be too small and energetic. String theo-
ries consider sub-atomic particles as one-dimensional curves called ‘strings’. 
The strings all differ in order for their vibrations to represent the variety of 
properties of sub-atomic particles. They facilitate storage of information by 
having those particles replacing the infinitely small point-particles of quantum 
theory. The theories are mathematically expressed and are powerful because they 
can describe atomic forces and fields; the strings are imagined to be embedded in 
space-time. They come in various sizes and shapes for storing the various proper-
ties; they may be curled and imperceptibly small. The variety of particle prop-
erties is a reflection of the various ways in which a string can vibrate: electrons 
vibrate in one way, quarks in another, etc. Several dimensions are added, at least 
seven, to the four we are used to (which are up-and-down, close-and-far, left-and-
right, and time). The seven higher dimensions are not defined; no one seems to be 
able to describe them other than by making a comparison with the four (Randall 
2005, 2007; Smolin 2007).  
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There are many string theories, Smolin gives their number as 10500, and 
the name ‘M-theory’, M for Many, is therefore used for the ensemble. There is 
some collaboration of inflation and string theorists, while there seems to be 
a general acceptance that some combination of inflation and strings is what 
happened at the beginning of our universe. Large physics departments have at 
least one inflationist and a string-theorist in their faculty; hundreds of physicists 
work on these theories in international collaboration.  

Physicist Brian Greene has provided an overview of string theories and their 
history, and he revels in an analogy with vibrational patterns of music, how the 
strings orchestrate the evolution of the world into a cosmic symphony (Greene 
1999).  

Physicists Paul Steinhardt and Neil Turok criticize inflation theories, while 
presenting a string theory that has our universe pulsating, expanding ↔ contract-
ing; they do not believe inflation theories (Steinhardt and Turok 2007). Physicists 
Peter Woit and Lee Smolin do not believe in string theory (Woit 2006; Smolin 
2007). Steinhardt specifies why he finds inflation theory deeply flawed (Stein-
hardt 2011). Such is the state of affairs for understanding the early stages of our 
universe before t ~ 10–6 sec, the beginning time of our universe in the Chandra-
Multiverse model, which has the earlier sub-atomic evolution in its multiverse. 

Parallel Universes and Anthropic Principles 
In the large literature about other multiverses, some of it seems to be anthropic 
(from the Greek anthropos, human being), i.e. based on human interpretations 
of physics. The anthropic principle has the idea that nature is the way it is be-
cause we are here to observe it – it was created for people. For example, physi-
cist Hugh Everett (1971) adopted the wave interpretation of quantum mechan-
ics held by Schrödinger and others (Bitbol 1995), but he also felt that this pic-
ture makes sense only when observation processes are treated within the theory. 
He favored an interpretation of quantum theory by which reality is brought 
through observation or measurement. Some of the literature about the multi-
verse is therefore based on an interpretation of quantum mechanics in which 
observations bring reality. I cannot help thinking of that when crossing a major 
street on the bike, ‘Perhaps if I just do not observe an oncoming car, it would 
not exist’, but I have not tried it yet. Books and articles describe various multi-
verses; some have ‘parallel’ universes with identical copies of us reading this 
paper at this time (Everett 1971; Vilenkin 2006). In contrast, the Chandra-
Multiverse model is free of anthropics. 

Expansion of 100 % Space 
The word ‘space’ is a most frequently used word, while we actually do not 
know what it is, in a physical sense. The best feel for space can be obtained by 
a thought experiment: Imagine that the outer perimeter of the hydrogen atom 
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with its electron shell is as large as the longest outer dimension of an Olympic 
stadium. How large is then the proton nucleus of the atom on center field? As 
the size of the stadium is roughly three times the length of a soccer or football 
field (100 meters or 300 feet), take the long dimension to be about 1,000 feet, 
which is 103 x 12 (in/foot) x 2.54 (cm/in) = 3 x 104 cm. Divide that by the 
known factor between the radii of the hydrogen atom and the proton, 105, and it 
follows that the nucleus would be 0.3 cm, the size of a pea. All around inside 
that stadium is modeled as space. Furthermore, the proton is a structure of 
space as well. So, the answer to the question of how much of this atom is 
‘space’ is 100 %. The most astonishing conclusion is that this applies to all 
atoms, to our entire visible world consisting of 100 % space. 

You might protest that the objects around us are solid and we experience 
our mass and weight – how can that be if we are 100 % space? The answer is 
that space has an abundance of particles with their properties. The word ‘particle’ 
is confusing because it reminds us of a solid grain. When physicists use the word, 
however, they do not mean anything like the Greeks did (an inert grain of dull 
matter), but rather that a particle is a point in space that produces a phenome-
non, like mass. By what it does, a particle is something that provides action 
and an effect, like electricity. Both sentences together may help us understand 
the particles as forms of space and waves by which they produce and interact 
with gravity, electromagnetism, etc. It is because of the properties of particles 
and photons that we experience weight and all other characteristics of nature. 

In this paper there is also much discussion about the expansion of space. 
It is simple to understand by the galaxies having been pushed apart and still 
moving because there is little to stop them. It may be helpful to imagine a cake 
in the oven, which expands as the temperature increases. Imagine yourself to be 
one of the raisins and you see the others drifting away... that is the expansion. 
A raisin twice as far away will seem to expand at twice the speed.  

The First Minute of Our Universe 
As of the notable event in the Standard Model that we mentioned at 1011 PT after 
the Big Bang, high-energy particle physicists begin to understand the physics 
involved at this time, just barely, and make proposals for the forces and sub-
atomic particles that subsequently evolved. A feature of the theories indicates 
that particles formed symmetrically with their anti-particles of opposite proper-
ties. The two would then have largely annihilated each other. However, it was 
apparently not a total annihilation; one of the two types would have prevailed 
a little, and that survivor is what we now call a ‘particle’. It will be interesting 
to see if this feature of the theory survives in the evolution of the Chandra-
Multiverse.  

The next milestone came at 1031 PT with the emergence of four nuclear 
forces: the weak, gravitational, electromagnetic and nuclear forces. The forces 
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and their laws began to be recognized in physicists' modeling of the tempera-
ture and pressure of that time.  

At 1037 PT, protons and neutrons were made; a large amount of radiation was 
produced. We will see later that this is the beginning time for the Chandra-Multi-
verse model, t = 0 for that model, and from here onwards the Chandra-Multiverse 
model adopts and follows the Standard Model. The evolution during the earlier 
1037 PT is however in the multiverse; that is not an ad hoc assumption, but 
based on the realization that the early evolution, the natural selections, could 
not have happened in a single universe with fast changes in their environment, 
while in the multiverse there are many samples and long times like Darwin had 
for his finches and people. An example of natural selection is in Fig. 2, that is 
of course for millions of years later and still happening today.  

 

Fig. 2. An example of natural selection but at a much later time in 
our evolution. Increasingly heavier atomic nuclei are formed 
in increasingly energetic environments in massive stars of 
spectral types O and B 

Neutrinos appear at t = 1 sec, electrons 15 seconds later, and helium nuclei one 
minute later. At about that one minute of age, the Standard Model shows a spell 
of a few minutes during which the conditions were right for the assembly of the 
nuclei of helium, plus traces of heavier nuclei. However, the change towards 
less dense conditions still happened fast in that expanding universe; such that 
the conditions of pressure and density for the combination of nuclei heavier 
than protons lasted just a few minutes. Therefore, only a limited number of he-
lium nuclei were formed. However, the numbers computed for these conditions 
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are confirmed by the numbers of helium nuclei that are presently observed in 
the universe. Here lies a success for the later times in the Standard Model.  

About the following millennia we know little, other than that the universe 
consisted of photons being scattered around by protons, electrons, etc. – a noisy 
and energetic mass in expansion, too dense for light to escape (except, perhaps, 
an early Photon Burst, we shall see). Not much was happening excluding this 
multiple scattering of light, somewhat similar to what happens inside the Sun, 
where it takes a million years for a newly made photon at its center to be 
bounced to the outer levels and then onwards to Earth. All we can do with 
the present models is to consider the plasma 380,000 years later. 

The Universe at Age 380,000 
Finally, at t = 380,000 years, came the last remarkable event of the Standard 
Model for the Big Bang. A great transition took place when the temperature 
and pressure reached a level at which the scattering diminished, resulting in less 
density such that the photons were knocked about far less violently and fre-
quently. As a result, the nuclei (of protons and neutrons) and the electrons no 
longer had enough collision energy to stay free, so they coalesced into hydro-
gen and helium atoms, which are widely spacious to let the photons pass 
through them, as was mentioned two sections before.  

By the time the expanding universe had reached the temperature of about 
3,000 Kelvin, it resulted in the separation of matter and radiation. The radiation 
from that stage is still observed today. It is all around us, observed far away 
between the stars to where it has expanded since t ~ 10–6 sec. By now, the cloud 
has cooled to almost absolute zero. It is called the 3-degree-Kelvin radiation, 
3 K being its approximate temperature. The COBE and WMAP spacecraft con-
firmed this. WMAP also derived that the detailed formation of galaxies and 
their stars began some 200 million years after the beginning of the universe. 
The galaxy formation peaked about 5,000 million years after the beginning, 
which is at 5 × 109 years of age for the universe, compared with the present age 
of 13.7 × 109 years (Spergel et al. 2007). The epoch of 5 × 109 years will return 
in the history of our universe, when the acceleration of the expansion was dis-
covered. 

Galaxies  
Here is another thought experiment. Imagine that you are a galaxy in space... 
rather lonesome because space is so large and dark... but still, your gravity 
will make you move towards whichever galaxy wins over the gravitational 
tugging by all the others, because it may be closer or more massive. That is 
how the Andromeda Galaxy is moving towards our Milky Way Galaxy. Such 
gravitational interaction causes the galaxies' motion, groupings, clusters, and 
collisions.  
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Although nearly all galaxies expand away from us, they themselves do not 
expand (nor do we): galaxies have their own gravitational regime. The expan-
sion takes place between the galaxies, and is therefore properly referred to as 
expansion of intergalactic space.   

With the naked eye we can see at a certain place in the sky a ‘Milky Way’ 
band encircling the sky with the multitude of stars in the galaxy (Fig. 4). We 
see that because our solar system lies in the flat galaxy that from the outside 
would be seen in the shape of a discus (Fig. 3). The solar system is also about 
halfway from the center to the outer rim, and so we see more stars in the direc-
tion towards the galactic center than in the opposite direction. Now, if we look 
in the third direction, away from the plane of the Milky Way, up and down in 
the paper of Fig. 3, we see fewer stars that belong to our own galaxy and more 
of the dark sky because we look deep into space where there are few disturbing 
stars in our own galaxy or its halo. Now we can see other galaxies in the dis-
tance. 

 
Fig. 3. An edge-on sketch of our Galaxy. The central plane is at the 

middle of the Milky Way seen in Fig. 4. The Halo is exceeding-
ly faint 

The detailed studies of our galaxy require a rich variety of observational facili-
ties such as infrared instruments and radio telescopes, along with theoretical 
studies for the formation of star systems and for the dynamics of moving ob-
jects. Our galaxy has about 1011 bright and faint stars and a great variety of 
clouds consisting of gas and dust; it all moves through endless turbulence and 
dynamics.  

How large is our galaxy? At the speed of light, it takes about 26,000 years 
to travel to its center, from the sun to the right in Fig. 3. We are roughly 
24,000 lightyears away from the outermost visible stars in the other direction, to 
the left; this is approximate, because there is no sharp edge to the galaxy. We 
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therefore are located a little more than halfway from the center to the edge of our 
galaxy; the diameter of the galaxy is about 100,000 (105) lightyears. 

Galaxies occur in groupings. Outside of our Milky Way, we first encounter 
others of our Local Group, which has about 30 members and is about three mil-
lion lightyears in size. The local groups are members of clusters, which have 
a million or so groups, and they in turn may be parts of superclusters, having 
some ten-thousand clusters. 

The Interstellar Medium (ISM) 
Experts study the characteristics of whatever floats through interstellar space by 
observing its interaction with starlight, and they find scattering properties in 
different colors at different wavelengths. Classical studies have made use of 
such observations with special instruments such as spectrometers and polarime-
ters at large telescopes.  

 

Fig. 4. View of the Milky Way with its dark dust clouds, the two Ma- 
gellanic Clouds, and telescope domes at the Cerro Tololo In-
ternational Observatory in Chile (Copyright: Roger Smith, 
NOAO/AURA/NSF) 

Interplanetary and perhaps even interstellar grains have been collected by high-
altitude aircraft and balloons, and made available for investigation with micro-
scopes and other instruments in the laboratory. In this way, the ‘Stardust’ 
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spacecraft flew through interplanetary space to collect samples, as well as 
grains near Comet Wild 2 in 2004, dropping them off in a capsule for a para-
chute landing on the Utah desert in 2006. It was a great success; other comets 
had been studied from spacecraft, but this was the first return of a sample. 

Another branch in astronomical science studies molecules that are either 
drifting freely in space or are attached to interstellar grains. Faint glows emitted 
by hydrogen molecules sometimes show clouds of interstellar gas. The reason 
for emphasis on this interstellar medium of gas and dust is that they play a pri-
mary role in the formation of the stars. The reason for mentioning the ISM here 
is that we use it for the study of the inter-universal medium (IUM). 

Introduction to Dark Energy and Dark Matter 
There is a special challenge in astrophysics and cosmology, which is to under-
stand the physical nature of dark energy and dark matter observed and called by 
these names, but not understood until now. They are the dominant contents of 
our universe. You will see the miracle occurring when we switch from our sole 
universe to considering the multiverse; both problems will then be solved in 
an elegant manner.  

Observable matter, which is called ‘baryonic’, from the Greek word barys, 
or heavy, accounts for only 4.6 % of the total mass in the universe, while neu-
trinos equal less than 1 %. The rest is ‘dark’ or not observed: 23 % of dark matter, 
while 72 % of the total is in some form of dark energy, believed to be the cause 
of the acceleration of the intergalactic space expansion. 

It was not always so. The abundances were not the same when the universe 
was young as they are now, and that may be a clue for origins. When the uni-
verse was young – age 380,000 years – the observable universe was made up of 
12 % atoms, 15 % photons, 10 % neutrinos. What was not observable but oth-
erwise derived to be present was 63 % dark matter and a small amount of dark 
energy.  

The Cosmos Has a Single Unified Physics 
Young Chandrasekhar showed such promise at the age of 19 at school in 
Madras (now Chennai), India, that he was accepted for PhD studies at Cam-
bridge University in England. During his long sea voyage to Britain, he did much 
of his work on stellar structure, which he would further develop throughout 
the 1930s, and for which he would receive the Nobel Prize in 1983. He mo- 
ved to the Yerkes Observatory of the University of Chicago in 1937 and to the 
Chicago campus in 1956. 

His equation for masses I referred to at the start of this paper is 

M(α) = (hc/G) H1–2,                                       (Eq. 1) 
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in which h is the Planck constant, c is the velocity of radiation, G is Newton's 
gravitational constant, and H is the mass of the proton; positive exponents α 
identify the objects shown in Table 1. The derivation takes seven pages, and 
there was some awe about it, that Chandrasekhar (1951) was aware of – he did 
publish the equation four times – but he thought it was too early to use it to ex-
plore ‘...deeper relations between atomic theory and cosmogony...’ Shu (1982) 
referred to it in his classical textbook as ‘...one of the most beautiful and im-
portant formulae in all of theoretical astrophysics...’ Max Planck had already 
expressed the possibility for extraterrestrial application of constant h: 

…the possibility is given to establish units for length, mass, time and 
temperature, which, independent of special bodies or substances, keep 
their meaning for all times and for all cultures, including extraterrestrial 
and non-human ones, and which therefore can be called ‘natural meas-
urement units’… (Planck 1899). 

He wrote that more than a century before the present time, when we had not as 
yet discovered any society on a planet of another star. What he probably sur-
mised is that the Cosmos has a single physics that is nearly perfect; it is that 
physics we consider in the Chandra-Multiverse model.  

At the time, however, no one did anything with Chandra's equation. The time 
was not ripe; one had to wait for large telescopes and powerful spacecraft to 
deliver essential information about our own universe. This began in 1989 with the 
Cosmic Background Explorer (COBE) and the Wilkinson Microwave Anisotropy 
Probe (WMAP) that followed (Spergel et al. 2007).  

I started working with Chandra's equation in 2001. The only purpose of the 

term H1–2 is to be able to use any unit for the mass, such as kilograms and so-
lar masses. But these would be useless in a multiverse; other planetary cultures 
would have their own units. For a truly universal mass, the obvious choice of 
unit is that of the proton. If all masses are expressed in terms of proton mass  
H = 1 and H1–2α = 1 for all values of α, such that: 

M(α) = (hc/G)α.                                         (Eq. 2) 
It appears to be a concise and powerful combination in terms of the Cosmos' 

physics, which would encompass perfect versions of quantum, relativity, gravi-
ty, and atomic physics (the latter because all masses are expressed in terms of 
the proton mass, H).  

The next excitement was to see what happened for various values of expo-
nent α, and that is in Table 1. Chandra had already published these values for 
the mass for the ‘primordial stars’ that provide our heavier atomic nuclei (spec-
tral type O) at α = 1.5, and the mass of our universe at α = 2.0. The values un-
der ‘units shown’ were computed with his Eq. 1; s.m. = solar masses. Each step 
of ∆ α = 0.50 is a factor of 3.3 × 1019. The last column has observations pre-
sented in values of α, for comparison with the first column. It is remarkable 
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that the proton mass, determined in laboratories, would occur in Table 1, along-
side the stupendously large structures of the cosmos, all by using the same equa-
tion. Observations became the predominant feature of this model, in the end as 
many as 30 have been used; this is unusual in cosmology.  

Table 1. Computed and observed masses 

Computed α  Proton mass Units shown Type of object Observed α  

2.00 1.13 × 1078 9.52 × 1020 s.m. Primordial universe 1.998–2.008 

1.50 3.47 × 1058 29.179 s.m. Primordial stars 1.49–1.53 

0.50 3.26 × 1019 5.46 × 10–8 kg Planck mass 0.500 

0.00 1 1.67 × 10–27 kg Proton 0.000 

At this point, I was not rushing forward, but checking the quantization and the 
enormity of its consequences, because this modeling was clearly going outside 
of our universe. A correlation with Max Planck was found. On the last pages  
of his classical paper that initiated quantum mechanics, he has a derivation of 
units. For mass it is:  

M(α) = (hc/G)0.5,                                         (Eq. 3) 
which is what we now call the ‘Planck mass’. He found the units from dimen-
sional analysis of the cosmological constants h, c, and G. Chandra's analysis 
now provides the numerical calibration of the Planck mass. Eq. 3 looks like the 
Planck mass with a variable exponent; it might be called ‘the universal Planck 
mass’, and it is used in Table 2, below. 

It is easy to do a dimensional analysis as a trial-and-error until getting a mass; 
for instance the Planck mass in kilograms is (m2 kg s–1 m s–1 m–3 kg s2)0.5.  
The numerical values of the constants are being improved all the time (except 
for c); modern values for it are published yearly by Mohr and Taylor (2005). 
In 2005, their numerical values for the constants and their dimensions were  
h = 6.626,0693(11)×10–34 m2 kg s–1, c = 299,792,458 m s–1 (in a vacuum, exact 
by definition), G = 6.6742(10) × 10–11 m3 kg–1 s–2. 

The treatment of the present paper indicates that the Planck constant is h, 
not ħ = h/2π, as is now used in most of the literature; it is easily seen that the val-
ues in the Tables would be off unrealistically for ħ. Three of Planck's units are: 

Planck mass = (hc/G)0.5 = 5.455,55(40) × 10–8 kg,                 (Eq. 4) 
Planck length = (Gh/c3)0.5 = 4.051,31(30) × 10–35 m,               (Eq. 5) 

Planck time = (Gh/c5)0.5 = 1.351,38(10) × 10–43 s.                 (Eq. 6) 
The Planck temperature and charge are also considered members of the basic 
set, and there are derived units; the entire set is called ‘the Planck domain’.  

Theoreticians prefer to have quantization in steps of whole units rather than 
fractions, and Table 2 shows a form of Eq. 3 for statistics with whole numbers 
for N. The key equation of cosmic masses is then, 
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M(N) = (hc/G)0.5N,                                        (Eq. 7) 
where the exponent gives the values of N shown in Table 2. N = 2 may be for 
the mass of the planetesimal; this needs checking by an expert. The constant 
quantization factor of 0.5 in the exponent yields the same factor 3.3 × 109 as 
before; for instance, the Local Group has 3.3 × 1019 universes. Note the arrow 
pointing up as α is not restricted so that there may be other steps of universes; 
the quantization topic needs expert study too. A theoretical challenge for future 
work may be to explain the mechanism of quantization. Such a solution seems 
to resort to the basic studies of quantum physics, with its connection to Planck's 
constant h. The cosmos has a quantized distinctness, without which it would be 
an amorphous brew. 

Table 2. Masses in steps of Planck mass 
No Proton mass Type of object 
5 3.7 × 1097 Local Group of universes 
4 1.1 × 1078 Universe 
3 3.5 × 1058 Original star 
2 6.7 × 1038 Planetesimal 
1 3.3 × 1019 Planck mass 
0 1 Proton 

The numbering of the alphas in M(α) and of N in M(N) is, however, an anthrop-
ic curiosity because we think of our universe as having α = 2.00, while another 
culture in another universe will at first do the same for its own universe. Imag-
ine another culture elsewhere, with its intelligent beings seeing a hierarchy as 
we do, within and outside of their universe. They also start with their symbols 
for h, c, G, and H, which are measured in their laboratories, and they consider that 
their ‘α values’ are from 0 for the proton mass to 2.00 for their ‘universe’, and 
onward out into ‘the multiverse’. Their universe is then imagined by them as 
we do for ours, as a member of an assembly of 3.3 × 1019 universes at α = 2.50, 
which is a member of 3.3 × 1019 assemblies at α = 3.00, etc. However, while 
their universe is at their α = 2.00 and is followed by their 2.50 outside, for us 
these two may be, for example, at our α = 7.50 and 7.00. 

The fact that the equations are open – that α in Eq. 2 and N in Eq. 7 are un-
restricted – has brought us the multiverse; I believe that an expert study is 
needed to establish whether it is an infinite multiverse. In any case, the equa-
tions set this multiverse apart from other models in having several characteris-
tics of the universes. To begin with, we know their number at each step, with 
3.3 × 1019 in the Local Group, the next step in the quantization being 3.3 × 1019 
larger, etc. The h, c, G, and H cosmic physics is the same for all; the universes 
therefore are the same in their grand design, except for age (having started from 
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inter-universal clouds at different times), and perhaps for some small effects of 
evolution.  

This is such an important point that it bears repeating in different words. If 
our universe resulted from, and is decaying back into the inter-universal medi-
um, the IUM must have the h, c, G, H physics we know for our universe. 
The IUM has uniformity through mixing of debris from a large number of uni-
verses, and they all emerged from the IUM as well, such that all universes sur-
viving from the medium have that same physics.  

Another characteristic is the critical mass. ‘Critical’ is defined as being not 
too large, or the universe would gravitationally collapse under its own weight; 
and not too small, or lack of gravitational pull would let the universe quickly 
expand into nothingness. The mass for N = 4 is indeed near that critical mass 
for our universe, and thereby for all others in the multiverse. Any universe with 
a mass different from this critical limit would simply not have survived; it 
would have collapsed or blown apart. 

The interaction between the universes is by their expansion. The effect is seen 
from a bridge over a quiet pond on which raindrops fall. The rings on the water 
expand and travel through each other. The result in three dimensions is a thor-
ough mixing of the debris from old universes. The resulting new universes will 
then be the same in composition because the mixing brings material together 
from many old universes.  

The multiverse endowed the universes with their mass, energy, physics, and 
evolution. Each universe is thereby capable of doing all that we observe in our 
universe. That may include evolution going as far as having cells and chromo-
somes for its tools, and making beings who claim to be intelligent as one of its 
species, depending on local conditions such as the right distance of their planet 
from the central star. Comet and asteroid impact is also an uncertain factor.  

The time scale of the multiverse is estimated by using the scaling factor of the 
Tables, 1019, times the lifetime of our universe, ~1011; the resulting 1030 seems 
consistent with the observations of the half-life of the proton. This is probably 
a real average, as some universes may have longer times, and others shorter, to 
come to the epoch of their formation through random cloud accretion. 

The predominant characteristic of the multiverse is, however, that it is an evo-
lutionary system (Gehrels 2012). It has the abundance of time and possibilities 
for change, just as Darwin and Wallace's evolutionary model for life had long 
times and much trial and error. The physics, the forces and components more 
basic than photons and protons are established and maintained during the long 
times and through many universe-samples in the multiverse. Universes that do 
not succeed end back in the inter-universal medium. 

This intense and extensive evolution explains the fine-tuning of the nuclear 
transactions in stars that Fred Hoyle used to point out, how the selections and 
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combinations could not have occurred if the physical constants of the elements 
had been even slightly different (Hoyle 1999, originally 1987, is actually on 
a discrepancy he had with Darwin's theory). The fine tuning, or any evolution, 
could not have happened if ours had been the single Big-Bang universe unfold- 
ding fast in the times before t ~10–6 sec, 1037 PT on the standard clock.  

The Aging and Decaying of Our Universe 
We now begin a history of our universe, discussing its decay and demise first be-
cause we are in that stage at present so that we can identify the components of de-
bris that are spreading into the multiverse. The major concepts of evolution include 
birth and demise; that we must die is therefore an evolutionary predicament.  

Not only people and animals die, but inorganic substances age and decay as 
well. Even the protons may have a limited half-life, predicted at greater than 
1050 years, but they are observed to be at least 1033 years old. This model then 
becomes useful right away because these two large numbers have been puz-
zling in comparison to the lifetime of our universe, which is some 1011 years. 
Why would the proton have evolved to live that long? The large numbers now 
are nicely in perspective with the timescale of the multiverse, ~1030 years.  

In summary, our universe is slowly dying with aging stars and galaxies.  
The dying of universes is a basic process in evolution, because the debris of 
radiation, atomic particles and other masses are used in the accretion for new 
universes.  

Debris of Photons, Protons and Everything Else 
Photons emerge from stars, supernovae, gamma-ray bursters and other energet-
ic sources. Their aging is in terms of moving out, cooling steadily. Their radia-
tion is observed 3,000 K at age 380,000 and 3 K at present. On the time scale of 
1030 years, the old photons must be near zero degrees during most of their time 
in the multiverse. The situation near 0 Kelvin, –273.15 degrees Celsius, ‘abso-
lute zero’, needs to be studied by experts, including the common understanding 
that all thermal activity stops. I use the term ‘near 0 K’ for what seems to be the 
ground state of photons, protons, etc. 

The protons cool in the expansion as the photons do; other particles such as 
neutrons and electrons, they all are part of our universe's decay debris, as are 
old stars and brown dwarfs. Whole galaxies expand outwards too – and clusters 
of galaxies – while they internally keep their gravitational ensemble together 
for whatever is aging inside; these mass configurations, as decayed as they are, 
appear conserved in the multiverse because they are recognized with the Wil-
kinson Microwave Anisotropy Probe (WMAP) in our early universe. Dark mat-
ter and dark energy must be included in the discussions too because they are 
abundant in our universe, 23 % and 72 %, as we saw above.  
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The Acceleration of the Expansion 
In the late 1990s, two teams of observers went to two different but large tele-
scopes on the prevailing prediction that the expansion of our universe is decel-
erating, such that a shrinking and collapse would be its fate. Because of their 
competition and interesting goal, the astronomical world seemed to be travel-
ling with them. The two used the same techniques and made the same opposite 
discovery: of an accelerating universe as of age 5,000 million years after the be-
ginning, which is at 5 × 109 years of age for our universe (Goldhaber and Perl-
mutter 1998; Riess et al. 1998).  

The discovery is crucial for the Chandra-Multiverse model because a decel-
erating expansion, leading towards collapse of our universe, would have made 
it impossible. We speak of accelerated expansion of intergalactic space, and now 
see how all the debris of a decaying universe proceeds on the accelerated expan-
sion into the inter-universal medium in which our universe is imbedded. 

Furthermore, the cause of the acceleration was interpreted to be dark energy 
(Riess et al. 1998), and we will use this as the key to the physical interpretation 
of dark energy below.  

The Inter-Universal Medium (IUM) 
The description of the IUM uses the extensive knowledge and understanding of 
the interstellar medium (ISM) between our stars and galaxies. The ISM is tenu-
ous in most places while in others there are extended clouds of hydrogen and 
other molecules. The ISM clouds have lifetimes of ~109 years, there is always 
motion in the universe so that they encounter, combine and grow. Concepts 
from the ISM may be used in this modeling because the same types of process-
es are bound to happen in the IUM, albeit over much larger cosmological scales 
of time, ~1030 years. The comparisons must, however, be made with care be-
cause the conditions of size, density, radiation environment, etc. of the two me-
dia differ greatly.  

Anyway, the space density in the IUM will be as uneven as it is in the ISM, 
with huge clouds accreting. The clouds grow by sweeping the material up dur-
ing their motion through space. Eventually, self-gravitation will become domi-
nant by its increasing gravitational cross-section, speeding the sweeping and 
contraction of the cloud towards making a new universe.  

The principal difference of the IUM is in its composition, now no longer the 
young and active material of hydrogen and other atoms but, instead, the above 
old and cold decayed debris objects that had come long before from dying uni-
verses. This is energy seeking material. Gravitational energy of the contracting 
cloud is now being used internally. The growing proto-universe can therefore 
increase in mass without getting as hot as a proto-star would do, because the 
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gravitational energy is used to re-energize the old cold photons and to re-
energize and re-constitute the atomic particles into regular photons, protons, 
and neutrons.  

That this actually happens is seen in observations of the preservation of 
characteristics, for instance the clustering of galaxies coming from old universes 
being recognized for our young universe, as was mentioned above. In other 
words, the characteristics have not been melted away.  

Now we are ready to consider the cloud of the IUM that made our new 
universe. The spherical gravitational mass is of overall uniform composition 
because the debris from many universes is mixed together, with all the above 
components of old photons, subatomic parts of protons and neutrons, and of 
dark mass and dark energy. This is the uniformity found by the COBE space-
craft till the third decimal of 2,728 K.  

Characteristics of Photons 
Cooling is the prime characteristic of this decay, and it is here connected with 
the expansion whereby the density of the material diminishes as a cooling 
mechanism. We then speak of old cold photons, of old cold protons, etc. COBE 
discovered them to have 3,000 K at age 380,000 and 3 K at present. At the 
1030-years time-scale of the multiverse, they all spend most of their existence 
near absolute zero. Their ground state is therefore near 0 K; the energy equa-
tion of photons has a zero-point energy term (Lamb 1995). Only occasionally 
may they be scooped up to proto-universal duty, and only a very few will serve 
the most complex and capable form of evolution known to us as life.  

Photons are even more important than the protons because there are at least 
109 more of them; this enormous ratio may become better understood with the 
role the photons play in the birth of universes in the present model. The charac-
teristic most needed here is their radiation pressure. It depends on the fourth 
power of the temperature, such that it will be strongest for re-energized pho-
tons, rather than for the old cold ones. 

The Proto-Universe and Photon Burst 
We are now ready to pursue the cloud that started our universe, the universe's 
nebula, towards the more advanced form that is called the proto-universe. We 
recall that the IUM composition is totally different from that in the ISM, name-
ly of decayed energy-seeking debris. This is the first reason why the growing 
proto-universe did not become impossibly hot and the galaxy clustering was 
observed; 1013 K will be its maximum temperature, as the standard models in-
dicate. The mass of our baryon universe is equivalent to 1021 solar masses, but 
it consisted at this time mainly of energy-absorbing material, and may therefore 
not have collapsed into a black hole during accretion. 

The second reason is the radiation pressure of photons, which provides 
counter-action to gravity. Imagine a box in IUM space, with radiation from 
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many photons pushing in all directions, but at the periphery of the box the pres-
sure is outward. That results in direction opposite to that of gravity in the proto-
universe cloud; it will have negative sign if and where one uses a positive sign 
for gravity.  

It is noted that the maximum temperature of 1013 K makes it unnecessary to 
do a computer modeling at this time. Before a detailed modeling, an outline like 
this is needed, so we proceed with the history of our universe on first principles. 

The rate of accretion was first controlled by the geometrical cross-section of 
the cloud, but gradually the larger gravitational cross-section would accelerate 
it. Already then, the cloud would gain outward force due to radiation pressure. 
During the accretion this build-up of pressure lagged behind the gravitational 
force of the cold photons. It brought about the appropriate temperatures, from 
near 0 to 1013 K, as density increased from the start at ~10–28 to 1018 kg m–3, but 
that would take time for the heat to penetrate, and cause a delay. The gravity 
thereby prevailed and the accretion continued.  

The fourth-power dependence of the radiation pressure on the temperature 
must have caught up to end the accretion phase. The remarkable epoch would 
be reached for the completion of re-energizing the photons, namely at 1018 kg m–3 
and 1013 K, at the time of t ~10–6 sec on the old clock at which we know these 
three conditions from the Standard Model for Big Bang as well as the one for 
atomic physics.  

An increasingly enormous number of old photons reached their full radia-
tion; in other words, an inferno flared out. It must have increased from a small 
to a maximum central volume; the maximum depends on the total mass and on 
the percentages below. That central region of sizeable volume was converted 
from old photons to re-energized radiating photons in a Photon Burst. The one-
but-last paragraph of this paper has more information about this stage. 

The Photon Burst may have been detected by WMAP as a shell beyond that 
of the 3-K radiation; i.e. of greater radius than that of the 3-K radiation. Analy-
sis of that WMAP observation would confirm that a flaring occurred like thou-
sands of Super Novae!  

Another observation may support this reasoning, in addition to the percent-
ages observed uniformly and of a WMAP verification, namely that we do not 
observe a center for our universe. This confirms that the enormous Photon 
Burst brought passage and thereby mixing of baryons with the non-baryons 
throughout the whole universe. This explains that ‘12 % atoms, 15 % photons, 
10 % neutrinos, 63 % dark matter and little dark energy’ were observed by 
COBE and WMAP everywhere the same in our early universe.  

Continuing in the central volume is the re-energizing of the protons etc., 
which took longer than that of the photons because they were more complica- 
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ted. They however encapsulated the inferno by holding the photons back through 
multiple scattering, which sustained the expansion; now the appropriate tempera-
ture from 1013 K to 3,000 K was lagging behind the decrease of the density from 
1018 to 10–19 kg m–3, because the cooling took time. The multiple scattering 
thereby prevailed and the expansion continued. 

At t = 380,000 years, the space density had become low enough for the elec-
trons, protons and neutrons to combine, to make atoms. Atoms have internal 
space to let photons pass through them; remember the ‘stadium experiment’ in 
the beginning parts of this paper. This blast would also have a pressure blowing 
the IUM material further away from the completed universe. The expansion 
continued for there was nothing to affect it, until age 5 x 109 y when the accel-
eration occurred. 

The Identity of Dark Energy  
We have seen in the previous section that at age 380,000 years there was only 
a small amount of dark energy left. The dark energy was apparently mostly 
used up in the accretion and birthing processes and so were most of the old, 
cold photons. A discovery thereby occurs: dark energy is the energy of old pho-
tons; causing the expansion has the same physical action as accelerating the ex-
pansion, which was mentioned above as being due to dark energy (Riess et al. 
1998). In other words, the conclusion is that the original expansion was caused 
by dark energy, which also caused the later acceleration. 

There appears an indirect but powerful reasoning to confirm this interpreta-
tion of dark energy. The evolution in the multiverse could not have left unused 
the major part of what each decaying universe contributes to the IUM, the old, 
cold photons (or, in the second interpretation, the 72 % dark energy). They 
must have been fitted into the evolution of universes and their survival. If they 
would have been left unused, the ever-increasing number of old-photon debris 
(i.e. dark energy) would have overwhelmed the cosmos.  

The Identity of Dark Matter 
The Chandra-Multiverse model might also provide a confirmation of the solu-
tion to the problem of the physical nature of dark matter, for which there is al-
ready a large literature. Astronomer Bernard Carr (2001) has a critical discussion 
of both baryonic and non-baryonic dark matter. Physicist Padmanabhan (2002) 
concludes: ‘both baryonic and non-baryonic dark matter exist in the universe, 
with non-baryonic being dominant’. His general rule is: ‘There is not an a-priori 
reason for the dark matter in different objects to be made of the same constitu-
ent’. He also discusses baryonic and non-baryonic matter such as protons, 
WIMPs, axions, neutrinos and massive astrophysical halo objects. Their results 
support that old, cold protons and other particles, such as neutrons and elec-
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trons, are part of our universe's decay debris, as are whole galaxies (each gravi-
tationally holding its debris), clusters of galaxies, and whatever other debris 
such as old stars. As a short name for all these we use ‘protons, etc’. 

The dark-energy actions for multiple scattering and expansion have a coun-
terpart in the dark-matter actions – the one gives and the other receives the ki-
netic energy of the photon. In other words, while dark energy is the kinetic en-
ergy of photons, old or new, dark matter may be the name for the ensemble 
with which these photons interact, old protons, etc.  

This view of dark matter has the same simple but firm confirmation as dark 
energy. The evolution in the multiverse could not have left unused the major 
part of what all decaying universes contribute to the IUM, namely their 23 % 
dark matter (old protons, etc.). If this matter had been unused, the ever-
increasing amount of dark matter would have overwhelmed the Cosmos. 

The Cosmological Constant  
The cosmological constant is sometimes held responsible for the acceleration of 
expansion at the universe's age of 5 × 109 years. The previous scenario applies 
just as well as the cosmological constant for the physical acceleration action by 
old photons. There is a certain form of logic in it: That the multiverse evolved 
the properties of the photons, in order to get the cycle of decay and rebirth ac-
complished, for expansion and survival of the system. In the equations, that is 
expressed as a cosmological constant.  

A refined support of the model appears in the fact that the cosmological 
constant is exceedingly small, because its theory entails fine-tuning of physics 
and nature to ‘bizarre’ accuracy (Padmanabhan 2002). Hoyle (1999 [1987]) 
used similar strong words alike ‘bizarre’ for extreme fine-tuning of the nuclear 
constants inside stars. The evolution of the universes in the multiverse has in-
deed bizarre long times: ~1030 years, and numbers of samples, >1019 universes. 
That is how the Chandra Multiverse accomplishes extreme fine-tuning for all 
parameters and characteristics of the universes. 

Schwarzschild’s Confirmations 
In conclusion of this paper is a warning that there was no Big Bang by Schwarz-
schild (1873–1916), which also confirms the Chandra-Multiverse model. He was 
a well-known and versatile physicist in Germany who had volunteered for duty 
during World War I. He caught a serious illness on the Russian Front, but 
worked on elucidating one of Einstein's equations until the end of his life 
(Schwarzschild 1916). It included a discussion that can be illustrated as follows. 

Light can escape only when its kinetic energy is greater than its potential 
energy, 

GMm RS
–1 < ½ mc2,                                      (Eq. 8) 
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such that there is a limiting radius of the body, 

  RS > 2GM c–2,                                           (Eq. 9) 
which is 3 × 108 lightyears; that is the radius of our universe at age 380,000 
when the radiation did escape. Table 3 shows the comparison of RS with radius  
R = (3M/4πσ)1/3 for a sphere with uniform space density σ; M = 1.13×1078 proton 
masses.  

The first line applies for the above case when the universe's radiation did 
escape, R/RS = 1. The Schwarzschild limit does not seem precise because stand-
ard theories predict that density to be ~10–19 kg m–3 at that time, not 10–23. How-
ever, the precision of these predictions is low and the effect is small, because if 
10–19 were used in the calibration of RS, the following ratio is still rounded off to 
10–14, and the next is 10–38 instead of 10–40.  

Table 3. Radii and Schwarzschild radii 

R/RS
 t σ R(ly) 

1 380,000 y 10–23 108 

10–14 10–6 sec 1018 10–5 

10–40 0 1096 10–31 

The second line is for the above starting time of our universe, t ~ 10–6 sec, using 
proton density of 1018 kg m–3 to derive R. Because R/RS = 10–14 is so very nega-
tive, the Schwarzschild radius indicates a giant black hole, but our entire universe 
is not a black hole. Furthermore, for photons to escape at age 380,000, they must 
have been generated much earlier. In the case of the Sun, it takes a million years 
for a photon generated at its center to escape; physically that is a different situa-
tion, but it serves this comparison. The shorter time of 380,000 years may be ap-
propriate, even though the body is much larger than the Sun, because the medi-
um is expanding. The photons' scattered journey was increasingly speeded up 
because it went through diminishing density, eventually as low as the above  
10–19 kg m–3 (which was the density of the whole universe).  

In the third line, the Planck density of 1096 kg m–3 is used for obtaining R 
and thereby R/RS. Under these conditions, the Schwarzschild limit calls re-
soundingly for a giant black hole of our whole universe. Our universe was not 
a black hole, and neither radiation pressure nor dark energy is available to save 
the modeling (this is not to say that our universe would not have smaller black 
holes, of course). The Table confirms the Chandra-Multiverse model. 
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Was There a Big Bang? 
 

Leonid E. Grinin 
 

Abstract 

The idea that our Universe emerged as a result of the extraordinary power of 
the Big Bang from singularity (i.e., a state of an infinitely small quantity and 
infinitely high concentration of matter) is still very popular today. It was one 
of the main postulates of the Big Bang theory that completely formed in the 
1960s–1970s. However, at present this idea as well as the Big Bang theory is 
outdated, although it is still shared by many scientists. Being widespread 
since the end of the 1970s the Inflation theory appears more modern. The 
main reason for the emergence of the Inflation theory was that the Big Bang 
theory could not satisfactorily explain a number of the contemporary parame-
ters of the Universe. 

The Inflation theory makes still widespread views of the Big Bang theory 
archaic as regards the following points: 1) the history of the Universe started 
with the Big Bang; 2) it started with the singularity. According to the Inflation 
theory, the Big Bang was not the beginning and the moment of the origin of the 
Universe, but it was preceded by at least two epochs: inflation and post-
inflationary heating. That is, the Big Bang or precisely the hot Big Bang is just 
a phase transition from the state of cold inflation to the hot phase. Since the 
Inflation theory does not consider the Big Bang as the initial phase there 
emerges an intricate problem of the role of the Big Bang in the process of 
the formation the Universe as a whole. The paper considers the confusion 
with the Big Bang notion, a number and sequence of ‘bangs’ and why the theo-
ry can dispense easily without the notion the Big Bang. We will also discuss 
some advantages and disadvantages of the Inflation theory. 

Keywords: Big Bang, hot Big Bang, inflation, Universe, inflaton, false vacu-
um, the Inflation theory, singularity, quantum fluctuation, post-inflationary 
heating. 

I. Introduction: Big Bang Theory's Limitations and  
the Emergence of Inflation Theory 

It is supposed that our Universe emerged about 13.82 billion years ago from the 
unknown state and substance. The history of the Universe, particularly its initial 
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stages, is a scientific reconstruction whose most points are still considered to be 
scientific hypotheses. The latter sometimes may seem unbelievable ones. It is 
not surprising that there is no agreement among physicists and cosmologists 
about many issues of the initial stages of the history of the Universe. Complete-
ly formed in the 1960s–1970s the Big Bang theory has been popular long 
enough (about history of the term ‘Big Bang’ see Wood 2018: 1–4). At present 
it is outdated, although it is still shared by many scientists. Being widespread 
since the late of the 1970s the Inflation theory appears more modern.  

The main reason for the emergence of the Inflation theory was that the Big 
Bang theory could not satisfactorily explain a number of the contemporary pa-
rameters of the Universe, in particular why the Universe is so homogeneous, 
isotropic, ‘large’ (spatially flat) and hot (Gorbunov and Rubakov 2010: 341; 
Guth 1997, 2002, 2004).  

Due to the emergence of the Inflation theory many problems of the Big 
Bang theory can be eliminated. The Inflation theory makes still widespread 
views of the Big Bang theory archaic. For our topic the following points of this 
theory are more important: 1) the history of the Universe started with the Big 
Bang; 2) it started with the singularity (i.e., a state of an infinitely small quanti-
ty and infinitely high concentration of matter). Below we will consider the main 
ideas of the Inflation theory. At present one should note that according to this 
theory the Big Bang was not the beginning and the moment of the origin of the 
Universe, but it was preceded by at least two epochs: inflation and post-
inflationary heating. That is, the Big Bang or precisely the hot Big Bang is just 
a phase transition from the state of cold inflation to the hot phase. Furthermore, 
due to the fact that the Inflation theory does not regard the Big Bang as the ini-
tial phase there emerges an intricate problem of the role of the hot Big Bang as 
a whole. In the words of Alan Guth, it is not explained what ‘exploded’, how it 
‘exploded’ and what caused the ‘explosion’ (Guth 1997). Thus, it is not surpri- 
sing that (as we will see below) as a rule there is no clear description of the 
phase of the Big Bang in the modern researches.  

II. Main Ideas of Inflation Theories 
Historically, Alexei Starobinsky's model of inflation (1979) was the first model 
developed in detail. But the best-known Inflation theory was first formulated in 
the famous article by Alan Guth in 1981, which continues to promote it exten-
sively. Within the framework of this theory ‘the fundamental properties of our 
Universe (i.e., it is homogeneous, isotropic, spatially flat and hot) appear as the 
consequences of extremely unnatural initial conditions’ (Gorbunov and Ruba-
kov 2010: 341). 

The Universe before the hot Big Bang. The inflationary stage. Accord-
ing to the Inflation theory our Universe's origin was the result of quantum fluc-
tuation (i.e., negligible small fluctuation but still having certain spatial parame-
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ters1). This fluctuation has put the forces of the so-called false vacuum in mo-
tion. A false vacuum is a hypothetical state of matter, in which, matter is re-
pulsed and space is expanded due to negative pressure. That is why this stage is 
called the inflationary stage (i.e., inflation of the Universe). The Universe has 
reached enormous proportions in the smallest fractions of the second. One 
should mention that a false vacuum had constant temperature. That is why the 
inflation is defined as cold. The heating had begun due to the processes de-
scribed below. Vacuum-like energy as well as false vacuum itself is now often 
called the inflaton. 

Completion of the inflationary stage, post-inflationary heating. The false 
vacuum is an unstable state of matter, so it started to decay quickly. On the 
whole, the inflationary period (as well as all the initial stages of the early Uni-
verse) was very short. Nevertheless it is important for the theory that it must not 
be smaller than an extremely short period of time, measured in the smallest 
units, so-called Planck units (from 70 to 100 such units within the smallest frac-
tion of a second).2 This duration in terms of the Inflation theory was called the 
slow-roll of a scalar (inflaton) field. During this process the potential energy of 
this field decreased, transforming into the kinetic one. It is supposed that this 
leads to the formation of the so-called boson condensate. Eventually, the poten-
tial energy of the inflaton (inflaton field) reaches a minimum at a certain mo-
ment. This means that the conditions necessary for exponential increase are 
violated and the inflationary stage ends. 

Thus, this leads to a rather rapid heating of the Universe. There comes the 
stage of post-inflationary heating, in which the boson condensate decays due to 
the vibrations (oscillations) of the inflaton field, which has reached its mini-
mum energy. During the oscillation of the inflaton field one can observe the 
beginning of the formation of different particles about the nature of which there 
are different assumptions. The energy of the inflaton transforms into the energy 
of the emerging particles as a result of their interaction with the rapidly chang-
ing inflaton field. Figuratively speaking, one can observe ‘pumping out’ of the  
energy that led to the rapid heating of the Universe and the formation of ele-
mentary particles of ordinary matter. In other words, the entropy that was pre-
viously low in the false vacuum increased sharply. At the same time there was 
a rapid expansion of the Universe. And the inflationary equation of state of 
matter transforms into the powdered one. And later, when the heating had 
reached its peak, the powdered equation of state transformed into a radiation 
dominated equation. In other words, when reaching an ultrahigh temperature, 
the matter passed into the state of ‘super-hot plasma consisting of free quarks, 

                                                           
1 It differs much from the Big Bang theory which regards the starting point of the Universe with the 

singularity (see above). 
2 100 Planck times is something like a period of time from 5 × 10–44 – 5 × 10–42 s. 
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gluons, leptons and high-energy quanta of electromagnetic radiation’ (Levin 
2010).3 Hence, within a fraction of a second there took place successively equa-
tions of state of a false vacuum – powdered – radiation dominant (for more 
details see Grinin 2013). 

Was there the hot Big Bang Phase? There are discussions about the tem-
perature which the post-inflation Universe achieves as a result of these process-
es. In any case, it was very high, although, most likely, it was lower than it was 
expected in the Big Bang theory.4 According to cosmologists and physicists, 
this leads to a kind of ‘boiling up’ of the vacuum, which, it should be noted, has 
already occupied plenty of space by that time. Postnov (2001) notes that during 
the period of 10–34 s. the stage of inflation ‘prepares’ the primary very hot sub-
stance in a very small area, and it expands by inertia.  

Thus, in the previous description one can see a phase transition from the 
state of cold inflation to the hot phase. Just in this point of the Inflation theory 
there emerges a problem of identification of the place, role, and even reality of 
the Big Bang. The Inflation theory does not give any definition of this concept. 
On the one hand, they maintain that heating had resulted in a hot Big Bang 
which further dispersed the expansion of the Universe. One cannot find any 
great explosion in the hot Big Bang phase unlike the picture drawn in the clas-
sical Big Bang's scenario. Of course, one can call heating of the Universe 
the Big Bang, but the heating is a process, it was not momentary as a sudden 
explosion assumed by the Big Bang theory. We will return to the problem of 
the Big Bang concept below.  

III. Comments on the Inflation Theory 
The advantages of the Inflation theory from a philosophical point of view 
in comparison with the Big Bang theory are as follows: 1) the existence of mat-
ter and the Universe before the phase of inflation is supposed; 2) anyway, the 
process of the formation of the Universe looks exactly like a process (although 
very fast), but not as an act of creation from nothing; 3) the original size of 
the Universe, although small, but it is still more verisimilar than the singularity  
(the latter is an artifact of outdated cosmology); 4) the introduced hypothetical 
substance – the inflaton field – explains the processes as a whole with the help 
of physics, and not simply by the assumption of an explosion. 

In the Big Bang theory, as the beginning of everything which emerged 
from the singularity, it was believed that the classical space-time started to form 
immediately in the course of explosion, because the Universe began to expand 

                                                           
3 An ordinary matter that had appeared as a result of boiled vacuum and then a hot ‘bang’ had been 

remaining in a state of hot plasma for hundreds of thousands years (until the process of hydrogen 
recombination). 

4 Although there are no direct experimental indications that there were temperatures above several 
MeV in the Universe (i.e., several tens of billions of degrees) (Gorbunov and Rubakov 2012). 
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at once after the hypothetical state of singularity and also acquire the related 
characteristics. As Hawking (2001) wrote, Einstein's general relativity theory 
concludes that space-time arose at the singular point of the Big Bang. However, 
we proceed from the fact that the hot Big Bang was preceded by the inflation-
ary phase, during which the Universe significantly expanded. Thus, a very ra- 
pid expansion of the Universe during the given period leads to the origin of 
classical space and time. 

Disadvantages of the Inflation theory and its Physical Fatalism 
Now let us consider the disadvantages of the Inflation theory. They are as fol-
lows: 1) Introduction of the hypothetical substance. Inflation requires the intro-
duction of some powerful repulsive force for its explanation (i.e., the inflaton 
field or a false vacuum with negative pressure), the nature of which is not clear 
in many respects (see May et al. 2007: 38–39). In the inflaton field the laws of 
ordinary gravitational physics change, because ‘matter becomes not a source 
of attraction, but a source of repulsion’ (Sazhin 2002: 38). Filling gaps with 
hypothetical kinds of matter is a form of science development. In this case it 
seems as a too bold idea.  

2) The assumption that initially the Universe had very small (almost 
Planck) size and a huge Universe could arise from that size. We have no exam-
ple of evolutionary processes when something very large would have turned out 
from one tiny unit. The process always proceeds as either the coexistence 
of the mass of small units, which then form a new macrosubstance (system), or 
the gradual acquisition by a certain number of small units of the ability to grow 
and, as a result, the emergence of large units.5  

3) The Universe's origin time is too short. In the end, although the Inflation 
theory significantly withdrew from the concept of the ‘act of creation’, as op-
posed to the Big Bang theory, but the generic features of this approach are still 
visible. 

4) As in the case with the Big Bang theory an issue about the origin of the 
Universe which appeared to be ‘almost from nothing’ raises many questions 
(Rubin 2004). It is also unclear, ‘where does the material come from in the first 
state of the world’ (Cherepashchuk and Chernin 2004: 278).6  

                                                           
5 To a certain extent the assumption of multiple of multi-faceted universes also implies such a vari-

ant of gaining the ability to grow, but the idea of multitude of universes is too speculative to be 
associated with evolutionary processes. 

6 Postnov (2001) points out that the exponential growth in the sizes of the area with constant densi-
ty means the growth of mass (energy) inside the area ‘out of nothing’, which might seem strange 
at first sight. However, there is no violation of energy conservation law – the growth of the posi-
tive energy is exactly compensated by the negative energy of the gravity field, which is created by 
the ‘emerging’ positive energy inside the expanding area. Therefore, the total energy remains the 
same in the course of inflationary expansion (see also Sazhin 2002). 
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5) In general, both the Big Bang theory and the Inflation theory proceed 
from the fact that they must explain the present observed states of the Universe, 
including Hubble's law, the spatial homogeneity of the Universe, its flatness, 
etc. How far is such predeterminancy possible in terms of evolution?7 

Why should these states be explained by the very initial conditions? Why 
could not they arise later under the influence of any factors? Apparently, this is 
connected both with the desire of cosmologists and physicists to see a complete 
picture that would explain everything, and that otherwise, if the theory of the 
origin of the Universe does not explain the present observed circumstances, 
then it is easily refuted and, in fact, not even considered. As a result, the emer-
gence of Hubble's law is included in the Inflation theory, although why should 
not this expansion (if the redshift would not be later explained in another way) 
emerge later? The expansion of the Universe having arisen at the very first 
moment does not change by inertia. It looks rather fatalistic.8 Moreover,  
the entire subsequent large-scale structure of the Universe was therefore pre-
determined by the smallest density fluctuations, which already appeared at 
the inflationary stage within extremely short fractions of milliseconds. It is 
very sad to realize that everything was decided in such a short period and in 
such a small amount (from the Planck size to 1 cm3) of matter. Although the 
Inflation theory aims to withdraw from the concept of singularity with its full 
uncertainty in the physical realm, nevertheless the original dimensions are 
difficult to perceive.  

One should mention that quantum dimensions of the original Universe in 
comparison with the singularity from the point of view of physics is a principally 
different state, since it allows using already known or at least formulated hypo-
thetical laws and forces. But from the perspective of the ideas of evolution the 
differences between singularity and quantum dimensions are not considerable. 

IV. Confusion and Problems with Big Bangs 
As we have seen from the above discussion, the stage of the hot Big Bang suc-
ceeded the post-inflationary heating stage. However, there are still a number of 
scientists who, just as before, consider the Big Bang as the moment of the 
origin of the Universe followed by inflation. However, this disagreement can be 
explained not only by differences in points of view but also by the confusion in 
terminology. The question is that when speaking about the Big Bang as 

                                                           
7 Even the proponents of such views have to admit that ‘according to modern ideas, space-time in 

the Planck scale is a fantastic figure, more like a monster from horror films than the object of 
physical research. Future research will show whether this picture is correct’ (Sazhin 2002: 81). 
About evolutionary approaches in respect of Cosmic phase of Big History see Grinin 2014, 2018. 

8 Not to mention the fact that this contradicts the fact according to which the speed of the receding 
galaxies not only decreases but increases.   
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an event preceding the beginning of inflation, it is often meant not the hot Big 
Bang (i.e., classical Big Bang), but another one, i.e. the pre-inflation Big Bang.  

Thus, today speaking about the Big Bang, it is necessary to specify which 
explosion is mentioned. The fact is that there is no common terminology con-
cerning the Big Bang in physics and cosmology, which study the early Uni-
verse: there is considerable confusion here. 

Sometimes the followers of the Inflation theory mention the Bang that pre-
ceded the inflation stage. They might regard this bang as above mentioned 
quantum fluctuation or another hypothetical event of uncertain origin. Some-
times they talk about such Big Bang as a special phase of early history of the 
Universe. Unfortunately they do not clarify whether this Big Bang was the trig-
ger for the quantum fluctuation, or it is just the beginning of the inflationary 
stage. In any case this Big Bang was definitely cold but not hot. However, some 
researchers do not identify the pre-inflation cold Big Bang or do not mark it out 
as a special stage because such a variety in approaches implicitly creates a great 
confusion in our understanding of the notion of the Big Bang. Were there two 
Big Bangs or was only one or none at all? And after what stage it occurred? 
The confusion is growing because the Big Bang theory also implies the infla-
tionary stage. But the sequence of stages differs from that of the Inflation theo-
ry. According to the Big Bang theory, the Big Bang was the first to occur and 
led to great inflation. And the Inflation theory suggests that the hot Big Bang 
resulted from the inflation. As we will see below such a shift of the processes' 
order makes the Big Bang unnecessary stage in the sequence of events that oc-
curred in the Universe. One should also note that not all researchers distinguish 
the stage of post-inflationary heating.  

As a result this situation seems paradoxical. On the one hand, practically, 
there are no scientists who would definitely reject the Big Bang. On the other 
hand, a number of researchers who use this concept as something conventional, 
but indefinite, increases. It appears that implicitly or even explicitly they under-
stand that the theory can easily avoid using the Big Bang notion. However, be-
cause the direct negation of the Big Bang may cause difficulties, probably they 
think that the best way to avoid problems is the indistinct mentioning of this 
moment. Thus, one should mention that the Big Bang seems to become a kind 
of metaphor, an indicator of fidelity to the mainstream, playing a role similar to 
that of the incomprehensible god in deism philosophy. We recall that the situa-
tion is greatly complicated. 

Among many followers of the Inflation theory there is an implicit assump-
tion that there could be two trigger events which can be described as ‘bangs’, 
one of which preceded the inflation, and the other – followed it.  

But the description and characteristics of the pre-inflation Big Bang are 
even more obscure than those of the hot Big Bang. It also does not have any 
common term; there are references to the Planck era of the Big Bang, the early 
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Big Bang stage, the real Big Bang, etc. One should mention that due to this 
terminological and theoretical confusion it is extremely difficult to understand 
whether one or two explosions are meant, as well as to describe the real se-
quence of stages.9 If there were two Big Bangs then the origin of the Universe 
would schematically look like this: the pre-inflationary Big Bang – inflation 
(expansion of the Universe) – post-inflationary heating of the Universe – the 
hot Big Bang. But such a reconstruction is not presented anywhere because 
perhaps as was mentioned above it is easier to avoid difficulties. Most com-
monly mentioning of the Big Bang among physicists simply looks like a tribute 
to a tradition they dare not to violate, and therefore such mentions are rather 
ritual than filled with specific content.10 In general, it appears that the early 
history of the Universe may well do without using the concept of the Big Bang, 
using the scheme: fluctuation (whatever it may have been caused by) – infla- 
tion – post-inflationary heating. 

Thus, among a large number of astrophysicists the very idea of the Big 
Bang has been losing not only its substantiality and uniqueness, but the need in 
general. However, at the same time among others and especially among those 
who popularizes the early history of the Universe one can observe dominating 
desire to see something extremely real and apocalyptic in the Big Bang. Perhaps, 
it would be too strong to call the Big Bang ‘a misleading, ugly and trivializing 
name’ (as Timothy Ferris did; see Wood 2018: 2). Nevertheless in the light of 
modern points of view it is very necessary to regard the Big Bang not as a real 
huge explosion but rather as a metaphor that still exists due to tradition.11 The 
matter is that ‘the Big Bang, just as we imagined it traditionally, most likely did 
not occur at all’ (Mukhanov and Orlova 2006). At the same time, most initial 
conditions that determine the most important characteristics of the modern Uni-
verse are also referred to the inflationary stage, rather than the hot Big Bang.  

                                                           
9 It is difficult to understand also from Guth's article with the title ‘Was Cosmic Inflation the 

“Bang” of the Big Bang?’ which is relative to our topic. 
10 Though one can find the following arguments. It is shown  that such an event as the hot Big Bang 

is not a necessary stage in the Inflation theory. Now it is clear that the inflationary stage played 
a role of the ‘bang’ (Postnov 2001). The moment when the Universe is heated up is now 
called the Big Bang (Ibid.). The boundaries between inflating and thermalized regions 
play the role of the Big Bang for the corresponding thermalized regions (Garriga and Vilen- 
kin 2001; Vilenkin 2006, 2010; in all cases, emphasis added by me. – L. G.).  

11 Perhaps, it also has some sense from pedagogical point of view. In the paper by Wood (2018) 
one can see a discussion on possibilities of using the notion of Big Bang for pedagogical  and 
other purposes as well as the author's suggestion to use as synonym of ‘Big Bang’ term ‘the 
big beginning’ as beginning of TIME, SPACE, MATTER and ENERGY as well as other ini-
tial substances. He clarifies his goal: ‘Assuming “big beginning” as a non-contentious syno-
nym for big bang, the task of communication must be redefined: How can this incomprehensi-
ble event when time began, space unfolded, matter appeared, and energy bifurcated into vari-
ous forces be formulated as imaginative narratives that will broaden and deepen its meaning 
and significance in harmony with discoveries over the past half century?’ (Ibid.: 3). 
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V. Conclusion  
The importance of the Inflation theory. The theory of the Big Bang could 
not explain very much, which could be explained precisely with the help of 
the Inflation theory. At present, the Big Bang theory is firmly integrated with 
the Inflation theory. From the point of view of cosmology and physics the 
introduction of the stages preceding the hot Big Bang more or less successful-
ly solves all the problems related to the initial data of the hot Big Bang epoch, 
and eventually explains the flatness, homogeneity and isotropy of the ob-
served Universe. The inflationary era is very important for modern cosmolog-
ical and cosmophysical concepts. Alan Guth explains with enthusiasm, ‘Infla-
tion is not just a theory of the initial (ultimate) beginning, but it is a theory of 
evolution that explains essentially everything that we see around us, starting 
from almost nothing’ (Guth 2002; about creation from nothing see our com-
ments above).  

However, one should understand that the emergence of the Inflation theory 
is the result of searching for such physical conditions under which it would be 
possible to explain the characteristics of the modern Universe. For modelling 
such initial conditions some scientists introduced hypothetical states of matter 
and energy. Therefore, it is absolutely normal that there are dozens of compe- 
ting models of the inflationary stage, as well as the fact that nearly all parame-
ters of this stage are unclear. What is really surprising is that science can put 
forward well-structured and reasonable hypotheses about such distant and ex-
tremely short periods. 

Thus, on the one hand, the Inflation theory is a triumph of possibilities of 
modern cosmology and physics, but on the other hand, it perfectly demonstrates 
the limits of our knowledge, and the extent to which these hypotheses can be 
exotic and strange to explain things near these limits.  

One should not forget that in these cases we are talking not about even the-
ories but paradigms (Guth 1997), not the proved facts but hypothetical events 
and substances. It is also worth agreeing with Guth's (1997) statement that if it 
is true that the Universe arose from inflation, we cannot regard the quantum 
fluctuation as the cosmic origins. This idea leads us closer to its beginning. 
However, it is absolutely unclear, whether there was something before the in-
flation and what it was. There is a number of theories about these topics. 

In particular there is a wide variety of very original theories according to 
which our Universe is not the only one, but just one of the myriad universes of the 
Multiverse.12 According to some theories, these universes do not contact with each 
other, according to others the collisions of universes cause Big Bangs. Anyway, 
such approaches show that the origin of our Universe 13.82 billion years ago is 

                                                           
12 E.g., according to A. Linde's theory, ‘the area of the Universe that we are observing now occu-

pies a part of one of these “bloated” clusters’ (Rubakov and Gorbunov 2010: 357). 
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an ordinary event in Multiverse. However, it is a very important event for hu- 
manity and the starting point for Big History because any history must have 
a beginning.  
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Answers to Some Crucial though Seldom 
Asked Questions 
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Abstract 

The author asserts that evolutionary regularities might be deduced from prin-
ciples of life's functioning. First of all, the latter should describe the part-whole 
relationships and control mechanisms. The author suggests supplementing the 
concept of struggle for existence with the concept of functional hierarchy: no 
solitary individual or species is functionally autonomous, life as we know it can 
exist only in the form of a nutrient cycle. Only two purely biotic forces – ‘biotic 
attraction’ and ‘biotic repulsion’ – act in the living world. The first one main-
tains and increases diversity and organizes solitary parts into systems integrat-
ed to a greater or lesser degree. The second one, in the form of competition, 
lessens biodiversity but at the same time provides life with necessary plasticity. 
On that basis, tentative answers to the following questions are given: (1) Why 
does life exhibit such a peculiar organization: with strong integration at lower 
levels of organization and weak integration at the higher ones?; (2) Why did 
particular species and guilds appear on the evolutionary stage at that particu-
lar time and not at any other?; (3) Why was the functional structure of ecosys-
tems prone to convergence despite a multitude of stochastic factors? 

Keywords: ecological Darwinism, biology, selection, ecosystems. 

Introduction 
As a matter of fact, Darwin's theory on natural selection consists of two con-
stituent parts: the ecological and the genetic one. The first of them (‘struggle 
for existence’) deals with a surplus in offspring and unfavourable environmen-
tal factors, which cause mortality of the former. The part of genetics focuses on 
undirected variability and inheritance of selected traits. Geneticists of the  
20th century specified and elaborated the latter part of the theory. Meanwhile, 
the first part of the theory fell into the hands of ecologists and also underwent 
elaboration. However, ecologists did not restrict themselves to ‘struggle for 
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existence’ and created something that was new in principle, i.e. the ecosystem 
conception. Many of its statements are still valuable to date. Strange as it is, 
until recently evolutionists have hardly made any use of this part of ecology, 
and it lingered where it was created. It is strange because when referring to any 
hypothetico-deductive theory (Darwinism is undoubtedly such a theory), it is 
advisable from time to time to revert to its original postulates to verify if they 
are in agreement with new data (Popper 1959). The ecological part of the natu-
ral selection theory deals with the way organisms react to the environment.  
If these relations are not restricted just to ‘struggle for existence’, it is not only 
possible but advisable to supplement the premises of the theory with the new 
ones. In turn, conclusions following from the original statements will change. 
So, if we want to have a more profound evolutionary theory which better corre-
sponds to the present-day achievements, we must revert to Darwin's original 
premises and reassess them not only from the viewpoint of genetics but also 
from that of ecology.  

I am pretty sure that the need for a new evolutionary theory is felt most 
strongly by those who cannot find answers to the questions concerning the ‘es-
sence’ of life and the main regularities of its functioning and evolution. It is 
quite possible that the majority of biologists believe that all the questions of 
fundamental significance have already been answered. I assume such a view-
point to be excessively superficial. I think that it is only with the help of eco-
logical theory that it is possible to give an answer to many fundamental ques-
tions which traditional biology did not even raise. For instance:  

 Why does life exhibit such a peculiar organization: with strong integra-
tion at lower levels of organization and weak integration at the higher ones? 

 Why did particular species and guilds appear on the evolutionary stage at 
that particular time and not at any other? 

 Why was the functional structure of ecosystems prone to convergence 
despite a multitude of stochastic factors?  

The material presented in this survey raises hope that answers, tentative as 
they are, to these and the like questions may be perceived in the near future. 
Such ‘ecologizing’ of Darwinism is likely to benefit not only this theory but 
ecology itself as well. 

The Possible Methodological Framework for the Future 
Evolutionary Biology 
Let us start by formulating the main methodological principles, i.e. particular 
‘recipes’ which should be followed if we want to guarantee success in devising 
a more extensive synthesis. 

It is usually claimed that populations and ecosystems are complicated and 
difficult to investigate objects; subjects of study of molecular biology and espe-
cially biophysics are less complicated by comparison, therefore progress in 
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these spheres is greater. My opinion is slightly different: the complexity of life 
phenomena is largely the creation of our own minds and is a consequence of 
research methods applied that are not entirely adequate. At first glance it seems 
that life is objectively complex only if we measure complexity in terms of het-
erogeneity or the variety of structures. Biologists who talk about the complexity 
of life very often appeal to the abundance of links as well. And in this regard 
they are right again: multicausality is the result of this abundance. However, it 
is quite possible that life will lose most of its complexity when the new method 
of logical simplification that has been ignored heretofore is applied. I will try to 
propose the guidelines for such simplification. 

I would define Recipe 1 in the following way: the deductive method, espe-
cially thought experiments, should not be avoided while pursuing wider biolo- 
gical synthesis. Biologists have largely ignored the deductive method. Undoub- 
tedly, this has led to adverse consequences and it is hard to explain exactly why 
this has happened. It is possible that the majority of biologists identify the de-
ductive method with axiomatic methods, which are unacceptable to most bio- 
logists, and maybe not without good reason. I am also sure that almost all 
biologists associate deduction with mathematical methods, which is also a real 
misunderstanding. We use deduction in our everyday lives, and without it we 
would be simply unable to understand each other. Although Darwin generated  
a number of ideas through deduction and without using mathematics, most 
biologists understand and appreciate their value. 

Recipe 2 is as follows: while proceeding with the development of evolu-
tionary theories (deriving evolutionary regularities from functional ones) initi-
ated by Darwin, it is necessary to revise not only the conception of the ‘struggle 
for existence’ but also the attitude towards the nature of intra-organism links 
adopted in Darwin's lifetime. The main question is: what is the nature of the 
‘part-whole’ relationship at every level of organization, starting with macro-
molecules and ending with ecosystems. Such union of functional biology and 
evolutionary biology makes it possible to explain the maximum number of 
phenomena on the basis of the minimum number of statements. This is the 
main purpose of any logical simplification. 

Recipe 3: while analyzing the causes of biological phenomena, it is rec-
ommended that the widest implications of cause-effect relationships be given 
consideration. Of course, this recipe can be useful only to a theorist pursuing 
synthesis. The well-established tradition, which encourages interest only in 
direct relations is potentially disastrous to theoretical work aimed at synthesis. 
However, it must be noted that a physicist or chemist would hardly admire this 
recipe, and many may claim that it would make the biological view of the 
world even more complex, but we should not be concerned with that; as it be-
comes clear through causal analysis of this type, that biotic connections are 
‘neatly built’ and characterized by a particular hierarchy. Using this recipe, it 
has been established, for example, that it is not only plants that participate in 
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the process of photosynthesis (as it is usually considered) but almost all the 
local ecological community (Lekevičius 1985). 

Recipe 4 recommends using a qualitative or conceptual method of mode- 
ling. Even though this method is used in biology quite widely, I suppose  
I should describe it in greater detail. This modeling can be viewed as interme-
diate between verbal and mathematical modeling. Darwin's theory of natural 
selection can be considered as a typical verbal model. To transform it into  
a qualitative model, it is necessary to formulate and define its original terms 
and statements (premises) strictly. Qualitative models would include graph dia-
grams indicating only trends and various kinds of diagrams displaying connec-
tions between objects and phenomena and the like. The disadvantage of this 
modeling is its insufficient precision. However, there are particular advantages 
to using this modeling also: it does not restrict the modeler to any particular 
mathematical apparatus, the researcher therefore has much more freedom to 
raise questions and suggest hypotheses than he/she would have if mathematical 
modeling was employed. This kind of modeling additionally offers the oppor-
tunity to ‘cover the uncoverable’ (see Recipe 3). Furthermore, it allows adapt-
ing the method to the aims and research objects rather than the other way 
round, which is often the case, especially in ecology and evolutionary biology 
when mathematical methods are employed. Mathematical modeling could even 
follow from qualitative modeling as it usually happens in physics.  

According to the instructions of Recipe 5, one of the main ways to engage 
in logical simplification is to adopt the functional point of view. This rule is 
based on the fact that the variety of structures (macromolecules, sub-cell orga-
nelles, cells, organs, genotypes, phenotypes, and species) is far richer than the 
variety of roles or functions that these structures perform. From the structuralist 
point of view, every enzyme is fairly complicated, and in order to describe this 
variety in detail, an exhaustive and difficult research effort is required. Mean-
while, its function is comparatively easy to identify and can be defined in 
a single sentence. Additionally, simplicity can be seen in the fact that the organ-
ization of life in its entirety is based on a certain hierarchical system: general 
functions, such as local nutrient cycling, can be fulfilled only through partial 
functions that are performed by individual guilds and species of the ecosystem. 
To attain simplicity, it is necessary to abstract from details. In our situation ab-
straction is easy to achieve because nature seems to have already provided it for 
us through the manifestation of a few functions (‘emergent’ features) present at 
the highest levels of organization. This sharply contrasts with the abundance of 
partial functions found at lower levels. 

The Nature of ‘Part-Whole’ Relations 
Let us conduct a thought experiment: let us imagine an organ in isolation and 
try to find an answer to the question as to how long it could survive without 
the appropriate biotic context, in this case – the organism (1). Let us now do  
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the same with an individual animal or plant (2) and any population (3). The 
results are going to be more or less as follows. The organ will cease to function 
very soon, the individual will, however, survive for a longer period of time, and 
the population will survive still longer. It does not matter if you isolate an indi-
vidual plant from its biotic environment, the whole population, or all ‘autotrophs’ 
of a particular ecosystem. The result in all cases is going to be the same – loss of 
life. The only difference, when compared with animals, might lie in the fact 
that some ‘autotrophs’, when isolated from detritivores (= decomposers) will be 
able to survive for a longer time – up to a few years or a few decades, depend-
ing on the amount of supply of inorganic nutrients available at the beginning of 
the experiment. 

This fact illustrates that functional autonomy is not characteristic of any of 
these structures. If the biotic environment is eliminated they cannot be consi- 
dered to be alive, in a sense. Following similar logic, biologists have claimed 
that viruses are not live organisms since they can only reproduce using the nu-
clear apparatus of a host's cell. This verdict does not seem to be controversial, 
but then, using this same logic, we may ask why we consider a deer or a lion, 
for example, to be alive. 

Having conducted these experiments you will be forced to admit that  
in some sense the main feature of being alive, i.e. functionally autonomous,  
is only typical of an ecosystem, since life cannot last independently without 
nutrient cycling. The formula ‘only an ecosystem is living’ should be interpret-
ed in the following way: a nutrient cycle is an emergent feature shaped by the 
coordinated activity of the whole ecological community (at least that of ‘auto-
trophs’ and detritivores). Let us call the local cycle and the energy flow that 
follows it the global function. The activities of individual guilds or species, 
then, could be treated as partial, or minor, functions, those of separate individu-
als – as even smaller functions, and so on, until we come to the functions of 
macromolecules. Eventually, we arrive at what systemologists refer to as  
a functional hierarchy. This concept might be more convenient to use, but it es-
sentially means the same as functional dependence. It follows then that it is not 
simply integrity that is characteristic of life, but integrity based on mutualism, 
or links of reciprocal dependence. A biological species is not an aim per se, as 
it is usually assumed, but also a means. 

This can still be expressed in a different way, by adopting the concept of la-
bour division that Darwin (1872) was so very fond of: nutrient cycles are the out-
come of common activity of individual species that are involved in labour of 
a narrower kind. Each of them performs a different operation. Again, specializa-
tion in reproductive or any other function is available within the population 
framework. This is directly analogous to the division of labour typified by 
the arrangement of organs, cells and macromolecules in a single living being. 
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There might be, in fact, several varieties of hierarchy. One kind of hierarchy 
is typical of clockwork mechanisms, for example, another kind of hierarchy – 
of a multi-cellular organism, and still another one – of a population or a com-
munity/ecosystem. Clock-parts have no capacity for reproduction. It might be 
claimed that the structure of a clock is therefore inflexible and completely inert, 
and that its parts therefore lack the ‘freedom’ to pursue their own self-interest. 
A multi-cellular organism has a more or less different hierarchy of functions, 
with cells of an organism capable of proliferating and therefore having some 
freedom to pursue their self-interest, although minimally. An organism is flexi-
ble and can adapt to the ever changing environment (physiological and bio-
chemical adaptation), the freedom to pursue self-interest at the level of sub-
individual structures being a prerequisite for this. Cells might even compete 
with each other while pursuing their individual ‘goals’; experiments with chi-
meras largely contributed to this conclusion (McLaren 1976; see also the re-
view by Lekevičius 1986: сh. 3.4). As far as individuals and species are con-
cerned, they possess even greater freedom. This freedom is so great that  
the majority of ecologists still conceive of nature as being governed by compe-
tition (‘biotic repulsion’) and still argue that interdependence (‘biotic attrac-
tion’) does not exist at all at the levels of population and ecological community; 
and even if it does, this interdependence can be ignored. Extensive biological 
data show that individuals and species use this freedom for their own ‘purpos-
es’ which are usually related to generating even larger populations. 

To my mind, the analogy of the two-faced Janus can be used (Koestler 
1967) to reveal the essence of the part-whole relationship. The side of his face 
that is turned upwards, towards the higher level of organization, shines with 
obedience and devotion, whereas the one turned downwards is the face of  
an individual who recognizes only his own objectives. Biosystems can be re-
garded not only as multilevel, but also as multigoal systems (Mesarović et al. 
1970) in the sense that the goals of individuals and species do not necessarily 
have to be the same. Their respective objectives might even be in conflict with 
one another, which is what we usually observe in nature. On the other hand,  
the fairly great freedom of action that is noticeable at these levels seems to be 
very useful to ecosystems when they have to adapt to drastic and unpredictable 
environmental changes. So, the functional hierarchy in nature is not rigid or 
stiff. From a functional point of view, biotic components, starting with cells and 
ending with species, do not only depend on each other, but are also conditional-
ly independent, as they cooperate and compete with each other simultaneously. 
The interaction of these two opposite forces, ‘biotic attraction’ and ‘biotic re-
pulsion’, determines the behaviour of life and its evolution. 

The functional hierarchy cannot be realized without an adequate hierarchy 
of control. However, there exists no control device at these levels of organiza-
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tion, which is similar to that of multi-cellular organisms. Many people may 
consider this situation absurd, but this is nothing new for experts in systems 
theory. This type of control has been termed as diffusive or passive (Novo-
seltsev 1978; Lekevičius 1986). It is achieved through the interaction of sub-
systems, whose behaviour towards control is the same. During these interac-
tions, certain constraints (positive or negative feedbacks), helping the whole to 
control its constituent parts, emerge. These constraints usually evolve because 
not all combinations of subsystems or their activities can ensure stability. Popu-
lations and ecosystems therefore adjust on their own, without any external con-
tribution. It means that joint efforts help ecological communities not only to 
support local nutrient cycles, but also to ensure their conditional independence 
from various kinds of inner and external perturbations. In other words, global 
parameters, vitally important for the whole biota, are homeorhetic because of 
self-organization and self-regulation. Nutrient cycles are the most highly buff-
ered features of life (Lekevičius 1986). 

It might be even easier to understand how the ecosystem's functioning is 
controlled by considering an analogous example of capitalist economy, the lais-
sez-faire mode in particular. The forces of ‘repulsion’ and ‘attraction’ in capi-
talist economy are almost equal in power, their counterbalance being nearly  
the same as that in nature. The initiative and the right to decide belong to indi-
viduals. Although, as a rule, they pursue self-interest rather than the interest of 
society, the society, guided by an ‘invisible hand’ (in fact – by the market), 
inevitably tends towards the universal well-being. This conception became 
popular in England as the paradox of private vices and public benefits. 

Incidentally, Darwin was probably the first to notice parallels between  
the organization of economy and that of nature. They have also recently been 
discussed by Salthe (1985) and Lekevičius (2009a). Naturally enough, using 
analogies is not an appropriate way to explain something. However, I do think 
that it may be beneficial for the clarification of statements. 

Why does life exhibit such a peculiar organization: with strong integration 
at lower levels of organization and weak integration at the higher ones? To an-
swer this question, let us think what animate nature would look like if individu-
als of the same and different species only cooperated, i.e. if competition as  
a phenomenon completely disappeared. A preliminary answer to this and some 
other questions of a similar kind has been provided by GAT, the general adap-
tation theory (Conrad 1983; Lekevičius 1986, 1997). According to the theory, if 
this hypothetical situation came into being, we would probably have both eco-
systems and nutrient cycles. In fact, these would not be typical ecosystems; 
they would have a much greater degree of integration – somewhat comparable 
to today's coral reef ecosystems. These ecosystem-superorganisms would per-
form their vital functions incredibly effectively, but would fall to pieces like  
a giant with clay feet as soon as the first unusual environmental change took 
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place. Specialization and integration allow maximizing the degree of adapta-
tion, but that is incompatible with maximum adaptability. The capacity for dis-
integration and the conditional freedom of subsystems are essential attributes of 
life on this planet, where environmental conditions are continually changing to 
a great degree and are very often unpredictable. 

What would happen in the opposite situation, i.e. if these relationships were 
only of a competitive type? I think that the most likely final outcome would be 
that only one species would exist in any given location at any given time; i.e. 
the one that would have replaced all the rest species, those that are not so well 
adapted to struggling for existence. And within this species, a single (‘wild’) 
genotype that has replaced all the genotypes of lower adaptive value would 
exist. Naturally, there would be no ecological communities or ecosystems un-
der these circumstances. However, as it has already been mentioned, this sort of 
life would have no chances of survival since none of the species can maintain  
a nutrient cycle on its own. To summarize, it might be claimed that life has 
chosen a compromise between two incompatible strategies – to be maximally 
efficient and not to compromise adaptability. This compromise must have con-
ditioned the long-term existence of life. However, the problem with this kind of 
an answer lies in its teleological implications. We could arrive at a far better 
answer if we discovered the evolutionary processes through which this form of 
life could emerge.  

On Evolutionary Interdependence of Individuals  
and Species 
Having applied the methodological recipe advocated by us (evolutionary regu-
larities can be deduced from principles of functioning – Recipe 2), we come to 
the conclusion that even when evolving, individuals and species cannot have 
autonomy. Functional dependence inevitably leads to evolutionary dependence. 
It is clear that the most obvious manifestation of this regularity is likely to be 
observed in cases of cooperation and mutualism. For instance, it is clear that 
organs of a multicellular organism can evolve only in a coordinated manner. 
Otherwise, the integrity and vitality of an organism will be destroyed. Similar-
ly, the evolution of members of the same population, which are bound by re- 
lations of interdependence, cannot be uncoordinated. For instance, an unin-
terelated evolution of males and females of the same population is difficult to 
imagine. In these cases, loss of coadaptation is equivalent to population extinc-
tion. It is also obvious that evolutionary changes in species bounded by mutual-
istic relationships cannot be uncoordinated either. For example, such coevolu-
tion should be characteristic of flowering plants and insects pollinating them.  
The same holds true for the relations between producers and detritivores of  
the same ecosystem: both these ecological groups should inevitably affect the 
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evolution of each other, as they are mutually dependent. In short, coevolution 
or coordinated evolution is the inevitable outcome of functional dependence. 

Populations of prey and its predators like those of hosts and their parasites 
also coevolve. For instance, extensive available evidence shows that prey/host 
populations accumulate features reducing exploiter-induced mortality. In 
length of time, the latter, in their own turn, acquire features enabling them to 
continue the exploitation of their usual prey/host. It is clear that the initiative 
should not necessarily come from exploited populations. Such coevolution 
usually leads to moderate exploitation. And only in case of moderate exploita-
tion, we have the right to assert that both partners are coadapted. In this con-
text, I suppose, I do not violate the terminological discipline, as, to my 
knowledge, the terms ‘coevolution’ and ‘coadaptation’ are treated in this way 
by the majority of users.  

In my opinion, the evolution of most species was and still is restricted from 
every side, as the ecospace nearest to them was and still is occupied by other 
species well adapted to their environment. Species do not exist in some kind of 
ecological vacuum – both their functioning freedom and that of evolution are 
restricted. Therefore prohibitions have always outnumbered permissions. Stabi-
lizing selection and evolutionary stasis are daily routine of animate nature. 
Many of the evolutionarily old species can be treated as living fossils, which is 
not because they lack variability, but because other species (most often those 
that have emerged later) did not leave free ecospace for the new variations to 
penetrate. This approach, in my opinion, considerably differs from the opinion 
that has been dominant for a long time. According to that view, the rate and 
success of evolution are predetermined only by genetic variability; and maybe 
also by climatic and edaphic conditions and geographical isolation. 

In this context, permission is understood as a vacant niche, and, more exact-
ly, as a vacant environmental niche. Two terms are used in ecology: an ecologi-
cal or Hutchinsonian niche, on the one hand, and an environmental niche, on 
the other. The first one is understood as the totality of needs. The ecologists 
using the term ‘an environmental niche’, first of all, have environmental condi-
tions in mind, which, in their opinion, can exist and exist independently of or-
ganisms. It is only they who use the term ‘a vacant niche’. They understand  
a vacant niche as potentially usable resources. Solar energy having no consu- 
mer, some organic or inorganic substance as a potential source of energy, elec-
trons or carbon can be taken as examples of such resources. Of course, 
a live organism also can be treated as a vacant niche if it does not have con-
sumers (predators or parasites) (for more information about the vacant niche 
concept see the survey by Lekevičius [2009b]). 

An occupied niche can be viewed as prohibition for another species to oc-
cupy it. However, this prohibition can be overcome in cases of successful inno-
vations or immigration of stronger competitors. Sometimes it is more expedient 
to replace this term (prohibition) by the term ‘constraints’, which may sound 



Edmundas Lekevičius 109 

less categorical. Of course, in addition to constraints associated with the availa-
bility or absence of resources, there are other types of constraints, such as ther-
modynamic, climatic or edaphic constraints. Their evolutionary impact is quite 
well-known and we are going to discuss them as well. In essence, prohibition 
can be associated with the fact that not all evolutionary trajectories ensure sta-
bility of living systems. For instance, ecosystem-level constraints are, first of 
all, negative feedbacks, which do not permit species to evolve in such a way 
that the local nutrient cycle should be disturbed. So, it is possible then to view 
permissions as positive feedbacks and prohibitions as negative ones. 

Evolutionary Assembly of Ecosystems 
Ecosystem ‘assembly rules’ may be formulated in the following way (Le-
kevičius 2002). It is quite possible that since the very moment of life appear-
ance there existed quite a simple mechanism by which ecosystems and nutrient 
cycles were formed – end products of some organisms' metabolism turned into 
waste, i.e. into resources potentially usable though used by nobody. Such va-
cant niches provoked the evolution of organisms capable of exploiting those 
resources. The final result was that end products of detritivores' metabolism 
became primary materials for producers. The formation of ecological pyramids 
should have followed a similar pattern: producers provoked the evolution of 
herbivores, the latter – that of primary predators, and so on and so forth until 
eventually the evolution produced common to us pyramids with large predators 
at the top. 

So, vacant niches not only stimulate diversification, but also determine its 
direction. And this fact, most probably, witnesses causality. This idea can be 
viewed as a keystone of evolutionary theory because it is not so difficult to ex-
plain, and, at least partly, predict results of diversification from data on vacant 
niches.  

In order to clarify the vacant niche concept and its usage, I have constructed 
a table demonstrating some steps in ecosystem evolution. 

The first terrestrial organisms should have probably been heterotrophs.  
The main shortcoming of the first ecosystem was that decomposition was car-
ried out far more intensively than the chemical synthesis of organic matter. This 
misbalance might have caused the very first in the history of life ecological 
crisis, which finished with the rise of the first producers. The latter could have 
been green and purple non-sulfur bacteria, which carried out anoxygenic photo-
synthesis. They used organic compounds as a source of hydrogen (electrons). 

Along with these bacteria, detritus-decomposing ones, too, are likely to 
have been involved in local nutrient cycles of that time. Their emergence and 
diversity was determined by the diversity of organic substances present in detri-
tus. Already at that time cycles must have been non-waste, and decomposition 
was carried out to the very inorganic nutrients. 



Ecological Darwinism 110

Table. Some of the vacant niches/adaptive zones that existed  
in the Archean and Proterozoic, and their occupants  

Description of vacant  
niches/adaptive zones 

Hypothetic occupants 

Organic substances as donors of energy, elec-
trons and carbon. Organic substances as final 
electron acceptors 

Protobionts 

Light as an energy donor, H2S/H2O as an elec-
tron donor and CO2 as a donor of carbon 

Green and purple sulphur bacteria, 
cyanobacteria 

Detritus as an energy, electron and carbon 
donor. So and SO4

2– as final electron acceptors 
Sulphur- and sulphate-reducing 
bacteria  

Fe2+, Mn2+, H2S, CO, H2, CH4, NH4
+

 

as energy and electron donors, CO2 as a carbon 
donor. O2 as a final electron acceptor 

Aerobic chemolithoautotrophs 

Detritus as an energy, electron and carbon 
donor. NO3– as a final electron acceptor  

Denitrifying bacteria 

Detritus as an energy, electron and carbon 
donor. O2 as a final electron acceptor 

Aerobic decomposers 

Biomass as an energy, electron and carbon 
donor. O2 as a final electron acceptor  

Protists as ‘herbivores’ and decom-
poser-eaters  

Biomass (‘herbivorous’ and decomposer-eating 
protists) 

Protists as primary predators  

‘Herbivores’ and primary predators Multicellular organisms as secon-
dary predators 

In the Table, attempts are made to list events in chronological order, from the 
appearance of protobionts to that of secondary predators. Take note of the fact 
that some vacant niches/adaptive zones preexisted the emergence of organisms, 
while others were presumably created by organisms themselves (compiled from 
Lekevičius 2002). 

As biomass accumulated, sooner or later aquatic resources of free organic 
compounds had to be depleted. That could have caused the rise of true auto-
trophs (photolithoautotrophs). The latter could have been green or purple sulfur 
bacteria, which used H2S and H2 as a source of hydrogen (electrons). Those bac- 
teria accumulated sulfur and sulphates as waste, so after a while evolution 
should have brought about organisms reducing sulfur and sulphates. The vacant 
niche was occupied to make the cycle become non-waste again. After some 
time, however, the resources of H2S and H2 must have run short, that should 
have resulted in the appearance of cyanobacteria carrying out oxygenic photo-
synthesis. The merit of that kind of photosynthesis is in that it uses water mole-
cules as a source of hydrogen (electrons). However, when oxygen turned into 
waste, it began to accumulate in water. As a result, the evolution of oxygen 
resistance was triggered off. Still after a while, presumably some 2.0–2.5 bil-
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lion years ago, cyanobacteria and detritivores accompanying them became aer-
obes. It must have been at that time that all modern aerobic chemolitotrophs 
came into existence. The motives for their rise were very simple: oxygen accu-
mulating in the environment reacted by itself with the dissolved in water fer-
rous iron and manganese, hydrogen, carbon monoxide, sulfur, hydrogen sul-
fide, ammonia, and methane. The energy produced during oxidation was lost. 
Naturally, those vacant niches became factors stimulating and directing evolu-
tion. Thus, after a while all those niches were occupied. 

The nitrogen cycle was presumably assembled in the following way (for de-
tails see in Lekevičius 2002). At the dawn of life, nitrogen compounds, espe-
cially ammonia and ammonium ions, might have apparently been much more 
abundant in the atmosphere and waters. Thus, selection pressure, forcing organ-
isms to acquire the ability of nitrogen fixation, might have been absent for 
a while. Yet there are reasons to believe that later the amount of ammonia and 
ammonium ions in the environment decreased to minimum, and not only be-
cause part of it converted to organic nitrogen, the biomass. Due to the presence 
of cyanobacteria, oxygen began to accumulate in the environment and, affected 
probably by lightning, reacted with ammonia and molecular nitrogen, thereby 
producing oxides. Besides, as it has been mentioned above, soon thereafter 
originated nitrifying bacteria oxidizing ammonia and ammonium ions to ni-
trates. I think that could have given rise to selection pressure, which induced 
diversification of nitrogen fixing organisms and their spread. Nitrates immedi-
ately created a vacant niche that provoked the rise of denitrificators. The latter 
used nitrates as unchangeable under anoxic conditions glucose oxidizers, final 
acceptors of electrons. Due to nitrate respiration nitrates converted to free ni-
trogen. The global nitrogen cycle became closed. Accumulating in the envi-
ronment nitrates might have soon become an additional source of nitrogen to 
cyanobacteria. Thus, we obtain the following picture of the evolution of the 
nitrogen cycle (see Fig. 1). I understand that this scenario of the changes in 
the nitrogen cycle is rather speculative, though it, seemingly, is in accordance 
with the one proposed by experts (Falkowski 1997; Raven and Yin 1998; 
Beaumont and Robert 1999). The difference lies merely in some details of se- 
condary importance. 

There are sound reasons to believe that 2 billion years ago all modern global 
cycles – carbon, oxygen, nitrogen, sulfur – had been already formed. From  
the point of view of chemistry, they have not changed until nowadays (for details 
see Lekevičius 2002). 
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Fig. 1. Assembly of the nitrogen cycle. A – local cycles are formed;  
B – biological nitrogen fixation appears; C – nitrates are pro-
duced in large quantities; D – denitrification arises 

Two billion years ago, ecosystems were still composed of only two ‘functional 
kingdoms’– producers and detritivores. For quite a long time, some organisms 
exploited others not before the latter died. Accordingly, there must have been 
a huge adaptive zone. Its exploitation presumably started about 1.5 billion years 
ago, after the emergence of protozoans, although fossil records do not evidence 
the existence of organisms that could be called the first biophages. Hence, we 
are speaking about the appearance of the 2nd trophic level. Another possibility, 
i.e., the emergence of parasitism as a phenomenon at that particular time should 
not be ruled out either. The only certainty is that immediately upon emergence, 
organisms representing the 2nd trophic level automatically became an adaptive 
zone for the future 3rd level representatives, i.e., primary predators (see Table). 
In their own turn, the latter became prey for the future bigger predators, etc. 
This self-inducing process, as a matter of fact, ended in the appearance of top 
predators in the Ordovician. It is quite probable that in length of time, in addi-
tion to predators, the newly emerging species acquired a set of parasites ex-
ploiting them. So, it seems that at the end of the Ordovician, a supply of vacant 
niches suitable for biophages was depleted. 

The stages of terrestrial ecosystem development and its mechanisms did not 
differ much from those of marine ecosystems (for details see Lekevičius 2002): 
appearance of producers (1), vegetative detritus (2), detritivores and local cy-
cles (3), herbivores and organisms feeding on detritivores (4), primary preda-
tors (5), and so on up to the top-level predators. The latter came into existence 
in the late Carboniferous, approximately 300 million years ago. When the for-
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mation of the block of biophages finished in the seas and 135 million years 
later on land, there were almost no vacant niches left in ecosystems. Therefore 
cases of competitive exclusion, preconditioned by migration and the emergence 
of new forms, became more frequent. However, species diversification conti- 
nued: life was penetrating into new territories, and what is more, the process of 
niche splitting was going on (Lekevičius 2002). 

One may ask what there is new in such explanations of the well-known 
facts. In general, it is not customary in modern evolutionary biology to raise  
a question and to look for an explanation as to why certain guilds, let us say, 
aerobic chemolithoautotrophs or primary predators appeared on the evolution-
ary stage at that particular time and in that particular place. This can be proba-
bly explained by the fact that to find answers to questions of this kind, it is ne- 
cessary to employ the deductive method, which is not popular with biologists.  
It has been only in this decade that somewhat wider, but still tentative use of 
the vacant niche term in the evolutionary theory has been started (Idem. 2009b). 
In case of failing to provide an explanation, a phenomenon itself is somewhat 
ignored. Another thing that makes my approach to evolution unconventional is 
that in respect of a population I emphasize external factors influencing the 
course of species evolution. Meanwhile, the conventional approach focuses all 
the attention on inner mechanisms. That does not mean, of course, that these 
approaches cannot be reconciled; they perfectly complement each other. 

How Selection has Made Ecosystems Converge 
The functional convergence of ecosystems was discovered quite long ago. Dar-
lington (1957) wrote in his book Zoogeography: The Geographical Distribu-
tion of Animals:  

Neither the world nor any main part of it has been overfull of animals in 
one epoch and empty in the next, and no great ecological roles have been 
long unfilled. There have always been (except perhaps for very short pe-
riods of time) herbivores and carnivores, large and small forms, and a 
variety of different minor adaptations, all in reasonable proportion to 
each other. Existing faunas show the same balance. Every continent has 
a fauna reasonably proportionate to its area and climate, and each main 
fauna has a reasonable proportion of herbivores, carnivores, etc. This 
cannot be due to chance (Darlington 1957). 

Here I would like to draw the reader's attention to one important, in my 
opinion, episode from the history of general ecology. It is known that the eco-
system conception was developed on the basis of empirical data obtained in  
the 1960s of the last century. It was discovered, for instance, that neither the 
number of trophic levels, nor the ecosystem structure in general is dependent  
on primary productivity, which is known to vary within very great limits on  
a world scale. Fortunately for ecologists, nature turned out to be undivided, in 
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that respect. Otherwise, it would have been necessary to develop individual 
conceptions for individual ecosystems. Thus, ecosystem convergence was  
a trivial fact for ecologists of that time. 

Time passed and ecologists of the older generation retired one after another 
to be replaced by young people interested in other problems. That was possibly 
due to the fact that in those times it was not easy to explain facts of the func-
tional convergence of ecosystems, since they were hardly within the framework 
of the neo-Darwinian paradigm. It was difficult, or, according to somebody, 
impossible to build a bridge between a change in gene frequency in a popula-
tion and a global phenomenon such as ecosystem convergence. It was ‘common 
knowledge’ that each species is affected by a multitude of internal and external 
factors and that its fate depends not only on an accidental genetic variability, 
but also on gene drift, climatic changes that are usually difficult to forecast, the 
impact of other species, and other difficult-to-define events. In the course 
of millions of years, these numerous factors must have produced such chaos of 
consequences in living nature that none of theorists was able to explain it. 
In a word, the opinion, which, by the way, persists to date, was formed that 
evolution is controlled by accidental forces and that it cannot be predicted. That 
is why the phenomenon of ecosystem convergence was and is out of place in 
the neo-Darwinian conception. On the contrary, facts of convergence contra-
dicted the neo-Darwinian experience rather than supported it. However, it is 
known that facts do not necessarily refute theories. It is often the other way 
round – facts contradicting the generally accepted theory are simply ignored. 
Thus, it is no wonder that in the course of time the interest in that phenomenon 
gradually abated. 

I propose using the notion of the functional convergence of ecosystems in  
a somewhat wider sense than that used by my colleagues some 20–30 years 
ago. I have in mind the invariability of ecosystem functions both in time and 
space. By this, I do not mean that ecosystems were not changing over time. 
I am inclined to take the view that approximately 2 billion years ago ecosystem 
metabolism finally became settled and since then nutrient cycles have been just 
replicated. The shape of production (energy) pyramids characteristic of local 
ecosystems seems to have undergone no considerable changes over the last sev-
eral hundred million years despite all internal changes followed by numerous 
extinctions and adaptive radiations. Geographical invariance is also characteris-
tic of these pyramids. Their form almost does not depend on the primary pro-
duction, which may differ at least several ten-fold (the 10 % rule). Besides, 
when using the term ‘functional convergence of ecosystems’, it is necessary to 
have in mind the convergence at the level of individual species, too, i.e. a great 
abundance of ecological equivalents (species that have no consanguinity and 
live in different locations but have converged due to the fact that they occupy 
similar ecological niches). 
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As distinct from the traditional approach, I believe that all evolutionary pro-
cesses are quite rigidly canalized. That role of canalization is performed by spe-
cies interaction, which always and everywhere directs species evolution onto 
a few invariant ways. The raw material, from which evolution moulds a com-
munity, may differ. However, the final result, i.e. what the structure and func- 
tion of that community is going to be like, is easier to predict because it often 
recurs both in time and space. God does not dice, so evolution could be predict-
ed. But for this purpose, of course, one should have sufficient information not 
only about ancestral forms, but also about constraints. However, this information 
is as a rule lacking, because until today, in my opinion, evolutionists have not 
paid proper attention to factors constraining the evolution of species. 

It is well-known that ecosystems may be assembled in two ways: via migra-
tion (ecological succession) and/or evolution. However, the final result does not 
depend on the mode of assembly, and that is evidenced by the fact of functional 
convergence. Probably, the same ecosystem-level constraints operate both in suc-
cession and evolution, although mechanisms are different. As a matter of fact, 
there are some similarities. Primary succession as a rule starts with the settlement 
of herbaceous plants (sometimes lichen). Then vegetative detritus is formed, 
niches suitable for the settlement of herbivores and detritivores (bacteria, pro-
tists, fungi and invertebrates) appear. As a result, necessary conditions for the 
appearance of soil are created (Olson 1958). In its own turn, the formation of 
soil stimulates the emergence of niches for new plants, woody plants among 
them. The latter change their surroundings, thus facilitating the settlement of 
still other plants and animals (facilitation theory – Connel and Slatyer 1977). 
The sequence of events is presumed to have been similar in the Palaeozoic 
when life occupied land (see above). However, then occupants came into exis- 
tence mainly as a result of evolution in situ. So, I maintain that ecological suc-
cession may be interpreted as a process of niche filling as well, and it should 
not differ much in its course and final result (having in mind functional proper-
ties of ecosystems) from what is observed in cases of adaptive radiation and 
evolutionary recovery after extinction.  

Odum (1969) put forward a hypothesis according to which ecological suc-
cession and evolution are characterized by the same trends of variation in ecosys-
tem parameters (species diversity, primary production, total biomass, production 
and biomass ratio, efficiency of nutrient cycle). Although later this hypothesis 
was used as a target by many critically disposed opponents, it seems to be enjoy-
ing popularity among some ecologists and evolutionists (e.g., Loreau 1998; Solé 
et al. 2002; Lekevičius 2002, 2003) to date. In the opinion of these authors, 
forces directing the evolution of ecosystems are in fact the same as those con-
trolling their routine action. Consequently, in both cases trends cannot differ 
much. This idea, that ‘ontogeny’ of ecosystems may recapitulate their ‘phylog-
eny’, I think, is quite attractive. 
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What is Selected vs. What is Making Selection 
Extremist neo-Darwinians suggest that only the gene (‘selfish gene’) can be  
a unit of selection. Still others maintain that this role is more suitable for  
the genotype. Some evolutionists have claimed that differential survival may 
involve entire populations (species) and even ecosystems. Thus, there have 
been attempts not only to reveal mechanisms of individual features' evolution, 
but also to explain how parameters specific to populations and ecosystems 
could have evolved. So, there was hope to finally clarify how nature creates and 
maintains biodiversity and, on the basis of the latter, communities and nutrient 
cycles. Still others suggested combining all these ideas rejecting the mentality 
of ‘either-or’. Thus, the idea of hierarchic, or multilevel, selection emerged 
(e.g., Williams 1966; Gould 1982; Wilson 1997; Gould and Lloyd 1999). Ac-
cording to this idea, differential survival involves all or almost all structures 
ranging from single genes to entire ecosystems. As far as I understand, these 
evolutionists do not doubt that evolving are not only individual features, but 
also populations, ecosystems, and even the biosphere. However, they believe 
that adaptation at any level requires the process of natural selection operating 
at that level. I think that here they make an essential mistake for they restrict  
the problem of selection to the question of what is being selected. What is more, 
they seem to be little interested in what is making that selection. Because of 
that, the problem becomes quasi-complicated and, unfortunately, insoluble.  
I am inclined to think that Darwin, however, was right in assuming that it is  
an individual that should be regarded as the major unit of selection. 

As far as I understand, the problem of selection units has become so com-
plicated and intricate because it has not been associated with functional biolo-
gy. The imaginary wall between biological time and biological space hinders 
researchers from finding a solution to this problem. If this wall was demolished, 
the problem would immediately become quite simple and clear. The greater the 
integration of constituent parts of a biosystem is, the greater the possibility 
is that selection will affect the whole system as a unit. And on the contrary, if 
constituent parts of a system are functionally autonomous, they will be in-
volved into the ever-lasting ‘struggle for existence’ and each of them will be-
come a selection unit. Even ecosystem selection would be possible, if ecosys-
tems functioned as real superorganisms. However, this is inconceivable either 
for populations, or for ecosystems. By the way, the question of selection units 
was already solved in a similar way by Rosen (1967), but his point, apparently, 
has been overlooked. 

In my opinion, natural selection is a ‘black box’ turning non-directional in-
heritable variability into a more-or-less directed evolutionary development  
(see Fig. 2). This is an essential attribute of selection. Differential survival and 
that kind of reproduction are merely external and most obvious features of se-
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lection. Quite possibly, selection may have another external form, too, but an-
yway it is the force constraining inheritable variability in a specific way. 

 
 
 
 
 

Fig. 2. Natural selection as functional constraints. Mutations and re-
combination create a field of potential evolutionary possibili-
ties, whereas functional requirements constraint it in a speci- 
fic way 

Intraindividual constraints (‘internal selection’), constraints emerging from 
the interactions of individuals of both the same and different species and 
from their interactions with abiotic surroundings are under discussion. Evolu-
tion at the levels of species and ecosystems progresses through genetic varia-
bility and differential survival and reproduction of individuals. Neither spe-
cies selection nor that of entire ecosystems is necessary for the evolution 
to occur. Prohibitions and permissions that stimulate or suppress the spread of 
certain heritable variations emerge in the course of these interactions.  

How does new genetic information in the form of a mutation or recombi- 
nation become an attribute that changes the functioning of an individual, po- 
pulation and the entire ecosystem? Even the pathway of an especially success-
ful mutation/recombination always begins from a single change in one of the 
cells. In the case of its success, novel genetic information passes several stages 
of strengthening. This may be done by means of the following mechanisms 
(Lekevičius 1986): 

– transcription and translation of the newly emerged gene, increasing in con-
centration of mutant (recombinant) macromolecules in a cell; 

– mitosis of cells carrying the gene; 
– growth in the frequency of mutants (recombinants) in a population; 
– growth of the population carrying the evolutionary novelty and widening 

of the species range. 
Additionally, the variation has at least one more theoretical chance to be 

consolidated, which is to become the property of numerous species in the course 
of speciation.  

As the novel genetic information is reinforced, an ecosystem reacts to it as 
to a gradually increasing internal disturbance. Individual – biochemical and 
physiological – mechanisms of adaptation are the first to respond. Mu-
tants/recombinants are incorporated into adaptational and coadaptational pro-
cesses at the population level after they pass barriers of internal selection. In 
case of success, new characters spread, but they have to prove they meet  

Natural 
selection 

Non-directional 

genetic variability 
A more-or-less directed 

evolutionary process 
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the requirements for constituent parts of an ecological community. If such co-
adaptation happens, evolutionary diversification might follow and novel genetic 
information is disseminated among several or more species. In summary, 
the spread of evolutionary novelty always evokes feedbacks from individual, 
population and biocenotic mechanisms of adjustment, individual mechanisms 
being the first to react. 

To sum up, traditional approach emphasizes selection units and cares about 
what is selected, whereas I propose taking interest in what is making selection. 
Differential survival and reproduction of individuals are merely external attrib-
utes and thus are the first impacts of adaptation to be noticed. It is functional 
constraints coordinating routine activities of individuals, populations and eco-
systems that perform selection. They convert undirected hereditary variability 
into the far more directed evolutionary development. It is the individual that 
dies or produces fewer offspring, whereas structures, which may range from 
those of macromolecules to those of ecosystems, change and evolve. Moreover, 
competition is not necessary for the process of selection: it might be even more 
intense in the case of cooperation (e.g., features disturbing inner balance of 
an organism are done away via internal selection, or variations reducing the co-
adaptation of sexual partners are also successfully eliminated). The difference 
is that in case of cooperation, only the characters beneficial to all cooperating 
partners are selected, while in case of competition, only the characters that en-
hance the adaptedness of particular competitors are selected. Of course, any 
novelty that is beneficial for the whole population or ecosystem, must be pri-
marily beneficial for its possessor, only then it can be spread and, in this way, 
strengthened. 

Concluding Remarks 
During the past decade, strong nihilistic trends, far stronger than before, ap-
peared in evolutionary biology. This is how one of the most authoritative evolu-
tionists has summarized his approach: 

Natural selection is a principle of local adaptation, not of general ad-
vance or progress. The history of life is not necessarily progressive; it is 
certainly not predictable. The earth's creatures have evolved through  
a series of contingent and fortuitous events (Gould 1994). 

So, it turns out that Darwinism is suitable for the description of local phe-
nomena of adaptation only. In this context it is worth remembering the previ-
ously published article by Gould and Lewontin (1979) expressing the authors' 
doubts regarding the whole adaptationist paradigm. 

What way out do these authorities propose? Stephen J. Gould and Richard 
C. Lewontin seem to expect much from the theories of chaos, catastrophe, and 
complexity. 
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To describe that situation I could find no better word than ‘crisis’. My opi- 
nion regarding the question is somewhat untraditional: biologists should recon-
cile themselves to the idea that no one else will propose a suitable methodology 
for the description of their subjects of study. A new methodology should take 
root in the depth of biology itself. It should be sodden with biologists' sweat 
and experience. None of the chaos, catastrophe, or complexity theories can or 
will take root, like dozens of other exotic matters, for they have originated in 
a different medium. If we do not want strange methods to dictate strange to us 
objectives and world outlooks, we should assume the responsibility for the fu-
ture of biology. I disapprove of a further depreciation of mind and reasoning, 
entrusting the function of thinking to the computer, being simply afraid to form 
daring and audacious hypotheses that do not follow directly from the data 
available. I dare to claim that the naked empiricism combined with scientism 
raises monsters, i.e. young people who, for the sake of solidarity, cut their own 
wings and burden themselves with weights and lead in order to make their 
thinking as standard as possible. I doubt whether Francis Bacon, the father of 
empiricism, would like the scientific society so prone to standardize, but for me 
it is not very appealing – it is my civic position if you like. I am for the balance 
of induction and empiricism with deduction and rationalism rather than the 
counterbalance between them as it is usually the case. I think that the method of 
hypotheses advanced by Popper (1959) will be vindicated sooner or later. Bio- 
logists should do this as soon as possible. 
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Abstract 

The lack of a strict relationship between genome size and organismal complexi-
ty (level of organization) is largely due to size variability of the facultative part 
of the genome. However, there is a direct relationship between the level of or-
ganization and the minimal genome size (MGS) in the lineage leading from 
prokaryotes to mammals, in which the tendency towards increasing complexity 
is especially clear. The dynamics of MGS in this lineage can be adequately 
described by the model of hyperexponential growth. This implies the existence 
of nonlinear positive feedbacks that account for the acceleration of MGS 
growth. The nature of these feedbacks is discussed, including the formation of 
new genes by means of recombination of the fragments of existing genes, for-
mation of ‘niches’ for new genes in the course of evolution of gene networks, 
and the expansion of regulatory regions. Hyperexponential growth of different 
variables related to the level of organization of the biosphere and society (bio-
diversity, MGS, size and complexity of organisms, world population, technolog-
ical development, urbanization, etc.) suggests that the evolution of the bio-
sphere and humanity in the direction of increasing complexity is a self-
accelerating (autocatalytic) process. 

Keywords: genome size, evolution, level of organization, complexity. 

Introduction  
The problem of a possible connection between genome size and level of mor-
phophysiological organization (complexity) of organisms has been a focus of 
attention of biologists for a while. A hypothesis of a positive correlation exist-
ing between these parameters seems logical because it appears that to create 
more complex organisms in the course of ontogeny a larger ‘developmental 
program’ should be necessary. However, until very recently no strict correla-
tion of this kind could be revealed (Gregory 2005). Attempts to reveal regular 
growth of a genome in isolated evolutionary lineages were usually unsuccessful 
(Thomas 1971; Gregory and Hebert 1999; Gregory 2005, 2008). On the other 
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hand, the size of a genome was noted to considerably increase over the transi-
tion from prokaryotes to eukaryotes and from unicellular eukaryotes to multi-
cellular eukaryotes. There are also indications of the existence of a positive 
relationship between the size of unique genome sequences and level of organi-
zation. In addition there is general growth of the genome in the most ‘progres-
sive’ evolutionary lineage leading from prokaryotes to mammals (this lineage 
most clearly shows the trend toward morphophysiological progress) (Raff and 
Kaufman 1986; Patthy 1999; Sharov 2006). This paper aims at the analysis of 
the relationship between the genome and organismal complexity in this evolu-
tionary lineage. The minimal genome size (MGS) within a large taxon was used 
as a measure of genome complexity. It is shown below that this evolutionary 
lineage displays an increase of MGS, which is adequately described by a biex-
ponential variety of the model of hyperexponential growth. Previously models 
of hyperexponential (primarily hyperbolic) growth have been successfully used 
to describe the dynamics of some demographic and macrosociological parame-
ters (population, levels of technological and economic development, urbaniza-
tion, literacy, etc.) (Korotayev, Komarova, and Khaltourina 2007; Korotayev, 
Malkov, and Khaltourina 2006, 2007; Grinin and Korotayev 2009). In addition, 
it has been shown that the hyperbolic model can be used to describe the dynam-
ics of taxonomic diversity of the Phanerozoic biota (Markov and Korotayev 
2008, 2009). The hyperexponential growth usually suggests the presence of 
complex nonlinear positive feedback facilitating growth acceleration of a pa-
rameter under consideration.  

Minimal Genome Size as a Measure of Necessary  
(Nonredundant) Amount of Genetic Information  
We consider minimal (as opposed to mean, or maximum) genome size in each 
group because genomes of most organisms are known to contain a large 
amount of so-called ‘junk DNA’, for which no function has yet been identified. 
This amount may greatly vary even within a class or order. The amount of 
‘junk DNA’ is largely determined by factors not directly linked to life and 
adaptations of an organism. A large amount of ‘junk DNA’ consists of mobile 
genetic elements (MGE). For instance, mobile elements compose roughly 50 % 
of primate genomes (Xing et al. 2007). Presence of ‘extra’ DNA in the genome 
places an additional load on the organism, which has to use more resources for 
its replication; the genome size may influence the cell size, rates of replication 
and cell division, etc. (Gregory 2005; Gregory and Hebert 1999). While there is 
a conventional hypothesis on the redundancy of MGE, introns and other non-
coding sections, MGE are sources of genetic variability, while fragments of 
these selfish elements are actually dynamic reservoirs for new cellular func-
tions (‘domesticated elements’) (Miller et al. 1999; Volff 2006). MGE are 
shown to play a significant role in the evolution of eukaryotes including evolu-
tion towards increased complexity (Bowen and Jordan 2002; Muotri et al. 
2007).  
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A dynamic equilibrium between the trends toward longer and shorter ‘junk 
DNA’ sections is established in the course of evolution. The former trend results 
from spontaneous self-duplication of MGE, while the latter – from deletions 
(Gregory 2004b). MGE loss is generally advantageous because of the economy 
of resources used for synthesis and upkeep of ‘extra DNA’ in each cell. If one of 
two trends prevails, the genome ‘inflates’ or ‘shrinks’. The prevalence of the 
first trend can be related to the appearance of a new form of MGE with a higher 
replication rate or with loosening of cellular systems of MGE control. The second 
trend may prevail if the loss of extra fragments gives a significant adaptive ad-
vantage. A typical example is the advantage of having a reduced genome in 
birds and bats compared to flightless tetrapods, because of the reduced body 
weight. ‘Extra’ DNA is present in each cell and its upkeep and replication re-
quires numerous ‘extra’ proteins, which results in positive correlation between 
the genome size and cell size (Organ et al. 2007). Therefore, selection favored 
loss of ‘junk DNA’ in flying vertebrates, which led to the reduction in genome 
size (Hughes and Hughes 1995). It is noteworthy that neither increased complex-
ity, nor increased genome size are uniform evolutionary tendencies. For in-
stance, the evolution of prokaryotes is dominated by a reduction in genome size 
rather than by its increase (Ochman 2005). A similar pattern was apparently pre-
sent in the evolution of Saurischia and birds (Organ et al. 2007). The physiology 
of a particular organism may affect the genome size. For instance, in prokary-
otes, with their imperfect systems of DNA repair and distribution (absence of 
mitosis), the genome cannot grow beyond some maximum limit (Sharov 2006): 
the maximum genome size in bacteria is 13.03 Mb (Sorangium cellulosum), in 
archaea 5.75 Mb (Methanosarcina acetivorans).1 Genome growth in prokaryotes 
may be restricted by large population size, which slows down genetic drift 
(Lynch and Conery 2003). On the other hand, the existing level of complexity of 
an organism suggests that the genome cannot be reduced below a particular min-
imum level. We suggest that MGS in a large group of organisms can be used for 
an approximation of the amount of essential (non-redundant) genetic infor-
mation necessary for the existence of representatives of a taxon under considera-
tion. A more precise proxy is difficult to obtain because there is no reliable 
means to differentiate genuinely redundant sections in DNA from functional 
ones (e.g., from non-coding sequences performing regulatory functions).  

Materials and Methods  
We compared MGS in nine successive groups of organisms that ‘nest one in-
side the other’ (see Table 1). The succession of groups corresponds to the evo-
lutionary lineage from the earliest prokaryotes to mammals. The choice of 
an organism with minimal genome in each group was made without taking into 
account intracellular symbionts and parasites, which are often subjected to ge-
netic simplification and to some extent lose the right to be called independent 

                                                           
1 URL: http: www.ncbi.nlm.nih.gov/genomes/lproks.cgi. 
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organisms (see e.g., Nakabachi et al. 2006). Intracellular symbionts exploit the 
host organism's genes instead of their own lost genes, allowing them to survive 
without many genes which are absolutely essential for free-living organisms in 
the same group. Genes of symbionts can be transferred to the host organism's 
genome where they continue functioning to the mutual benefit of the symbiont 
and the host (as happened in the symbiosis of early eukaryotes with the future 
mitochondria and plastids) (Stegemann et al. 2003; Markov and Kulikov 2005).  

Each of the successive groups under consideration is a subset of the previ-
ous one, and is the subset within which organisms achieved the highest level of 
complexity. It is characteristic that within each group, the smallest genome size 
was recorded for those members of the group, which were not included in the 
subsequent subset. For instance, group 6 (tetrapods), the smallest genome, is 
characteristic for a representative of amphibians, i.e., lower tetrapods, rather 
than for some members of a higher subset 7 (amniotes), although amniotes are 
included in tetrapods. This alone shows that a correlation exists between MGS 
and organismal complexity.  

Table 1. Minimal (nonredundant) genome size (MGS) in nine nested 
groups of organisms 

Group 
MGS 
(Mb) 

Approximate 
time of  

appearance 
(Ma) 

Species with the smallest genome 
(apart from intracellular parasites) 

1. All living  
beings 

1.3 4000 Marine free-living bacterium Pelagibacter 
ubique, strain HTCC1062 

2. Eukaryotes 9.2 2000 The sac fungus Ashbya gossypii with the 
smallest genome among free-living eukary-
otes 

3. Animals 
(Metazoa) 

19.6 1250 Nematode Pratylenchus coffeae 

4. Chordates 68.6 575 Oikopleura dioica appendicularium, repre-
senting the subphylum Tunicata in the phy-
lum Chordata 

5. Verte-
brates 

342 540 Bony fish Tetraodon fluviatilis 

6. Tetrapods 931 375 Frog Limnodynastes ornatus 
7. Amniotes 951 315 Pheasant Phasianus colchicus 
8. Mammals 1695 220 Bat Miniopterus schreibersi 
9. Primates 2215 65 Collared Titi monkey Callicebus torquatus 

Note: Data on the size of the minimal genomes in groups are based on the following 
sources: Pellicciari et al. 1982; Gregory 2004a, 2008; Dietrich et al. 2004; Complete … 
2008; Eukaryotic genome sequencing projects 2008. Approximate dating of the appear-
ance of groups is based on the molecular and paleontological data from: Marshall and 
Schultze 1992; Shu et al. 1999; Heges and Kumar 2003; Battistuzzi et al. 2004; Fedon-
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kin 2006; Falcon-Lang et al. 2007. Some data suggest earlier appearance of eukaryotes, 
probably 2.7 Ga (Rozanov 2003), although one of the most important facts indicating 
this (presence of eukaryotic biomarkers in the Archean rocks) was recently questioned 
by Rasmussen et al. (2008). Therefore, we use a more conservative estimate of 2 Ga, 
agreed among most authors, and supported by molecular data.  

We had to exclude some intermediate levels which lack reliable data. Follow-
ing the logic used above, it was possible to place an intermediate group of gna-
thostomes between subset 5 (vertebrates) and 6 (tetrapods). This was not done 
because of the insufficient data on agnathans, i.e., the vertebrates that are not 
included in gnathostomes. Agnathans were diverse in the Paleozoic, but in the 
recent biota they are represented by only two highly specialized groups – lam-
preys and hagfishes, among which species with small genomes have not been 
yet identified (Gregory 2008). However, this does not necessarily mean that in 
Paleozoic agnathans genomes were as large as in extant lampreys and hagfishes 
(based on data presented in this paper, we suggest that this was not the case). 
Nevertheless, it has to be acknowledged that taking into account such relicts or 
poorly studied groups could to some extent obscure patterns discussed in this 
paper. One important question that inevitably emerges in any study using re-
gression analysis is the selection of adequate models. An oversimplified model 
may occasionally not reveal essential details in patterns studied, whereas an 
overcomplicated model may accidentally focus on a background constituent of 
the experimental data (noise). Taking this into consideration we studied two 
classes of models: biparametric and triparametric ones. Biparametric models 
are generally more reliable and less affected by measurement errors, whereas 
triparametric models are more informative (when the given data are sufficiently 
precise).  

We studied two families of biparametric models: exponential and hyper-
bolic. The exponential models can be generalized as: L = Ae(–BT), where L – 
MGS of a taxon (in Mb); A, B are adjustment parameters, T – time from a sup-
posed appearance of a taxon (in Myr). Hyperbolic models are described as  
L = A/(B + T). Because the value of L in the lineage from prokaryotes to 
mammals changes by more than three orders of magnitude, the use of logarith-
mic scale is reasonable (we used natural logarithms of MGS). We have also 
considered three families of triparametric models: power exponential, power 
hyperbolic, and biexponential. The power exponential model is described by a 
formula L = Ae(–ВТN), where N is the third adjustment parameter. The power 
hyperbolic model is described by a generalized formula L = A/(B + T)N.  
The biexponential model is described as L = CeAe(–ВТ)

, where the third parameter 
is the coefficient C. Optimal parameters of the models were chosen directly by 
selection of numbers using the least square method.  
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Table 2. Data previously used to substantiate the exponential growth 
of nonredundant genome size  

Group 
Nonredundant 

genome size (Mb) 
Time of appearance 

1. Prokaryotes 0.5 3500 
2. Eukaryotes 2.9 2000 
3. Worms 72.8 1000 
4. Fishes 133.3 500 
5. Mammals 480 125 

Source: Sharov 2006. 

Results  
Of the biparametric models considered, the given data (Plate 1) are best de-
scribed by an exponential model with values of parameters A = 1.002 × 109,  
B = 0.00191; the Pearson's correlation coefficient is relatively high (R2 =  
= 0.914). Of triparametric models the best fitted is a biexponential model with 
the values: A = 8.41, B = 7.98 × 10–4, C = 1.069 × 108. The correlation with the 
observed data is higher than for a simple exponential model (R2 = 0.979) 
(which is understandable because triparametric models generally allow a more 
precise approximation of the existing data than the biparametric models). As 
a control, the parameters of the exponential and biexponential models were 
calculated based on Sharov's data (Sharov 2006; Table 2; see Discussion). For 
the exponential model the following optimal values of parameters were calcu-
lated: A = 4.37 × 108, B = 0.00206, for biexponential: A = 11.75, B = 2.88 × 
× 10–4, and C = 6.077 × 103. Note that Sharov, using an exponential model, 
obtained similar results.  

The MGS growth dynamics in the evolutionary lineage considered is 
shown in Fig. 1 (black diamonds). Sharov's data are shown as grey squares. 
Graphs corresponding to optimal biparametric models are shown by solid lines, 
black (our data) or grey (Sharov's data), whereas curves corresponding to 
triparametric models as moire black strips (for our data) and grey (for Sharov's 
data) lines.  

Discussion  
Exponential or hyperexponential growth?  
The analysis of size dynamics of a ‘non-redundant’ genome in a given evolu-
tionary lineage (Sharov 2006) leads to a conclusion that this parameter grows 
exponentially. Our analysis partly repeats Sharov's work; however, we estimate 
the essential genome size differently and also use more detailed data. Sharov 
built his exponential graph based on five points that in their biological sense 
correspond to groups 1, 2, 3, 5, and 8 considered herein (see Tables 1, 2). Why, 
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then, did Sharov suggest exponential growth, while we more or less confidently 
suggest more accelerated, hyperexponential growth? This is firstly because 
Sharov's paper did not consider any other models except for exponential, and 
secondly because of different methods for estimating the non-redundant ge-
nome. For groups 1 and 2 Sharov used genome size of parasitic microorga- 
nisms, whereas we use minimal genomes of free-living species. However, these 
differences do not much influence the correlation of data with either exponen-
tial or biexponential models. The essential genome size in group 3, according to 
Sharov, is 72.8 (this is the genome size of the nematode Caenorhabditis ele-
gans excluding 25 % that are supposedly non-functional). Our estimate (19.6) 
is more realistic, because this is the genome size of another nematode 
(Pratylenchus coffeae). Obviously, the genome of C. elegans, even excluding 
‘nonfunctional’ regions, has many regions that are absent in other round 
worms. For fish and mammals, Sharov's estimates are lower than ours because 
Sharov did not consider those parts of genome that are supposedly non-
functional (65 % of the fish genome and 85 % of the mammal genome). How-
ever, criteria used by Sharov to estimate the size of the ‘nonfunctional’ genome 
regions apparently do not take into account that many noncoding regions, with 
function as yet unidentified, may perform important regulatory functions, or 
code functional RNA. For instance, in mammal genomes many regions previ-
ously considered as nonfunctional are transcribed. In addition, these regions 
have recently been found to contain a whole class of previously unknown genes 
coding large RNA molecules with regulatory functions (Guttman et al. 2009). 
There are many indications of a very important role of MGE in eukaryote evo-
lution, including evolution towards increased complexity (Miller et al. 1999; 
Bowen and Jordan 2002; Muotri et al. 2007). In our opinion, the adequate inter- 
pretation of the minimal necessary genome in vertebrates can be obtained 
from organisms in which a decrease in genome size has adaptive signify- 
cance. Apparently flying vertebrates (birds and bats) can provide this evidence 
(Hughes A. and Hughes M. 1995; Organ et al. 2007). We considered their ge-
nomes as ‘minimally necessary’ for groups 7 (amniotes) and 8 (mammals). 
Sharov's data also differ from ours because, according to Sharov, mammals 
appeared ca. 125 Ma (Early Cretaceous). We cannot agree with this estimate 
because mammals are known as early as the Late Triassic (ca. 220 Ma), where-
as 125 Ma is the time of the earliest find of placental mammals (Ji et al. 2002).  

Comparison of our Biparametric Model with Sharov's Results  
Despite the above disparities of the initial data, the slopes of the exponential 
lines on the resulting logarithmic graph (Fig. 1) are very similar. This indirectly 
supports the adequacy of rough estimates given by exponential models. Simpler 
biparametric models apparently give rougher local estimates, but global estima- 
tes obtained that way are more reliable. Therefore, it is possible that estimates 



Alexander V. Markov et al. 129 

of the appearance of life in the Universe (at least 7 Ga) obtained by Sharov 
from extrapolation of models into the past, can be considered rather seriously 
(but only if such extrapolation itself is assumed to be reliable).  

 

Fig. 1. Biexponential growth of the minimal genome size (MGS) in the 
lineage from prokaryotes to mammals. The horizontal axis 
shows the time of the group appearance in Ma. The vertical 
axis shows MGS in Mb in the logarithmic scale. Markers corre-
spond to the groups in Table 1. (A) biexponential model 
(moire black line) in our data describes the observed dynam-
ics better than the exponential (solid black line). (B) biexpo-
nential model (moire grey line) according to Sharov's (2006) 
data also described the observed dynamics better than the 
exponential model (solid grey line) 

Genome Size and Organismal Complexity  
The absence of a direct correlation between organismal complexity and genome 
size is well substantiated. For instance, unicellular eukaryotes include taxa with 
a genome that exceeds all studied genomes of multicellular animals. Amphibi-
ans include species with genomes larger than in mammals, etc. (Thomas 1971; 
Gregory and Hebert 1999; Gregory 2005). Some reasons for high variability of 
genome size are mentioned above. However, in the evolutionary lineage from 
prokaryotes to mammals, in which the trend toward increased complexity was 
the strongest, positive correlation between the nonredundant genome size and 
organismal complexity is clearly displayed (Patthy 1999; Sharov 2006). This 
agrees with theoretically expected results based on an interpretation of genome 
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as a ‘program’ of the development and function of an organism. It is natural to 
expect that more complex organisms would have a more complex and hence 
larger ‘program’. For instance, it has been proposed that the size of the func-
tional nonredundant regions of the genome can be considered as a measure of 
the biological complexity of organisms (Adami, Ofria, and Collier 2000). We 
think that MGS within a large group of organisms is a good approximation to 
the size of the nonredundant genome, which is difficult to calculate. Thus, the 
hypothesis of relationships between MGS and organismal complexity does not 
contradict conventional wisdom.  

Vendian – Cambrian Acceleration of MGS Growth  
Despite a generally good approximation of the MGS dynamics from the biex-
ponential formula, the graph shows a considerable discrepancy between the 
observed data and the approximating curve in the latest Proterozoic (Vendian) 
and Cambrian. A sharp acceleration of MGS growth in the Vendian – Cambrian 
coincides with the adaptive radiation of Metazoa (Vendian – Cambrian explo-
sion). This time apparently corresponds to the appearance of the first chordates 
(point 4 on the graph), and then vertebrates (point 5). The most obvious reason 
for the sharp increase in MGS growth at the time of the appearance of verte-
brates is the occurrence of two whole-genome duplications; this was a key 
event in the early evolution of the vertebrates (Putnam et al. 2008).  

It should be taken into account that in the period under consideration the 
biosphere underwent a fundamental restructuring. A sharp increase in MGS, 
perhaps, reflects the transition of MGS from one stable (exponential?) growth 
trajectory to another, which could be to some extent a consequence (or demon-
stration) of this global change. Study of complex systems with nonlinear posi-
tive feedbacks developing over a large time scale hyperexponentially (and hy-
perbolically) shows that in many cases such global evolutionary motion of 
a system when studied at a smaller scale becomes fragmented into a number 
of stages separated by phase transitions, the succession of which forms large-
scale hyperexponential dynamics. A system usually has so-called ‘attractors’, 
near which it exists in the condition of a local optimum and can persist in this 
way for a long time until the external pressure or changes gradually accumulat-
ing in it push the system away from the attractor. After that, the system again 
evolves rapidly until after the next phase transition it is trapped by the next at-
tractor. Recent papers (Korotayev 2006, 2007; Korotayev and Grinin 2007; 
Korotayev, Komarova, and Khaltourina 2007a; Korotayev, Malkov, and Khal- 
tourina 2007b; Grinin and Korotayev 2007, 2009) give examples of similar 
behavior in the social World System, which was until very recently evolving 
towards the hyperexponential (including hyperbolic) growth in its basic 
macrosociological parameters (size of populations, levels of technical, econo- 
mic, and sociocultural development, degree of urbanization and political com-
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plexity, etc.). It can be suggested that the sharp change in the MGS dynamics in 
the Vendian–Cambrian might have resulted from the fact that the system (bio-
sphere) at that time was leaving its then attractor (the world of prokaryotes and 
unicellular eukaryotes) and beginning to transform in a process of phase transi-
tion into the world of multicellular organisms. Interestingly, at the end of the 
Proterozoic – beginning of the Paleozoic, the maximum size of living orga- 
nisms sharply increased (by many orders of magnitude), which is related, 
among other things, to the sharp growth in the concentration of free oxygen 
(Payne et al. 2009). We mentioned above that a positive correlation can be 
traced between the size of an organism and genome size.  

Positive Feedback Providing Hyperexponential MGS Growth  
Similar to the human population dynamics and other macrosociological para- 
meters, and the biodiversity dynamics (Markov and Korotayev 2009), the hy-
perexponential genome growth is supposedly provided by complex positive 
feedbacks. The hypothesis that the genome growth in evolution was governed 
by positive feedbacks is discussed by Sharov (2006), who has suggested the 
following mechanisms of genome growth based on positive feedback:  

1) A genome can be considered as an assemblage of symbiotic self-
replicating elements, or as a hypercycle (Eigen and Schuster 1977). For in-
stance, the gene responsible for higher precision of DNA replication facilitates 
more precise copying of all other genes in the cell, and this advantage involves 
not only genes that are already present, but also those that will appear in the 
future. Thus, already existing genes can facilitate the invasion and affixation of 
new genes into the genome.  

2) New genes are often produced by duplication or recombination of al-
ready existing genes. Therefore, a large genome represents more initial material 
for the formation of new genes.  

3) Large genomes support a higher diversity of metabolic networks and 
morphological elements and thus provide more potential niches for new genes 
(Sharov 2006).  

To understand which of the supposed positive feedbacks can provide hy-
perexponential MGS growth, they should be discussed in greater detail. Firstly, 
the exponential model corresponds to cases when the variable under considera-
tion grows with a rate proportional to the variable's value (dL/dT ~ L), whereas 
in biexponential models the growth is proportional to its current value multi-
plied by its logarithm (dL/dT ~ Lln(L)). The presence of the second factor de-
termines the hyperexponential growth of the parameter under consideration. 
Even greater acceleration of the variable's growth is observed in another kind of 
hyperexponential dynamics, i.e., hyperbolic growth. In that case the variable's 
growth rate is proportional to the square of its value: dL/dT ~ L2 (the solution 
of this differential equation is a hyperbolic function, see e.g., Kapitsa 1992, 
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1999; Korotayev 2006: 119–120). Note that the biexponential dynamics is 
an intermediate between the exponential and hyperbolic dynamics.  

The analysis of existing data on the mechanisms of genome growth sug-
gests that some positive feedbacks governing MGS growth could, with the 
course of time, give rise to exponential dynamics, while others could result in 
the hyperbolic dynamics, whereas their joint action leads to the intermediate 
result, i.e., biexponential dynamics. Let us consider duplication of the DNA 
fragments, as one of the major mechanisms of genome growth. In the simplest 
case it can be assumed that the probability of duplication of a DNA fragment of 
fixed length is a constant value. Because the number of such fragments is pro-
portional to the genome length, its growth rate due to random duplications 
should also be proportional to its length. With the course of time, this should 
lead to exponential genome growth. However, the triparametric model indicates 
a considerable deviation from the exponential law, especially after the appear-
ance of the metazoans. Hyperexponential growth can be related to the for-
mation of new functional (coding and regulatory) regions of DNA based on the 
combinatory principle. New genes are often formed due to recombination of 
fragments of existing genes (Patthy 1999). It is easy to demonstrate that 
the number of potentially possible new combinations of fragments (i.e., new 
genes that can potentially be formed in such way) is approximately proportional 
to the squared number of existing genes. In an idealized situation each gene 
consists of two domains (functional blocks); new genes are formed by merging 
of copies of two domains, originating from two different genes. In this situa-
tion, each pair of genes can potentially give rise to four new genes (if the order 
of the domain arrangement in a new gene is not taken into account). Hence, the 
total number of potentially possible new genes can be calculated as 2(N2 – N), 
where N is the number of genes in a genome. Considering that genomes of free-
living organisms contain quite a high number of genes (from thousands to tens 
of thousands), the formula can be simplified as 2(N2 – N) ≈ 2N2. Assuming that 
the growth rate of the number of genes is proportional to the number of poten-
tially possible new genes, we obtain the following expression: dN/dt = kN2, 
which corresponds to the hyperbolic growth of the number of genes. A similar 
deduction can also be applied to noncoding regulatory sequences, which appar-
ently can also be formed by recombination of fragments of existing regulatory 
sequences. As noted above, the combined action of factors, some of which fa-
cilitate exponential, and some hyperbolic MGS growth, can lead to an interme-
diate kind of dynamics, for example, biexponential growth. It is important that 
the above mechanism of formation of new genes by recombination of domains 
(or exons) of old genes is found in Metazoa much more often than in other or-
ganisms. Most new genes of animals that formed in such a way (i.e., module, 
multidomain genes), appeared early in the evolution of Metazoa (Ibid.), which 
coincides with the period of sharp acceleration of MGS growth at the end of 
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the Neoproterozoic – beginning of Paleozoic. It is noted that most of these 
genes are related to specific features of animals such as cell and tissue differen-
tiation, intercellular interactions, and other aspects of function of a metazoan 
animal organism as an entity. In other words, these genes are directly related to 
coding of organismal complexity in Metazoa (Patthy 1999). The predominance 
of this mechanism capable to provide hyperexponential genome growth in ani-
mals (as opposed to other multicellular organisms) explains rather well why 
this growth type is distinctly recognized in the evolutionary lineage considered. 
The hyperexponential MGS growth may also be connected with patterns of the 
evolution of gene networks (Kolchanov et al. 2000; Kolchanov, Suslov, and 
Shumnyi 2003; Kolchanov, Suslov, and Gunbin 2004). According to the prin-
ciple of combinatory coding of complexity, the increase in complexity of gene 
networks proceeds not only due to the increase of the number of genes involved 
in their work but also through the increased complexity of mechanism of their in- 
teractions (mutual regulation). Evidently, the potential number of intergene 
interactions, direct or indirect, should grow proportionally to the number genes 
squared (because potentially any gene can interact with any other gene in 
the genome). Regulatory regions of DNA (various enhancers containing bind-
ing sites of transcriptional regulators) are used to perform intergene interac-
tions. It is known that the increased complexity of metazoans is largely provid-
ed by the appearance of new regulatory sequences (Mikkelsen et al. 2007). 
Thus, growth in the number of genes should create new niches for regulatory 
sequences, and the number of niches should grow proportionally to the number 
of genes squared. The picture will become more complicated if it is taken into 
account that the regulatory sequences themselves can interact with each other, 
for example, due to competition for the same regulatory proteins, and the same 
gene may be regulated by the coordinated work of the entire complex of vari-
ous regulatory sequences and transcription factors (Kolchanov et al. 2000; 
Takahashi et al. 2008). It is important that new regulatory sequences often ap-
pear by ‘domestication’ of MGE, which thus are effectively transformed from 
‘junk DNA’ to functionally important genome components (Miller et al. 1999; 
Mikkelsen et al. 2007). More so, new regulatory proteins (transcription factors) 
can also be formed by domestication of MGE genes (Lin et al. 2007). This 
mechanism of growth of the functional regions of the genome due to the trans-
formation of ‘junk DNA’ into functional DNA, apparently should lead to a si- 
tuation when growth of nonfunctional regions of the genome in a long term 
should facilitate the acceleration of MGS growth.  

Note that organism size growth (partly co-ordinated to MGS growth) leads 
to reduction in population size and hence to an increase in genetic drift (i.e., to 
higher probability of random fixation of neutral and slightly harmful genetic 
changes). Therefore, new copies of reproducing MGE have more chance of 
being fixed in a small population than in a large one. This can lead to passive 
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growth of ‘junk’ regions of the genome in organisms with small populations, 
for which large size and large genomes are characteristic (Lynch and Conery 
2003). This is partly supported by the well-known fact that as the genome's 
(and organism's) size grows, the proportion of noncoding regions grows as 
well. For instance, in the prokaryotes to mammals lineage considered, the ge-
nome size grows approximately by three orders of magnitude (from a few mil-
lion to a few billion Mb), whereas the number of protein-coding genes increas-
es only by one order of magnitude (from a few thousand to a few tens of thou-
sands). On the other hand, it is known that the genome of complex organisms 
contains many functional non-coding regions, which play an important role in 
the evolution of complexity (Miller et al. 1999; Bowen and Jordan 2002; 
Volff 2006; Mikkelsen et al. 2007; Muotri et al. 2007). In other words, an in-
crease in the complexity and size of organisms can lead to an increase in both 
‘junk’ and functional noncoding regions.  

Apparently, an increase in complexity in organisms can precede the ge-
nome growth and stimulate it due to the mechanism of ‘escape from adaptive 
conflict’ during duplication of genes. As complexity increases, many genes can 
acquire additional functions, i.e., becoming multifunctional. Such genes are in 
a state of adaptive conflict: selection cannot efficiently optimize them to per-
form one of the functions because that would result in the reduction in efficien-
cy of other functions performed by the gene. New gene copies which appeared 
as a result of gene duplications can specialize to perform various functions. 
This considerably lowers the probability that the new copies that appeared as 
a result of duplications will be redundant and will be lost (Des Marais and 
Rausher 2008). This mechanism played an important role in the early evolution 
of vertebrates, when after two whole-genome duplications, many newly formed 
extra gene copies remained in descendants and acquired new functions (Putnam 
et al. 2008). It is possible to assume the connection between the increase in 
biodiversity and genome size in the most highly organized representatives of 
the biota. Growth of biodiversity leads to increased complexity and heterogene-
ity of the biotic environment. This creates predisposition to the development 
of complex adaptations and hence, complex organisms. Increased complexity of 
organisms in turn facilitates further genome growth. Computer simulations 
have shown that in organisms evolving in an ‘information-rich’ (complex and 
heterogenous) environment, the genome grows because it embraces information 
about the environment and of how to function most efficiently in this environ-
ment. In contrast, in organisms evolving in an information-impoverished envi-
ronment the genome size decreases (Adami et al. 2000; Ofria, Adami, and Col-
lier 2003).  

It is noteworthy that the dynamics of the hyperexponential growth of bio-
diversity and MGS in the lineage from prokaryotes to mammals are essentially 
different. In the former, a period of explosive growth occurs in the last 
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100–150 Ma (Late Mesozoic – Cenozoic). The first signs of the beginning of 
the end of the blow-up regime are recorded for the second half of the Cenozoic 
(Markov and Korotayev 2009). In the MGS dynamics, the period of explosive 
growth corresponds to the Paleozoic and essentially finished in the Triassic 
with the entry of mammals. Thus, the MGS growth dynamics shows the end of 
the regime with hyperexponential acceleration as early as the beginning – mid-
dle of the Mesozoic, 100–200 Myr earlier than in biodiversity growth. It is pos-
sible that genome growth to some extent contributed toward biodiversity 
growth by creating additional levels of freedom for genetic transformations 
(although it is necessary to remember that the explosive diversity growth in the 
Mesozoic and Cenozoic occurred mainly due to comparatively simply orga-
nized animals, such as mollusks and insects, and to a lesser extent due to tele-
osts, birds, and mammals).  

The morphological complexity of organisms in the lineage under consider-
ation probably also grew at least exponentially (or even hyperexponentially), 
although it is difficult to check because of the absence of reliable estimates of 
the level of morphological complexity in the groups considered.  

The decrease in the MGS growth rate after the appearance of mammals 
does not mean that the increase of complexity slowed down to the same extent. 
If the phenotype is understood in the wide sense, including not only morpholo-
gy but also behavior, and extrasomatic adaptations (beaver dams, bird nests, 
etc.) (Dawkins 1982), it becomes apparent that the phenotype complexity 
growth rate did not slow down in the Mesozoic and Cenozoic. Growth of en-
cephalization quotients of mammals in the Cenozoic was accompanied by an 
increase in ability to learn and increased complexity of behavior (including 
social behavior). More so, this increase gradually created a basis for biological 
evolution to transform into cultural and social evolution (Grinin, Markov, and 
Korotayev 2008). These phenomena can be considered as stages of one accel-
erating global process of extraction of information from the environment by the 
biota and its preservation on an ‘external carrier’. DNA initially worked as such 
a carrier, but after the appearance of the more efficient means of processing, 
transmission and storage of information in a complex nervous system (particu-
larly the mammalian brain with a developed neocortex), and then speech and 
writing, the evolutionary pressure towards the increase of the informational 
capacity of the genome apparently weakened. Although the subsequent pro-
gressive changes were not accompanied by an accelerated MGS growth, some 
of them apparently required the development of more complex mechanisms of 
gene regulation (Mikkelsen et al. 2007).  

Alternative splicing, a process of editing of matrix RNA molecules 
through which a cell can synthesize more than one different protein based on 
the same gene is an example of a mechanism allowing an increase in the ‘use-
ful’ complexity and informational capacity of the genome without increasing 
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its size. It has been shown that about 94 % of human genes undergo alternative 
splicing, whereas in lower animals alternative splicing is found in the minority 
of genes (e.g., about 15 % in C. elegans) (Wang et al. 2008; Pan et al. 2008). 
This discovery answers the intriguing question of why the human genome con-
tains approximately the same number of genes as a much less complexly orga-
nized worm C. elegans (about 20,000). It has been shown that the diversity of 
proteins in the human organism is in fact (as would be expected) much higher 
than in the worm, although this diversity is achieved not by genome growth, but 
by the development of alternative splicing.  

The existing data on mechanisms and rates of genome growth are still in-
sufficient to build adequate mathematical models of this process. The main 
difficulty is the absence of rigid quantitative evaluations of the relative contri-
bution of different mechanisms of genome growth in the total dynamics of this 
growth.  

The discussion of possible extrapolation of the model curves onto the past 
has remained beyond the scope of this paper. The results of such a procedure 
were interpreted by Sharov (2006) as evidence of the extraterrestrial origin of 
life. The validity and methods of such extrapolation and the conclusions that 
can be made based on it require detailed discussion, which will be presented in 
a separate paper. Here we shall only note that there are arguments both ‘for’ 
and ‘against’ the hypothesis that the sharp discontinuity of the curve in the left 
side of the model graph (see Fig. 1), i.e., at the time of the supposed appearance 
of the prokaryotic cell, can be used as an argument supporting the hypothesis of 
extraterrestrial abiogenesis.  

Conclusions  
In the evolution of the biosphere, as in the evolution of society, some parameters 
reflecting the general level of the development or complexity of the system 
changed in time in accordance with the hyperexponential (and often hyperbolic) 
mode. In the biosphere such parameters include biodiversity and nonredundant 
genome size in the most complex organisms, and also apparently maximum size 
of organisms and maximum level of complexity of their organization. The hyper-
exponential growth of these parameters suggests that the evolution of the bio-
sphere towards general increased complexity, like social and cultural evolution of 
mankind, is regulated by nonlinear positive feedback and is a self-accelerating 
process. In other words it is possible that complexity itself is the reason for the 
progressive increase in complexity of biological and social systems.  
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A Mathematical Model of Influence 
of the Interaction between Civilization 

Center and Barbarian Periphery 
on the World System Development* 

 
Andrey V. Korotayev and Leonid E. Grinin 

 

Abstract 

This article offers an analysis and mathematical modeling of the influence of 
one of the major factors of the World System macrodynamics throughout most 
part of its history (since the ‘urban revolution’) – the factor of interaction of 
civilizations with their barbarian periphery. The proposed mathematical model 
is intended to describe possible influence of interaction between civilizational 
core of the World System and its barbarian periphery on the formation 
of the specific curve of the world urbanization dynamics. It simulates comple-
tion of the phase transition, behavior of the system in the attraction basin and 
beginning of the phase transition to the attraction basin of the new attractor 
and is aimed to identify the role of the factor of interaction between the civiliza-
tional core and barbarian periphery in the formation of attractor effect during 
the completion of phase transition, that is for clarification of the reason 
why there was observed not only slowdown of growth rates of the main indica-
tors of the World System development after completion of phase transitions 
during its development, but also their falling with the subsequent temporary 
stabilization near some equilibrium level. Achievements of modern barbarolo-
gy, including the understanding of complexity of the barbarian periphery itself 
and its heterogeneity are considered. The basic principle of the proposed dy-
namic model is that sizes, power and level of complexity in realization of exter-
nal policy functions in nomadic unions (empires) closely correspond to sizes, 
power and level of political culture and activity of the core states with which 
nomads constantly had to do (this point has been established in works of the 
known experts in nomadic studies). Various alternatives are shown in the mo- 
del, when depending on power and size of one of the two components of the 
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system ‘civilization – barbarian periphery’ studied by us, another one also 
changes significantly as it has to respond to the challenge properly, or can 
make less efforts feeling no threat or resistance. This principle is observed 
throughout the long period of the history of the World System. It is shown that 
interaction between the civilizational center and barbarian periphery really 
can explain some characteristic features of the World System dynamics in the 
4th millennium BCE – the 2nd millennium CE. The ways of further development 
of the model are outlined. 

Keywords: dynamic modeling, the World System, civilizations, barbarian 
periphery, urbanization, asabiyyah, technology, warfare.   

The emergence and development of the world urban network was one of the 
main components of the World System's evolution that accelerated its devel-
opment and increased its integration. Not without reason V. Gordon Childe 
focused on the urban revolution (Childe 1952: Chapter 7; Childe 1956). It is 
also quite clear that the processes of functional differentiation, social stratifica-
tion and class formation proceeded in many ancient agricultural societies under 
a considerable influence of the ‘urban revolution’ (Alekshin 1986: 22). The city 
also implies a complex concentration of geographical, social, political, and sa-
cral resources and assets. ‘The city is a direct territorial concentration of multi-
ple heterogeneous forms of human activities’ (Akhiezer 1995: 23). One can see 
the closest connection between urbanization, on the one hand, and the for-
mation and development of civilizations and statehood, on the other.1 

As is known, relatively large pioneer settlements (like Jericho in Palestine) 
vaguely resembling cities, emerged more than 9,000 years ago. In particular, 
about 7200 BCE Jericho was surrounded by a stone wall three meters thick, and 
four meters high (Lamberg-Karlovsky and Sablov 1992: 75). In the 7th – 6th 
millennia BCE, a number of settlements with estimated population of about 
2,000 people appeared in Western Asia (Ain Ghazal, Beisamoun, Beida, Abu 
Hureira, Çatal Hüyük). However, it is undisputable that the first real cities ap-
peared only in the 5th – 4th millennia BCE. And, finally, the first period of 
a rapid urban growth within the World System occurred between the second 
half of the 4th and the first half of the 3rd millennium BCE.  

Our previous research (Korotayev 2006c, 2007a, 2007b; Korotayev, Ko-
marova, and Khaltourina 2007: 169–177; Korotayev and Grinin 2012, 2013; 
Grinin 2017a, 2017b) has shown that the curve describing the dynamics of 
the world urban population has a rather peculiar form (see Figs 1 and 2).  

                                                           
1 See, e.g., Korotayev and Grinin 2006, 2007; Grinin 2007a; Masson 1989. This situation was typical 

for many regions: Ancient Greece (Gluskina 1983: 36; see also Frolov 1986: 44; Andreev 1979: 
20–21); Mesopotamia, in particular in the late 4th millennium and the 3rd millennium BCE (Dya-
konov 2000: 46), a number of African regions; e.g., in South East Madagascar in the 17th century 
a few small Betsileo states originated in this way (Kottak 1980; Claessen 2000, 2002, 2004).  
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Fig. 1. The World Urban Population Dynamics (in millions), for cities 

with > 10,000 inhabitants (logarithmic scale)  
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Fig. 2. Dynamics of the World Urbanization Index (proportion of 

population living in the cities with population more than 
10,000 inhabitants in the in the overall population of the 
world, with a projection of modern trends (logarithmic scale) 

As can be seen, one can single out here three rather distinct periods of relatively 
fast world urban population growth: (A1) from the mid-4th millennium BCE to 
the mid-3rd millennium BCE, (A2) the 1st millennium BCE (roughly corre-
sponding to the ‘Axial Age’); and (A3) the 19th – 21st centuries CE. Moreover, 
one can note two periods of relatively slow growth of the world urban popu- 
lation (including long phases when the urban population and the world urbani-
zation level would hardly grow or could even considerably fall): (B1) from the 
mid-3rd millennium BCE to the late 2nd millennium BCE and (B2) between 
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the 1st and 18th centuries CE. Two other periods turn out to be essentially close 
to these epochs: Period (B0) immediately preceding the mid-4th millennium 
(when the world urban population did not grow simply because cities had not 
appeared yet and no cities existed on the Earth), and Period (B3) that is ex-
pected to begin in the 22nd century, when, according to forecasts, the world ur-
ban population will again stop growing in any significant way (since the World 
System urbanization is supposed to reach the saturation level along with the 
stabilization of the world population) (see, e.g., Korotayev, Malkov, and 
Khaltourina 2006a, 2006b, 2007; Korotayev, Komarova, and Khaltourina 2007; 
Korotayev 2008, 2009, 2012, 2013; Grinin 2006a, 2006b).  

Note that the detected world urbanization dynamics correlates rather well 
with the dynamics of the World System political organization (Grinin and Ko-
rotayev 2006, 2007; Korotayev and Grinin 2007, 2012, 2013; Grinin 2016a, 
2016b; Grinin, Ilyin, and Andreev 2016). Moreover, the above mentioned syn-
chronous phase transitions to the new levels of the world urbanization and new 
complexity levels of the World System political organization temporally coin-
cide with phase transitions to higher levels of the World System political cen-
tralization that were detected by Taagepera and that took place, according to his 
calculations, during periods А1, А2 and А3 (Taagepera 1997: 485). 

Similar phase transitions appear to be observed with respect to the world 
literacy macrodynamics. In fact, during Period A1 we observe the emergence of 
the first literate people whose share in the world population by the end of this 
period had reached the level of decimals of a percent and fluctuated at this level 
during Period В1. And it is no coincidence. Although literate people could live 
not only in cities, nevertheless, their number in cities was incomparably larger 
than in rural areas. During Period А2, the world literacy rate grew by an order 
of magnitude and amounted to several percent of the world total population; it 
fluctuated at this level during Period B2 till the late 18th century when Period 
A3 started. During that period the world literacy level reached the level of doz-
ens percent, and by the beginning of Period B3 (presumably in the 22nd century) 
it is likely to stabilize at the hundred-percent level (see, e.g., Korotayev 2006d; 
Korotayev, Malkov, and Khaltourina 2006a, 2006b). 

In fact, the above-mentioned phase transitions can be regarded as different 
aspects of a series of unified phase transitions: Phase Transition A1 from medi-
um complexity agrarian societies to complex agrarian ones, Phase Transi- 
tion A2 from complex agrarian societies to supercomplex ones, and, final- 
ly, Phase Transition A3 from supercomplex agrarian societies to postin- 
dustrial ones (within this perspective, the period of industrial societies turns 
out to be a period of phase transition В2 – В3). These phase transitions are also 
exceptionally strongly connected with production revolutions and transitions 
from one principle of production to another (see in more detail: Grinin 2003a, 
2007а, 2007b; Korotayev and Grinin 2006, 2007). The period of the first attrac-
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tor (the first phase), in particular, is connected with the first variant of the in-
tensive phase of agrarian revolution (transition to irrigation agriculture); the 
second attractor/phase – with the second variant of the intensive phase of agrar-
ian revolution (transition to intensive plow non-irrigation agriculture). From the 
16th to the first half of the 20th century (especially the 19th – the first half of 
the 20th century) the phase transition was connected with the transition to the 
industrial principle of production. The period from the end of the 20th century 
and (presumably) the whole 21st century is connected with the transition to sci-
entific and information/cybernetic principle of production (for more details see 
Grinin 2006a, 2006b; Grinin L., Grinin A., and Korotayev 2017a, 2017b).  

The proposed mathematical model aims at analyzing the possible impact of 
the interaction between the World System's civilizational core and its barbari-
an2 periphery on the formation of a specific curve of the world urbanization 
dynamics. It describes the completion of the phase transition, system's be- 
havior in the basin of attraction, and the start of the phase transition to 
a new basin of attraction. This model also identifies the role of the interaction 
between civilizational core and barbarian periphery in the formation of the at-
tractor effect during the completion of phase transition. In other words, we try 
to find out why after the phase transitions were completed there was observed 
not only the slow-down in the growth rates of the main indicators of the World 
System development but also their decline with subsequent temporary stabiliza-
tion at some equilibrium level (let us note that the offered model cannot de-
scribe the fluctuations observed at the respective levels). 

The issues of coexistence, interaction and struggle between civilization and 
barbarian periphery are extremely important for understanding of the evolution 
of the World System over the last five thousand years after the emergence of 
the first states and civilizations. This also remained relevant up to some extent 
for the Modern Period up until very recent times. In some regions, like, for ex-
ample, the Middle East and North Africa, the non-state tribal and chiefdom 
forms of political organization continued coexisting, competing or cooperating 
in the military field with the states up to the early 20th century. In particular, 
even in the territory of Egypt, one of the most ancient civilizations, in the sec-
ond half of the 18th century the Bedouin raids were a great threat for sedentary 
populations (as evidenced by the famous Egyptian historical chronicler of the 
late 18th and the early 19th centuries Аbd ar-Rahman al-Jabarti [1978]). In the 
middle of the 20th century within the territory of another most ancient, Chinese, 
civilization one could find a true internal barbarian periphery which made regu-

                                                           
2 Needless to say that, following Lewis H. Morgan (1877) tradition, we use the term ‘barbarian’ as 

a purely technical one – devoid of any pejorative implications (note that Morgan himself in no 
way despised the ‘barbarians’ – he – in company with Friedrich Engels [1884/1978] – rather ad-
mired them).  
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lar incursions into the center.3 One can recollect a similar situation in the Cau-
casus in the 19th and even in the 20th centuries.4 

As is known, there are great differences in the definition of civilization 
(see, e.g., Grinin 1997, 1998a, 1998b, 1998c; Grinin and Korotayev 2008: In-
troduction). In this paper we operationalize civilization or civilizational core 
(center) of the World System as the societies of the World System core with 
urban settlements; while the peripheral communities without urban settlements 
are defined as ‘barbarian’. Within the framework of the present mathematical 
model the existence of cities is assumed to be the only formal characteristic of 
civilization.5 

As Vera P. Budanova (2002: 168) notes, there are some directions in mod-
ern barbarology which study general relations between barbarian world and 
civilization (see, e.g., Budanova 1990, 1994, 2000, 2002; Masson 1986, 1989; 
Barfield 2006, 1991; Kradin 1992, 2001а, 2001b; Kradin and Bondarenko 
2002; Pershits and Khazanov 1978; Khazanov 1975, 2002, 2006; Sannikov 
2002, 2003, 2005; Kradin, Bondarenko, and Barfield 2003; Grinin and Korota-
yev 2013, 2014, 2018). Nevertheless, it is a very broad subject, and many of its 
aspects are hardly well scrutinized. Still, the following conclusions drawn by 
barbarologists are especially important for our subject: 1) the center and barba- 
rian periphery are considered as closely related elements of a single pan-

                                                           
3 E.g., the Yi people (or Nuosu people) in the high mountain region of Liangshan of China's Sichuan 

province. There were four ‘classes’ in this society, one of which (actually [Nuosu] – ‘black’) con-
trary to subordinate ‘whites’ was superior, noble, and therefore it did not participate in productive 
labor. The rest three classes were in different degree of dependence – from semi-bond to slavish 
against the background of the absence of any developed political structure (Its and Yakovlev 
1967; Kubbel' 1988: 241–242). Such a situation developed from the 7th – 9th centuries CE after 
the cattle breeding tribes had subordinated farmers (Its and Yakovlev 1967: 79). Slavery was 
widespread in this society. Herewith the Nuosu often attacked and captured the Han people, re-
ducing them to slavery. Thus, in 1919 the Liangshan Yi people captured and took away more than 
10,000 people from neighboring counties to their highlands. In the early 19th century the total 
population of the Liangshan Yi was rather small, numbering about 10,000 people. But in 1838 it 
amounted already 40–50,000, and in 1910 – about 200–300,000. It continued to increase, having 
reached 630,000 people in the mid-1950s, among whom non-assimilated Han slaves totaled 
50,000–60,000 (Ibid.: 79–80). 

4 E.g., the General Anton Denikin in his History of the Civil Strife in Russia (Denikin 1993: 122) 
speaks about the Ingush as the most organized among the Caucasian peoples who took advantage 
of the anarchy during the Civil War and systematically plundered and terrorized all the neighbors. 
In fact, the most recent events in the Caucasus in Russia still remind us ‘living vestiges’ of such 
relationships between civilization and barbarian peripheries.  

5 The identification of this characteristic as a working criterion of civilization within our mathemat-
ical model should, of course, be treated just as an assumption and is explained by the necessity to 
determine in an operationalizable way within the present formal/mathematical research the socie-
ties forming the World-System core and having urban settlements as distinct from peripheral so-
cieties (designated here as ‘barbarous’) lacking those settlements. Let us note that it does not con-
tradict some researchers' rather fair statements that in the context of their research this characteris-
tic can be substituted, e.g., by the presence of monumental buildings (see, e.g., Masson 1989).  
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Oecumene system (= the World System) in which peoples with different levels 
of socio-cultural complexity interact (see, e.g., Pershits and Khazanov 1978: 4; 
Budanova 2002: 168); 2) within the barbarian periphery itself a certain cen- 
ter6 – a ‘core’ of the barbarian world – can be formed in relation to civilization, 
which in many respects defines relationships between civilization and barbari-
ans and with that part of barbarians who inhabited territories that were distant 
from the civilization core (the emergence of such centers, as a result of the civi-
lizational core pressure quite often led to the growth of collective solidarity 
[asabiyyah] of barbarians that we try to account for in our model); 3) the com-
plexity level of the barbarian alliances (especially among the nomads) closely 
corresponds to the size and level of political culture of states with which they 
were in contact (see, e.g., Barfield 2006); and 4) foreign policy and economic 
(trade) interests played a significant role in the relations between barbarian 
world and civilization, however, military contacts prevailed there (Budanova 
2000, 2002; Kradin 1992, 2001а; Barfield 1991, 2006).  

Elsewhere we have already analyzed the possible role of interaction be-
tween the civilizational core and barbarian periphery (see Korotayev, Malkov, 
and Khaltourina 2007: 189–208; Grinin 2003b, 2004a, 2004b, 2011; Grinin and 
Korotayev 2013, 2014, 2018; Grinin et al. 2004, 2006) and considered the rea-
sons of an essential decline (up to negative values) of the growth rates of the 
main indicators of the World System development in the 1st millennium CE 
after the completion of А2 phase transition to supercomplex agrarian societies 
(Korotayev, Malkov, and Khaltourina 2006b; Zinkina, Ilyin, and Korotayev 
2017). Note that the above-mentioned analysis allowed identifying that factor 
as one of very important causes (but not the only one) of the considered phe-
nomenon. Thus, we have come to the following preliminary conclusions: 

The fact that the regime of hyperbolic growth changed after the World 
System's political centralization had reached critically high level of hy-
perbolic rates (in the early 1st millennium CE the absolute majority of 
World System's inhabitants turned out to be under control of only four 
empires – Roman, Parthian, Kushan and Han) is not accidental also for 
some other reasons. The rapid growth of political centralization in the 
1st millennium BCE was driven by the diffusion of iron metallurgy (for 
more details see Grinin and Korotayev 2008: Ch. 6; Korotayev and 
Zinkina 2017; Zinkina, Ilyin, and Korotayev 2017), which not only con-
siderably increased the Earth's carrying capacity, but also led to the de-
velopment of production of rather cheap and effective weapons which 
promoted the formation of numerous armies without which the emer-
gence of the world empires would be almost impossible. However, this 
process had important side effects. The politically centralized systems 

                                                           
6 At the same time in those barbarian polities such leaders would constantly change (Budanova 

2002).  
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quite often secure military superiority through the development of spe-
cialized military subsystems – rather small but well trained and profes-
sional armies. However, to preserve this superiority there is necessary to 
have monopoly on certain effective types of weapons (war chariots, 
bronze weapons, etc.). If the revolution in production of means of vio-
lence takes place and the monopoly on them cannot be efficiently sup-
ported (e.g., in case of emergence of iron weapons), the less politically 
centralized societies with a high proportion of military active population 
get considerable advantage and in military terms can become stronger 
than politically centralized societies. This was the case in many parts of 
Oecumene of the Old World in late antiquity. Moreover, less politically 
centralized societies with a greater share of military active population 
could considerably increase their military efficiency without noticeable 
increase in their political centralization or internal differentiation, for ex-
ample, through nomadization, growth of specialization on cattle breed-
ing since the herder's everyday work and the character of his socializa-
tion make him a combat-effective warrior. Nomadic cattle breeding with 
a widespread use of herders-riders could considerably increase military 
potential of such societies without additional political centralization and 
functional differentiation. In this context it is important for us that the 
side effect of the technological shifts of the first millennium BCE was 
strengthening of the barbarian periphery's military potential in general 
and nomadic socio-political systems, in particular... As a result, the no-
mads got a consistent military superiority over the settled societies 
throughout most part of the ‘Junior Hyperbole’ epoch (additionally 
strengthened by the invention and diffusion of stirrups and sabers); this 
led to an additional reduction in the World System's demographic 
growth rates not only due to mass depopulations resulting from recurring 
nomadic invasions, but also as a result of some decrease in the Earth’s 
carrying capacity in many important zones of the World System due to 
the pressure of barbarian (and, in particular, nomadic) peripheries (here 
we could recollect the Russian ‘bread-basket’ – Black Earth region 
which through the most part of the 2nd millennium was known as the 
Wild Field since the lands in this region were almost not cultivated be-
cause of the threat of nomadic raids) (Korotayev, Malkov, and Khaltou-
rina 2007: 207–208).  

Let us note that a systematic military superiority at a certain phase of the 
World System evolution does not mean a constant superiority. China, for ex-
ample, defeated the Xiongnu a few times, carrying out deep raids in their lands 
(see, e.g., Gumilev 1993; Kradin 2001a), similar as the Russian dukes did with 
respect to the lands of Cumans (see, e.g., Rybakov 1966a: 561–562). Therefore, 
we actually deal with an unsteady balance of forces between the barbarian pe-
riphery and civilizational center but this balance could change under some cir-
cumstances. In a certain situation, the barbarian periphery's pressure would 
come over civilization or, vice versa, civilization would invade the barbarian 



 A Model of Center-Periphery Interaction  150

periphery. Thus, one can speak about certain cycles when phases of civiliza-
tional center's expansion and the barbarian periphery retreat are alternated by 
the phases of barbarian periphery expansion and civilizational center's retreat.  

It is worth mentioning that depending on the power and scale of one of the 
two components of ‘civilization – barbarian periphery’ system, the other element 
would also significantly change to give an adequate response to the amplified (or 
changing in some other way) challenge; otherwise, feeling no threat or resistance 
it can make less efforts. Anyway, it was noticed, that in nomadic alliances (em-
pires) the size, power and complexity level of foreign policy functions correlated 
closely with the size, power and level of political culture and activity of the sta- 
tes with which the nomads constantly interacted (see, e.g., Barfield 2006: 429). 
This can also explain the situation described below in the model, when a civili-
zation expands to the barbarian periphery rather actively, while the latter is una-
ble to actively resist the former. It may happen because the barbarian periphery 
turns unable to adapt to the power and size of the advancing civilization yet. 
After absorbing the part of the barbarian periphery which is less capable to re-
sist, especially the territories with environment, suitable for the civilization's 
economic expansion (and with peoples who are somehow ready to become 
a part of civilization), civilization can face more persistent representatives 
of the periphery especially those living under marginal conditions. As a result, 
the above-mentioned dynamic equilibrium can be established for certain periods 
(sometimes for a rather long time). 

Although a rather long coexistence of civilization and barbarian periphery 
is obvious, each part of this dynamic system tries to weaken or even destroy 
the other at every opportunity, so there emerges a situation of ‘interdiffusion’ 
when various innovations are borrowed (mostly by the barbarians from civiliza-
tion, but sometimes vice versa) and also civilization uses the barbarians for its 
own needs. As a result one can observe an accelerated development of the bar-
barian periphery which in order to have advantages and resist civilization tries 
to develop similar political and social forms. This usually aims primarily at 
achieving a military balance or military superiority, and also at achieving the 
parity of prestige. This also involves ideology which can be rather developed 
among the barbarians. The latter is important for understanding of the asabiy-
yah concept which was developed by an outstanding medieval Arab thinker 
Аbd ar-Rahman Ibn Khaldūn as a scientific category (Ibn Khaldūn 1958, 2004) 
and introduced into the scientific vocabulary of modern Cliodynamics by Peter 
V. Turchin (2003, 2007) who, in our opinion, quite reasonably interprets this 
concept as ‘collective solidarity’. 

It is a peculiar ideology of tribal solidarity, which allows uniting barbarian 
people into powerful military force, for example, when putting together groups 
of tribes. Therefore, Morton Fried (1967) has reason to state that tribes are 
the secondary non-primitive formations emerging under the influence of neigh-
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boring communities with significantly higher level of sociocultural complexity 
(see also Korotayev 1997a, 1997b, 1998, 2000a, 2000b, 2003, 2004, 2006b, 
2006c; Grinin 2007a). In fact, many analogue forms of polities of the ‘main 
sequence’ are often secondary phenomena associated with the impact of civili-
zational center, or their development is significantly modified being effected by 
more developed neighbors (see Grinin 2007a). For example, such a modifica-
tion might have happened in the development of the Scythian polity since the 
Scythians actively communicated with the Medians and Persians, and later with 
Greeks (see, e.g., Dyakonov 1956; Khazanov 1975). Moreover, such forms 
quite often emerge just because they best fit the marginal environment, while 
civilizations, as a rule, emerge in the environment more favorable for the de-
velopment of intensive production. It is natural that the analogues in barbarian 
periphery possessing certain environmental, economic and demographic fea-
tures could get along without cities. Only some barbarians had a developed 
system of cities as it was in Gaul where there were up to a thousand of ‘genuine 
cities’, and in some of them population reached tens thousands people 
(Shkunaev 1989: 134, 143). The size of some cities was 100 and more hectares, 
and they were secured by powerful walls (see Filip 1961: 116–129; Mongait 
1974: 248–253).  

Thus, due to interaction of different kind between civilization and barbari-
an periphery: a) the World System expanded and became more and more com-
plex7; b) the socio-political, economic and cultural level of the barbarian pe-
riphery generally increased; c) the civilizational level, including urbanization, 
could temporarily decrease due to generally increasing size of the World Sys-
tem, and temporal ‘barbarization’ of extensive territories as it was repeatedly 
observed in the 1st millennium CE (especially in Europe).8 One can apply here 
Adolf Leo Oppenheim's idea (1990: 88) about constant counteraction between 
anti- and pro-urbanistic trends in ancient Mesopotamia and in the ancient world 
in general, while the barbarian periphery was the most important agent of the 
former trend.  

It is also worth mentioning that when speaking about each certain barbari-
an onslaught towards the civilizational zone, as well as about definite periods of 
such mass movement, we can hardly know the exact reasons that launched such 
migrations. For example, Budanova (2000: 5–6) writes that there is still no def-
inite answer to the question what triggered the migration engaging territories 

                                                           
7 This may have involved the integration of a number of civilized societies by barbarian conquerors. 

We think that the Mongolian amalgamation is one of the most significant in this context since for 
a certain period it strengthened the relations within the World System from the Pacific Ocean to 
the Atlantic (see, e.g., Abu-Lughod 1989, 1990).  

8 One can also assume that the World System expansion rate could be sometimes inversely propor-
tional to the rate of quality growth of its particular parts and processes (such as urbanization).  
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from Scandza to Mauritania, from China to the Pyrenees in the Great Migration 
Period (the 3rd – 7th centuries CE).9  

Here we present the model which is founded on the above-described ideas, 
and also on our earlier general models of development of the World System 
(Korotayev 2005, 2006c, 2006d, 2007a, 2008, 2009, 2012, 2013; Korotayev, 
Malkov, and Khaltourina 2006a, 2007; Korotayev and Malkov 2012; Korota-
yev and Zinkina 2017; Grinin 2006a, 2006b, 2007a, 2010; Grinin and Grinin 
2015, 2016) and some ideas of the theory of dynamics of community solidarity 
(asabiyyah) formulated by Peter Turchin (2003, 2005, 2007).  

In the proposed model the World System is assumed to be divided into 
three main geographical zones: (1) small (1 mln km2) and highly productive 
zone; (2) a larger size zone with average producing capacity (24 mln km2) 
which surrounds Zone 1; and (3) the largest in size (96 mln km2) and the least 
productive zone surrounding Zone 2 (see Fig. 3). 
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Fig. 3. Spatial structure of the World System assumed in the model 

It can be assumed that the first cities originated in Zone 1 (see, e.g., Korotayev 
and Grinin 2006, 2012, 2013; Grinin and Korotayev 2009a, 2009b) which there-
fore, can be identified as the ‘civilizational center’. It is assumed that the ini- 
tial level of technological development in this center (Tc0) is significantly higher 
than that for the barbarian periphery (Tb0) coinciding with Zone 2 at the start of 
computer simulation. At this point, Zone 3 with the lowest initial level of techno-
logical development (Th0) is considered as the World System's hinterland.  

At the first stage of computer simulation the model's major scenario de-
scribes the initial vigorous territorial expansion of the civilizational center sup-
ported by its more developed technologies, which in combination with signifi-
                                                           
9 However, the possible general reasons of the barbarian periphery pressure on civilizational center 

are quite clear: the demographic pressure, the shortage of resources (land, pastures) correlated 
with this and other (natural in the first turn) factors; aspiration to the spoils of war; and pressure 
of enemies (i.e., conflicts within the barbarian periphery) and other similar factors. 



Andrey V. Korotayev and Leonid E. Grinin 153 

cantly denser population of the civilization zone results in a significantly higher 
military potential. In the proposed model, the civilization's territorial dynamics 
is mathematically described by means of the following differential equation: 

)( bc
c MMa

dt

dA
 , (Eq. 1)

where Ac is the territory controlled by the civilizational core; Mc is the military 
potential of the civilizational core; Mb is the military potential of the barbarian 
periphery; a is the constant which determines the rate of transformation of mili-
tary superiority into territorial acquisitions (the calculation pattern for Mc and 
Mb values will be described below, see Eqs 2 and 3).10 

However, after a while this expansion is exhausted in the major scenario 
of the model and the barbarian periphery's counterattack unfolds.11 Note that in 
the suggested model (as well as in historical reality) less numerous and techno-
logically backward barbarians can put pressure on more numerous and tech- 
nologically advanced ‘civilized’ enemies. This effect may be produced by the 
following factors: 

1) A higher military participation ratio that was characteristic of the barbar-
ians. It is proved by written, ethnographic and even archaeological sources. For 
example, in some territories occupied by the German tribes before the Great 
Migration epoch about 80 % of males were buried with iron weapons (see 
Gurevich 1999: 44). One should also mention the early military training for 
boys among many barbarian (especially nomadic) peoples, for example, among 
Huns, Mongols or Turks when they were nomads (see, e.g., Nefedov 200812).  
                                                           
10 In real history, it could be just the result of demographic pressure of migrants who would absorb 

numerically insignificant aboriginals, or the result of combination of demographic dissipation and 
military superiority. Thus, many barbarians just disappeared as ethno-social entities and were as-
similated by civilized peoples. But those who survived became ethnicities of a new generation 
capable of both military and cultural opposition, and development of their own complex political 
systems which led to creation of analogues of the state among barbarians (see, e.g., Grinin 2001–
2006, 2003b, 2004b, 2007a).  

11 In real history it was most often observed that civilization reached the limits of the natural zones, 
suitable for its economic pattern (and apparently, it would be worth taking into account this ef-
fect in future mathematical models). Note, also, that ‘barbarous counterattack’ in reality might 
start both after the period of established power balance, and sometimes at once without interme-
diate period of balance. Khan Konchak's campaign against the Russians in 1185 following Duke 
Igor Novgorod-Seversky's unsuccessful campaign on the Cumans can serve a classic example 
here. Moreover, the Cuman troops moved toward Rus' in three directions: toward deserted Igor 
and Vsevolod's principalities, toward Pereyaslavl and Kiev, ‘where Konchak was attracted by the 
memories of Khan Bonyak knocking with sabre on Kiev's Golden Gate’ (Rybakov 1966b: 595).  

12 ‘Training of the Turkish archers does not appear to have been inferior to Mongolian archers, and 
similar to the Mongols, constant trainings also promoted the development of muscles of arms. 
‘From eight, or even seven years old they began to shoot at a target, – the imperial ambassador 
Ghiselin de Bousbecq wrote, – and for ten or twelve years they would practice in archery. This 
continuous training strengthened muscles of their arms and gave them such a skill that they could 
hit the smallest targets with their arrows’ (Nefedov 2008).  
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The most important role of this factor in explaining the cases of successful 
advance of the barbarian periphery on civilizational center was described in 
the 16th century by the Ethiopian monk Bahrey in his well-known History of the 
Galla. Bahrey tried to explain why the politically centralized Ethiopian state 
was constantly defeated by the politically less centralized and less developed 
Galla (Oromo) tribes (‘How is it that the Galla defeat us though we are nume- 
rous and well supplied with arms?’ Bahrey 1976 [1593]: 140). The answer 
which Bahrey proposed is very interesting and convincing: just because 
the Ethiopian society was much more developed and socially differentiated 
(i.e., actually more ‘civilized’), it suffered continuous defeats in the fight 
against less developed ‘barbarians’, the Galla. In this case the high level of in-
ternal differentiation (‘civilization’) becomes a source of military weakness:  

How is it that the Galla defeat us, though we are numerous and well sup-
plied with arms?.. It is because our nation is divided into ten classes, 
nine of which take no part whatever in war, and make no shame of dis-
playing their fear; only the tenth class makes war and fights to the best 
of its ability. Now, although we are numerous, those who can fight in 
war are few in number, and there are many who do not go to war. Of 
these classes, the first is that of the monks, of whom there are vast num-
bers. Among them are those who become monks at an early age, drawn 
thereto by the other monks while they are studying, as indeed was the 
case with him who has written this history, and others like him. There 
are also others who become monks because they fear war. A second 
group is composed of those who are called dabtara, or clerks; they study 
the holy books and all works relating to the occupations of the clergy; 
they clap their hands and stamp their feet during divine service, and have 
no shame for their fear of going to the wars. These people take as their 
models the levites and priests, namely, the sons of Aaron. The third 
group is that of the people called Jan Hasana and Jan Maasare, who 
look after the administration of justice, and keep themselves from war. 
The fourth group is formed by those who escort the wives of dignitaries 
and the princesses; they are vigorous, brave, and strong men who never-
theless do not go to war, for they say, ‘We are the protectors of 
the women’. The fifth group calls itself ema gelle, ‘elders’; they are the 
lords and hereditary landowners: they share their land with their labo- 
rers, and are not ashamed of their fear. The sixth group is that of the la-
borers in agriculture, who live in the fields and have no thought of taking 
part in war. The seventh group is composed of those who engage in trade 
and gain profit thereby. The eighth group is that of the artisans, such as 
the smiths, scribes, carpenters, and such-like, who know not the art of 
war. The ninth group is that of the wandering singers, those who play the 
qanda kabaro [a small drum] and the bagana, whose profession is to 
beg, to collect money. They invoke blessings on those who reward them, 
flattering them with vain praises and idle panegyrics; while those who 
refuse to give them presents they curse, though they are not blamewor-
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thy for this, for, as they say, ‘This is our custom’. Such people keep 
themselves as far as possible from war. The tenth group, finally, is com-
posed of those who carry the shield and spear, who can fight, and who 
follow the steps of their king to war. It is because these are so few in 
number that our country is ruined. Among the Galla, on the contrary, 
these nine classes which we have mentioned do not exist; all men, from 
small to great, are instructed in warfare, and for this reason they ruin and 
kill us (Bahrey 1976 [1593]: 140–141).13 

In our model the higher coefficient of military participation that was typi-
cal for barbarians is mathematically described in Eq. 3 by giving b coefficient 
(representing the military participation ratio of barbarians here, i.e., the per-
centage of barbarian population participating in military operations) significant-
ly higher value than that of c coefficient (representing the military participation 
ratio for the ‘civilized’ population) in Eq. 2. For example, in the computer si- 

                                                           
13 However, it is worth noticing that military forces of small polities were quite often comparable 

with military forces of large ones in those political entities of civilizations where the level of mil-
itary participation of inhabitants was high (e.g., in some civil communities, in particular in Greek 
poleis, Roman civitas, some medieval cities). The best known example is Greek-Persian wars 
when an alliance of civil communities with a high military participation ratio defeated a low mil-
itary participation ratio empire. Note also that the suggested mathematical model does not con-
sider the following factors of barbarians' military superiority (which it would be worth consider-
ing in future generations of similar mathematical models): a) a high mobility of some barbarian 
peoples in comparison with settled farmers which is quite often defined by their own way of life, 
as well as a low specific useful biomass output per unit of economically exploited territory (that 
causes the need of moving in order to increase their zone of economic exploitation). Especially it 
refers to nomads and the sea peoples, as well as the inhabitants of those places where rivers con-
stituted the main communication lines. From the very beginning water transport was the main 
means of long distance connections (McNeill 1995). Therefore we suggested an idea that it is 
necessary to multiply the number of inhabitants among herders and seamen by the coefficient of 
their mobility for considering their potential for the intensification of political complexity growth 
processes (Korotayev 1991; Grinin 2007a). Such mobility often secures possibilities of the rapid 
advance in huge territories where civilizations are located; b) Higher prestige (concerning the 
whole population) of military activities. In other words, in a number of civilizations military pro-
fessionals had no such prestige as priests or officials. For example, the founders of the Song 
Dynasty in China (960–1279) significantly downgraded and changed the position of military 
elite in order to prevent the possibility of the ‘military coups’ that undermined the stability of the 
political system of their predecessors (Wright 2001). But even where military estate stood high 
(as, e.g., in medieval Europe or Japan), monopolization of military affairs in their hands led to 
the fact that most of population were specialized in peaceful occupations and as a result their 
military potential was close to zero. So, for example, in the 8th and 9th centuries in Charlemagne's 
empire, especially in France, the hardships that came along with military service actively in-
duced peasants to pass voluntarily under the protection of large secular and religious landowners, 
thereby even by sacrificing their civil freedom (see, e.g., Gurevich 1970: 145–183). In Russia, it 
was not uncommon when voluntary transfer of noble children to serf status took place in order to 
save them from military service. At the same time participation in military affairs was very hon-
orable among barbarians (especially in state analogues), and very often volunteers' participation 
was sufficient to support major military actions in such affairs (see, e.g., Fenton 1978: 127 on the 
Iroquois).  
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mulations whose results are given below for the main scenario of our model, 
the value of с is 0.05, whereas the value of b coefficient is 0.2. 

cccc HTcNM  , (Eq. 2)

where Nc is the size of ‘civilized’ population; Tc is the level of technological 
development of the civilizational core (for simplicity it is assumed that the level 
of development of military technologies of civilization is proportional to the 
general level of its technological development; therefore, within this model it is 
not identified as a separate variable); Hc is the level of asabiyyah of civilized 
population (we will dwell upon this variable below); 

bmbbb HTbNM  , (Eq. 3)

where Nb is the number of inhabitants of the barbarian periphery; Tmb is the 
level of development of military technologies in the barbarian periphery (it is 
assumed that this variable is not identical with the general level of technolog-
ical development of the barbarian periphery; the implications of this assump-
tion will be considered below); and Hb is the level of barbarians' asabiyyah. 

2) Borrowing of military technologies by barbarians happened at higher ra- 
tes, than borrowing of non-military technologies (the chosen by us way to mo- 
del this assumption mathematically will be described below). For example, due 
to the fact that Mongols borrowed siege equipment and technology from China, 
they were able to take a lot of cities successfully. Thus, in this case borrowing 
of military innovations was one of important reasons of mass destruction of 
cities of the World System in the 13th century. Nevertheless, the abovemen-
tioned facts about borrowings refer not only to weapons, but also to the strate-
gy, tactics, and organization of the army. Quite often barbarians just imitated 
the structure of armies (or separate military institutes) of the neighboring civili-
zations. For example, the German leader Marobod (the late 1st century BCE – 
the early 1st century CE), having united Marcomanni with the Lugians, the Mu-
gilones, Ghots and other Germanic tribes, created a large army on the Roman 
pattern which numbered 70,000 of infantry and 4,000 of cavalry (SIE 1966: 
123).14 

                                                           
14 By the way, such borrowings became the main impulse for transformation of the non-state sys-

tems into the early state society quite often. This happened, e.g., as a result of the borrowing of 
iron weapons, and later fire arms (in particular, one could see examples of the latter in Madagas-
car in the 17th century [Deshan 1984: 353; Ratzel 1902, vol. 1: 445], or in Tahiti and Hawaii in 
the 18th century [Service 1975; Earle 2002: 86; for more details about similar cases see Grinin 
2007a]). Note some more points here which are not considered in the present version of our 
model, but which it would be worth considering in the next generation of the models of interac-
tion between the civilizational center and barbarian periphery. A) Barbarians themselves could 
be inventors of important military innovations. It is fair enough since many people considered 
war as the most important issue and became professionals of military attacks and robberies. 
Sometimes such inventions helped some barbarian chiefdoms to defeat others. A classic example 
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3) The beginning of forceful expansion of the civilizational core upon the 
barbarian periphery can be interpreted as the formation of a metaethnic border 
between the civilization and the barbarian world. As was clearly demonstrated 
by Peter V. Turchin (2003, 2005, 2007), the formation of such a metaethnic 
border tends to lead to a significant increase in collective solidarity (asabiyyah) 
in that party that turned out to be under pressure.15 As a result, if at the begin-
ning of its forceful expansion civilization faced scattered groups of barbarians 
incapable to produce any effective resistance, further on these groups began to 
cooperate more and more among themselves for putting up resistance, and civi-
lization had to deal with more and more united and large coalitions of barbari-
ans (which were formed in many respects as a reaction to forceful expansion 
and were able to show more and more effective resistance, and further to start 

                                                                                                                                 
was that Shaka, the leader of the Zulu people, who applied a new type of cold weapon that in 
many respects promoted progress of his army and formation of the empire (Ritter 1968; Ratzel 
1902, 2: 116). As a result, the Zulu polity was transformed from the pre-state level to the one of 
the state. There were cases when such inventions promoted expansion of barbarians against civi-
lization. East Germans in the 5th century CE probably invented some kind of huge backsword 
with the straight sharpened blade (scramasax) which was up to 80 cm long. It was a typical saber 
weapon capable of giving terrible wounds which increased the power of a horse soldier. Therefore, 
it was borrowed by Huns, and then Goths and Francs (Kardini 1987: 263–264). The striking ex-
ample of such innovations of barbarians were ships and naval tactics of Vikings who ‘were se- 
cond to none at sea’ and whose sea advantage was often absolute (Gurevich 2005: 41 and ff.). 
One can also mention, e.g., military tactical and organization innovations used in Genghis Khan's 
army, which undoubtedly played a great role in the Mongol victories. Thus, if barbarians and 
civilization were incomparable by cultural level, they could be quite comparable as regards their 
military-strategic levels, and quite often barbarians also had superiority, but at the same time 
kept such forms of organization of society which, according to to the well-known expert of no-
madic studies William Irons, were real alternatives to state organization (Irons 2002, 2004) and 
could reproduce themselves without cities (though they could control cities populated by con-
quered peoples). B) In the process of weakening collective solidarity (~ asabiyyah) of civiliza-
tions and states, conflicting parts of civilization begin to use barbarians as allies, which gives 
them a chance to interfere with affairs of the civilization core. One can recollect that the author 
of The Song of Igor's Campaign wrote that dukes began ‘to forge feuds for themselves’, and ‘to 
draw the pagans onto the Russian land’. The late Roman and Byzantine history gives a lot of ex-
amples of the ‘integration’ of barbarians into policy of civilization. A classic example is a trage-
dy of post-Roman Britain. After the withdrawal of the Roman troops from Britain in 410 CE, the 
Britons (Romanized British Celts) searching for the defenders from attacks of the Irish and Scot-
tish barbarians invited the Saxones and gave them some land (thereby having exercised a certain 
social innovation, which was, however, repeatedly used in the Roman world with its practice of 
‘fighting against barbarians with barbarians' hands’). But having seen weakness of the Britons, 
the Saxones ceased to obey the local authorities and together with the Angles and the Jutes be-
came eventually the owners of the country. And, despite their prolong and persistent resistance, 
the Britons were partly expelled, partly enslaved, and partly destroyed. Therefore, Anglo-Saxon 
barbarous kingdoms emerged in Britain in place of the ‘Briton’ state (e.g., Blair 1966: 149–168; 
Chadwick 1987: 71). Thus, military opportunities of barbarians could significantly increase with 
their involvement into military-political affairs of civilization.  

15 Those, who withstood it, found adequate responses to the challenge that finally led to the selec-
tion of types of barbarian communities most adapted to the fighting against civilization.  
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successful counterattacks). As has already been mentioned above, Turchin sug-
gests using for denoting ‘collective solidarity’ the term asabiyyah that was in-
troduced into the scientific discourse by Abd ar-Rahman Ibn Khaldun16 (1332–
1406). 

In the model, the dynamics of barbarian asabiyyah (Hb) is described math-
ematically by means of the following equation: 

dt
dA

e
dt

dH cb  , (Eq. 4)

where e is a constant. It means that the higher the rates of forceful territorial 
expansion of civilization, the higher the growth rates of barbarians' asabiyyah.17 

Respectively: 

,
dt

dA
e

dt

dH cc   (Eq. 5) 

where Hc is asabiyyah of civilized population.  
Note that it means that asabiyya of civilization begins to grow under the 

pressure of barbarians, and the stronger this pressure is, the quicker it grows 
(for more details see Turchin 2005).  

While describing population dynamics, we base ourselves upon the simpli-
fied version of the compact model of demographic, technological and economic 
development of the World System (Kremer 1993; Korotayev 2005, 2006d, 2007, 
2008, 2009, 2012, 2013; Korotayev, Malkov, and Khaltourina 2006a, 2006b, 
2007; Korotayev and Malkov 2012; Zinkina, Malkov, and Korotayev 2014; 
Korotayev and Malkov 2016; Korotayev and Zinkina 2017; Grinin 2003a, 
2012; Grinin L. and Grinin A. 2015, 2016; Grinin A. and Grinin L. 2015; Grin-
in and Korotayev 2016; Grinin L., Grinin A., and Korotayev 2017a). We make 
a Malthusian assumption that throughout the most part of the period of exist-
ence of the humankind, the human population was limited by the level of de-
velopment of life-supporting technologies. As in simplified Kremer's model 
(Kremer 1993: 685), we assume that population comes to technologically de-
termined level of the Earth's carrying capacity instantly (or, in other words, 
instantly fills the ecological niche expanded as a result of technological 
growth).18 Besides, we take into account the fact that territory with a higher 

                                                           
16 See, e.g., Ibn Khaldun 1958, 2004; Batsieva 1965; Ignatenko 1980; Alekseev and Khaltourina 

2004; Turchin 2003, 2007; Korotayev and Khaltourina 2006; Korotayev 2006e, 2007d; Inan 
1933; Mahdi 1937.  

17 We also assume that with the increase in barbarians' asabiyyah the rate of borrowing of military 
technologies of civilization increases (this assumption is modeled by the Eq. (8’’’’). We also as-
sume that variable H cannot have negative values.  

18 Let us note that it deprives us of an opportunity to describe cyclical dynamics of the system in the 
basin of attraction (see, e.g., Korotayev, Komarova, and Khaltourina 2007) that would bring dy-
namics generated by the model considerably closer to actually observable one, but at the same 
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natural productivity can support the existence of a larger population at the same 
level of technological development, than the territory with smaller natural pro-
ducing capacity, and otherwise under equal conditions a larger territory can 
support a larger population than a smaller territory. Thus, the size of population 
(N) of some zone with productivity F and area A at the level of development 
of life-supporting technologies T will be described mathematically by means of 
the following equation: 

N = gFTA, (Eq. 6)

where g is a constant.  
As a result, the mathematical description of the population for year i for 

a hinterland of the World System (Zone 3) appears to be the simplest one in our 
model, since we have initially assumed that the territory occupied by it 
throughout the modeled period remains constant, and the level of technological 
development is the same for the whole zone: 

N3i = gF3T3iA3. (Eq. 7)

The situation with the civilizational core and barbarian periphery of the 
World System is a little more complicated. The matter is that throughout 
the most part of the modeled period the civilization zone is divided into two 
subzones with different natural productivity, i.e. the core of the civilization 
zone with high natural productivity (~ Zone 1) and the periphery of the zone 
corresponding to the part of less productive Zone 2 taken by the civilization 
from ‘barbarians’. Thus, 

Nci = N1ci + N2ci,  (Eq. 8)

where Nci is population of the civilization core for year i; N1ci is the ‘civilized’ 
population of Zone 1 for year i; N2ci is the ‘civilized’ population of Zone 2 for 
year i.  

At the same time: 

N1ci = gF1TciA1ci,  (Eq. 9)

where A1ci is the area of the part of Zone 1 controlled by civilization for year i; 

N2ci = gF2TciA2ci,  (Eq. 10)

where A1ci is the area of the part of Zone 2 controlled by civilization for year i. 
Respectively, 

Nbi = N2bi + N1bi,  (Eq. 11)

where Nbi is population of the barbarian periphery for year i; N2bi is the ‘barbar-
ian’ population of Zone 2 for year i; N1bi is the ‘barbarian’ population of Zone 1 
for year i.  

                                                                                                                                 
time this considerably simplifies the suggested model, which made us dwell on this simplified 
version of description of dependence of population on the level of technological development.  
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Herewith, 

N2bi = gF2TbiA2bi,  (Eq. 12)

where A2bi is the area of the part of Zone 2 controlled by ‘barbarians’ for year i; 

N1bi = gF2TbiA2bi,  (Eq. 13)

where A1bi is the area of the part of Zone 1 controlled by ‘barbarians’ for year i. 
The way of calculation of A1c, A2c, A2b and A1b variables employed by us in this 
model is described below (see Table 1 and Eqs 9, 10, 24, 25).  

The total population of the World System for year i (Nwi) is calculated by 
means of the following equation: 

Nwi = Nсi + Nbi + N3i. (Eq. 14)

Similarly to our general model of the World System development, mathemati-
cal description of technological dynamics is based upon the equation for tech-
nological growth proposed by Michael Kremer19 (Kremer 1993: 686): 

,hNT
dt

dT
  (Eq. 15) 

where h is a constant (~ coefficient of technological innovative activity of po- 
pulation).  

We assume that the diffusion of innovations proceeds from the civilization 
center of the World System to its barbarian periphery and from it to hinter-
land (1). Though in reality the diffusion of innovations from hinterland to pe-
riphery (2), from periphery – to center (3), as well as between various subzones 
of periphery (4) and hinterland (5) was also observed, after all the main flow of 
technological diffusion went in the first of the abovementioned directions (see, 
e.g., Chubarov 1991; Grinin A. and Grinin L. 2015, 2016) and we decided to 
refrain from the modeling of diffusion of technological innovations in other 
directions for the sake of simplicity of our model.  

Thus, the following system of difference equations has been used in our 
model to model the technological development of the World System: 

Tci = Tci-1 +hNci-1Tci-1, (Eq. 16)

where Tci is the level of technological development of the civilization core of 
the World System for year i;  

Tbi = Tbi-1 +hN’bi-1Tbi-1 + k(Tc – Tb), (Eq. 17)

where Tbi is the level of technological development of the barbarian periphery 
for year i; N’b – population of the barbarian Zone; k – a constant;  

T3i = T3i-1 +hN’3i-1T3i-1 + l(Tbi-1 – T3i-1), (Eq. 18)

                                                           
19 Note that quite independently from Michael Kremer this equation was proposed by Rein Taa-

gepera (1976, 1979), A. V. Podlazov (2000, 2001, 2002) and S. V. Tsirel (2004).  
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where T3i is the level of technological development of hinterland (Zone 3) for 
year i; N’3 is population of hinterland; l is a constant.  

As has already been mentioned above, we introduce an additional equation 
for description of dynamics of development of ‘barbarians'’ military technolo-
gies to take into account the effect of the more rapid borrowing by ‘barbarians'’ 
of military technologies in comparison with peaceful technologies: 

Tmbi = Tmbi-1 +mN’bi-1Tmbi-1 + nHbi-1(Tci-1 – Tmbi-1), (Eq. 19)

where m and n are constants.  
The effect that is of the most interest for us can be described by means of 

Eqs 17 and 19 by giving a higher value to n coefficient in Eq. 19 in comparison 
with the value of k coefficient in Eq. 17. This equation also describes an as-
sumption that the rates of barbarians' borrowings of military technologies grow 
along with the growth of their asabiyyahs.  

We assume that all the urban population of the World System is concen-
trated in its civilizational core. For mathematical description of urbanization 
dynamics in the model the following equation is used: 

uci = pTci, (Eq. 20)

where uci is the index of urbanization of the civilizational core (a share of urban 
population in the total population of civilization core), and p is a constant. The 
possibility of approximation of uci ~ pT follows from the equations of our com-
pact model of the general World System development (Korotayev, Malkov, and 
Khaltourina 2007; Korotayev, Komarova, and Khaltourina 2007; Korotayev 
2012, 2013). At the same time an empirical testing of this approximation was 
not carried out, and this testing was done by us. We use the World System 
Technological Development Index proposed by us earlier (Korotayev 2006a) 
for an empirical test of this hypothesis. Let us recollect that this index was cal-
culated on the basis of Hellemans – Bunch database (Hellemans and Bunch 
1988). In this database Hellemans and Bunch tried to record in chronological 
sequence all the main inventions and discoveries that had been made by the 
1980s. As a value of the World System Technological Development Index for 
the moment X we use the total number of inventions and discoveries which 
were made in the World System up to that moment. 

The correlation between this World System Technological Development 
Index and the World System Urbanization Index calculated by us earlier (Koro-
tayev, Malkov, and Khaltourina 2007: 122–127; Korotayev 2007; Grinin and 
Korotayev 2008: Ch. 4) looks as follows (see Fig. 4): 
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Fig. 4. Correlation between the World System Technological Deve- 
lopment Index (T) and the World System Urbanization In- 
dex (u) (3500 BCE – 1970 CE): scatterplot with a fitted re-
gression line 

Note: R = 0.95; R2 = 0.903; p = 1.08 · 10-15. 

Thus, we find a rather strong and statistically significant correlation between 
these indices.  

The total number of urban population in the model is defined by the fol-
lowing equation: 

U = ucNc. (Eq. 21)

Finally, the World System Urbanization Index (a share of urban population in a 
total number of the World System population) uw is defined by the following 
equation: 

w
w N

U
u  , (Eq. 22)

where Nw is the total population of the World System.20  

                                                           
20 Thus, the World System urbanization appears here in our model as a purely dependent variable. 

Perhaps, it would make sense to consider its influence on some other key variable models (e.g., 
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Table 1 gives a summary description of the model: 

Table 1. Compact mathematical model of influence of interaction of 
the civilizational center and barbarian periphery on the de-
velopment of the World System (a detailed description) 

Variable 
symbol 

Meaning = Value for year i 
Equation 
number 

A1 The territory of Zone 1 = 
Constant, in computer simulations the 
results of which are given below, has 
the value of 1 mln km2 

– 

A2 The territory of Zone 2 = Constant, 24 mln km2 – 
A3 The territory of Zone 3 = Constant, 96 mln km2 – 

F1 
‘Index of natural ferti-
lity’ of Zone 1 

= 
Constant, in computer simulations, 
the results of which are given below 
has the value 10  

– 

F2 
‘Index of natural ferti-
lity’ of Zone 2 

= Constant, 3  – 

F3 
‘Index of natural ferti-
lity’ of Zone 3 

= Constant, 1  – 

Ac 
The territory of ‘civili-
zation zone’  

= 
Aci-1 + a(Mci-1 – Mbi-1); 
Ac0 = A1 = 1 mln km2. This variable 
cannot have negative values  

(1) 

Ab 
The territory of the 
‘barbarian periphery’ 

= 
Abi-1 + a(Mbi-1 – Mci-1); 
Ab0 = A2 = 24 mln km2. This variable 
cannot have negative values either 

(23) 

A1c 
The territory of the part 
of Zone 1, controlled 
by civilization 

= 

It is described by a version of Eq. 1; 
A1c0 = Ac0 = A1 = 1 mln km2; it does 
not change while there is an expan-
sion of civilization; if as a result of 
counterattack of barbarians they com-
pletely return Zone 2 to themselves, 
then A1ci = A1ci-1 + a(Mci-1 – Mbi-1) till 
A1c (= Ac) reaches zero value (it is 
interpreted as a complete conquest of 
civilization by barbarians) or returns 
to value of 1 mln km2 (it is interpreted 

(9) 

                                                                                                                                 
on the rates of technological growth which was already made by M. Artzrouni and J. Komlos 
[Artzrouni and Komlos 1985] and that, in our opinion, might allow us to give a more exact de-
scription of technological dynamics of the World System in the basins of attraction of attractors 
B1 and В2), but in order to avoid excessive complication of the model we opt to refrain from this, 
though the action of this factor may be taken into account in future models. 
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Variable 
symbol 

Meaning = Value for year i 
Equation 
number 

as a full expulsion of barbarians from 
Zone 1).21 This variable cannot have 
negative values  

A2c 
The territory of the part 
of Zone 2 controlled by 
civilization 

= Ac – A1 if Ac > A1; 0 if Ac  A1. (10) 

A2b 
The territory of the part 
of Zone 2, controlled 
by ‘barbarians’ 

= Ab if Ab  A2; A2 (= in our case 24) if 
Ab > A2 

(24) 

A1b 
The territory of the part 
of Zone 1, controlled 
by ‘barbarians’ 

= 0 if Ab  A2; A1 – Ac if Ab > A2. (25) 

Mc 
Military potential of 
civilization  

= cNcTcHc (2) 

Mb 
Military potential of 
the ‘barbarians’   

= 

bNbTcHc . It is assumed that the value 
of the military participation ratio of 
‘barbarians’ (b) is significantly higher 
than that for ‘civilized’ population. In 
computer simulations whose results 
are presented below, the value of c is 
assumed to be equal to 0.05, and the 
value of coefficient b is assumed to be 
equal to 0.2 

(3) 

Hb 
Index of barbarians' 
collective solidarity 
(asabiyyah)  

= Hbi-1 + e(Aci – Aci-1); Hbi  0  (4) 

Hc 

Index of collective 
solidarity (asabiyyah) 
of ‘civilized’ popula-
tion 

= Hci-1 – e(Aci – Aci-1); Hci  0  (5) 

Nc 
Population of the civi-
lizational core  

= N1ci + N2ci (8) 

N1c 
‘Сivilized’ population 
of Zone 1 

= gF1TciA1ci (26) 

N2c 
‘Сivilized’ population 
of Zone 2 

= gF2TciA2ci (27) 

Nb 
Population of the bar-
barian periphery  

= N2b + N1b (11) 

N2b 
‘Barbarian’ population 
of Zone 2 

= gF2TbiA1bi (28) 

                                                           
21 It is obvious that the easiest way to model the dynamics of this variable is to give it the value of A1 

(that is 1 in our computer simulations) when Ac  A1 and value Ac when Ac < A1. This method was 
also applied by us in real computer simulations for this and other similar variables (A2c, A2b и A1b). 
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Variable 
symbol 

Meaning = Value for year i 
Equation 
number 

N1b 
‘Barbarian’ population 
of Zone 2 

= gF1TbiA1bi (29) 

N3 Population of Zone 3 = gF3T3iA3 (7) 

Nw 
Total population 
of the World System 

= Nсi + Nbi + N3i (14) 

Tc 

Level of technological 
development of the 
World System civiliza-
tional core 

= Tci-1 +hNci-1Tci-1 (16) 

Tb 
The level of technolo-
gical development of 
the barbarian periphery 

= Tbi-1 +hN’bi-1Tbi-1 + k(Tc – Tb) (17) 

N’b 

Population in one sub-
zone of ‘Barbarian 
Zone’ (with condition-
nal area of each sub-
zone being equal to 
1 mln km2) 

= 

Nbi/Abi (note that the area of zones in 
our model is measured in mln km2 

therefore this division gives the popu-
lation of ‘barbarians’ per 1 mln km2)  

– 

T3 

The level of technolo-
gical development 
of the World System 
hinterland (= Zone 3) 

= T3i-1 +hN’3i-1T3i-1 + l(Tbi-1 – T3i-1) (18) 

N’3 

Population in one sub-
zone of Zone 3 (with 
conditional area of 
each subzone being 
equal to 1 mln km2) 

= N3/A3 – 

Tmb 
The level of develop-
ment of military tech-
nologies of ‘barbarians’

= 
Tmbi-1 +mN’bi-1Tmbi-1 + nHbi-1(Tci-1 – 
– Tmbi-1)  

(19) 

uc 

Index of urbanization of 
the civilizational core 
(a share of urban popu-
lation in the total po- 
pulation of the civiliza-
tional core) 

= pTc; 0  uc  0.9 (9) 

U Total urban population = ucNc (21) 

uw 

Index of the World 
System urbanization 
(a share of urban popu-
lation in the total po- 
pulation of the World 
System) 

= U / Nw (22) 
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A typical dynamics generated by the model with average values of parame-
ters and initial conditions is presented in Figs 5–7: 
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Fig. 5. Dynamics of the territory of the World System civilizational 
core generated by the main scenario of the model (mln km2) 
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Fig. 6. Dynamics of the World System urban population (millions) gene- 
rated by the model, logarithmic scale 
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Fig. 7. Dynamics of the World System urbanization index (proportion 
of urban population in the total population of the World Sys-
tem) generated by the model, logarithmic scale 

Note. Figs 5–7 show results of computer simulation with the following values of 
parameters and initial conditions: t0 = 3000 BCE = –3000; A1 = 1 mln km2; A2 = 
= 24 mln km2; A3 = 96 mln km2; F1 = 10; F2 = 3; F3 = 1; Ac0 = 1 mln km2; A1c0 = 
= 1 mln km2; A2c0 = 0; Ab0 = 24 mln km2; A2b0 = 24 mln km2; A1b0 = 0; Tc0 = 10; 
Tb0 = 2; Tmb0 = 3; T3_0 = 0.2; Hc0 = 1; Hb0 = 0.1; a = 0.012; b = 0.2; c = 0.05; e = 0.052; 
g = 0.05; h = m = 0.0000315; k = l = 0.000504; n = 0.00504; p = 0.00125.  

Within this computer simulation one can distinguish the following phases:  

Phase 1 (years 0–130 of the computer simulation). Vigorous accelerating 
expansion of civilization.  

Accelerating expansion of civilization in this phase is generated by the fol-
lowing system of positive feedbacks (see Fig. 8):  
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  Increase in popula-
tion controlled by 
civilization (Nc) 

  
+ 

  +  +

Growth of the 
territory of 

civilization (Ac) 
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Growth 
of military potential
of civilization (Mc) 

+ 


Growth 
of technological 

potential of 
civilization (Tc) 

+   +

Reduction 
of the territory 

of the barbarian 
periphery (Ab) 

 
 
 
 

+ 

Slowdown 
of the growth of 

‘barbarians'’military
potential (Mb) 

+ 

Reduction of 
population size 
of the barbarian 
periphery (Nb) 

    

Fig. 8. System of positive feedbacks generating the accelerating terri-
torial expansion of civilization during the first phase of the 
computer simulation 

Thus, at this phase the growth of the civilization territory leads to the increase 
in its population, which results in increase in its military potential both directly 
(the size of the army [i.e. the number of soldiers] increases along with the in-
crease in population size), and through acceleration of technological growth 
rates (allowing to supply the soldiers with more effective weapons); the incre- 
ase in military potential of civilization leads to further increase in its territory 
which results in further acceleration of growth of its population, etc.; on the 
other hand, acceleration of the growth of the territory of civilization leads 
to a substantial reduction of the territory of barbarian periphery and con- 
sequently, decrease of population size and military potential of ‘barbarians’ that 
promotes further acceleration of growth of the territory of civilization, reduc-
tion of the territory of the barbarian periphery, etc. 
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At this phase one can observe the accelerated growth of population of the 
World System22, the World System urbanization index23 and the urban popula-
tion.24  

Phase 2 (years 130–340 of the simulation). Slowdown of expansion of civi-
lization.  

The following system of negative feedbacks comes to the foreground dur-
ing this phase: the growth of the civilization territory leads to the growth of 
asabiyyah of ‘barbarians’, which is expressed in increase in the level of their po- 
litical culture and organization25, and leads to the growth of their military 
potential both directly and through the acceleration of rates of borrowing 
of military technologies of civilization (including military and organizational 
and tactical innovations) which results in reduction of rates of growth of the 
civilization territory which, until it slows down to zero level, continues to lead 
(through the mechanisms mentioned above) to the growth of barbarians' mili-
tary potential and further slowdown of rates of territorial expansion of civiliza-
tion (see Fig. 9). 

 + 
Growth of 
asabiyyah 

of ‘barbarians’ (Hb) 
  

  +  + 

Growth 
of the territo-
ry of civili-
zation (Ac) 

– 
 

Growth 
of barbarian 

periphery's military 
capacity (Mb) 

+ 
 

Growth of rates 
of military 

technologies' 
borrowing (Tmb) 

     
 

Fig. 9. System of negative feedbacks generating slow-down of the 
territorial expansion of civilization at the second phase of 
computer simulation 

                                                           
22 First of all as a result of increasing diffusion of high technologies of civilization in the territo-

ries of Zone 2 subordinated by it, the growth of the carrying capacity there, and, therefore, 
the population.  

23 In connection both with accelerating technological growth of civilization and with the growth 
of ‘civilized’ population percentage in the total World System population.  

24 In connection both with the growth of urbanization in civilizational zone, and with the accelerated 
growth of its population as a result of the territorial expansion. 

25 In historical reality we find the corresponding situation: as A. M. Khazanov notes, though no-
mads may seem barbarians for settled contemporaries , these ‘barbarians’ may be quite sophisti-
cated in a political sense (Khazanov 2002: 54).  
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Nevertheless, at this phase the expansion of civilization proceeds at rather rapid 
(though more and more slowing down) rates; besides, a rather rapid (though 
slowing down) growth of population of the World System also continues. 
However, since year 154 of our computer simulation the absolute growth rates 
of population of the World System begin to decrease, but up to the end of Pha- 
se 2 they remain rather high. Since year 209 of the computer simulation the 
absolute growth rates of urban population also begin to decrease (remaining 
nevertheless rather high). During this phase, the growth rates of the World Sys-
tem urbanization index decrease almost twice (nevertheless remaining rather 
high if compared with the subsequent two phases). 

Phase 3 (years 340–510 of the simulation). Expansion of civilization is ex-
hausted and stops. Approximate power balance. The barbarian periphery be-
gins its counterattack.  

During this phase, the territory of civilization in comparison to the territory 
of its barbarian periphery changes rather slowly, no more than 0.01 million km2 
per year (reaching at the inflection point, in year 408 of simulation, 48 km2 per 
year). At the first stage of this phase the action of the above-mentioned mecha-
nism of negative feedback leads to its logical conclusion – military potentials of 
civilization and barbarian periphery become equal to each other, and the rates 
of expansion of civilization reduce to zero level. However, the process of rather 
fast borrowing of military technologies of civilization by ‘barbarians’ contin-
ues. As a result military potential of the barbarian periphery begins to exceed 
that of civilization, and ‘barbarians’ start their counterattack. At the beginning 
it develops extremely slowly (83 km2 during the first year); but 
the beginning of ‘barbarian counterattack’ leads to the formation of the system 
of positive feedbacks giving more and more noticeable results every year – 
acceleration of the growth of barbarian periphery territory leads to the accelera-
tion of the growth of population of barbarian periphery, which in turn, leads to 
the increase in the military potential of ‘barbarians’ and even greater increase 
in the territory of barbarian periphery and consequently, to a greater increase in 
‘barbarian’ population, etc.; on the other hand, acceleration of growth of the 
territory of barbarian periphery leads to a substantial reduction of the territory 
of civilization and consequently, to the decrease of civilization population, and 
military potential of civilization which promotes further acceleration of the 
growth of the territory of barbarian periphery, reduction of the territory of civi-
lization, etc. (see Fig. 10). 
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of civilization (Ac) 
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Reduction of the rate of growth 
of military potential of 

civilization (Mc) 

+ 

Reduction of the population size 
of the civilizational center (Nc) 

Fig. 10. System of positive feedbacks generating the accelerating 
territorial counter-expansion of the barbarian periphery at 
the 4th and 5th phases of computer simulation 

It is interesting to note that in our computer simulation by the time of the be-
ginning of counterattack of barbarian periphery the total number of ‘barbarians’ 
(7.9 million) is almost three times less than the number of ‘the civilized popula-
tion’ (23.4 million), and the index of their general technological develop- 
ment (3.7) is much lower than the level of technological development of ci- 
vilization (12.1). At the same time the counterattack of barbarians appears 
to be possible due to a higher military participation ratio peculiar to them, and 
also due to the point that at the beginning of counterattack their asabiyyah is 
higher than the civilization asabiyyah, and their military technology is much 
higher (7.15) than the general level of their technological development (3.7).  

The growth rates of the total population of the World System decrease in 
this phase almost three times from moderate 0.125 to 0.043 % per year. At the 
end of this phase there begins the slowdown in rates of technological growth of 
civilization. Urban population growth falls to 260 people per year, and growth 
of the index of urbanization – to 0.0002 % per year. 

Phase 4 (years 510–680 of the simulation). Accelerating expansion of the 
barbarian periphery.  

At this phase the mechanism of the positive feedback accelerating the counter-
attack of the barbarian periphery works at full capacity. The territory controlled 
by the civilizational center is reduced by 2.5 million km2. The population of 
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the civilizational center is reduced from 24.1 to 21.7 million people. This re-
duction is only partially compensated by the increase in population of the bar-
barian periphery and hinterland of the World System; as a result, the growth 
rate of total population of the World System falls from 0.043 to 0.01 % per 
year. The rates of technological growth of civilization are reduced from 0.076 
to 0.068 % per year. Since year 614 of our computer simulation the continuing 
growth of urban population in the territory unoccupied by barbarians ceases 
compensating the reduction of the urban population as a result of counterattack 
of the barbarian periphery, and the total number of urban population begins to 
decrease. Even earlier (since year 577 of the simulation) the World System ur-
banization index begins to decrease. 

Phase 5 (years 680–935 of the simulation). Slowdown of the expansion of 
the barbarian periphery.  

During this phase a system of feedbacks reducing the vigor of counterattack of 
barbarian periphery comes to the foreground.  

Growth 
of asabiyya of 

the civilizational 
center (Hb) 

+ 
 

 
 

Acceleration of the 
growth of military 

potential of the 
civilizational 
center (Mc) 

+  

Increase 
in the territory of 

barbarian periphery 
(Ab) =  

Reduction 
of the territory 

of civilization (Ac) 

– 
 
 
– 
 

 
 
 

Slowdown 
of the growth of 
military potential 

of barbarian 
periphery (Mb) 

 
 

+ 
 

 
 

+ 

Reduction in rates 
of borrowing 

of military 
technologies (Tmb) 

  
 + Reduction 

of asabiyya 
of ‘barbarians’ (Hb)

Fig. 11. The system of negative feedbacks, generating the slowdown 
of territorial expansion of the barbarian periphery during 
Phase 5 of the computer simulation 

Despite its slowdown, the continuing counterattack of the barbarian periphery 
throughout this phase is able to lead to very significant consequences. The area 
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of the territory controlled by the civilizational center is reduced almost twice. 
The population of the civilizational center falls from 21.73 to 15.97 million 
people. Until year 730 of the simulation this reduction is compensated in 
a lesser degree than earlier by the increase of population of the barbarian pe-
riphery and hinterland of the World System; therefore the growth rate in the 
World System total population reduces almost to zero. Later, the effect of 
the slowdown of expansion of the barbarian periphery begins to manifest it-
self, which against the background of continuing acceleration of growth rates 
of population of the barbarian periphery and hinterland leads to the renewal of 
the increase in growth rates of the total population of the World System (though 
it restarts growing very slow, showing the growth, say, only by 0.002 % be-
tween years 730 and 789 of our simulation, and even in 935 population growth 
rates of the World System remain extremely low, i.e., 0.027 % per year, while 
at the beginning of the first phase they were 0.37 % per year, i.e. they were ten 
times higher). Technological growth rates of civilization continue to decrease 
(from 0.068 to 0.05 % per year). The urban population declines from 403,000 
to 344,000 people (at the same time the effect of the decline of the vigor of the 
barbarian counterattack begins to manifest itself – the absolute rates of de-
crease in urban population reach maximum in years 817–838, and then begin 
to decline). The World System urbanization index falls from 0.0116 to 0.0095 
(though reduction rates of this indicator since year 865 of our simulation begin 
to decline too). 

Phase 6 (years 935–2885 of the simulation). Expansion of the barbarian 
periphery reaches its peak. Approximate balance of forces. Civilization launch-
es the counterattack. 

During this phase, the territory of the barbarian periphery as compared to the 
territory of the civilizational core changes rather slowly, no more than 
0.01 million km2 per year (reaching at the inflection point just 0.5 km2 per year 
in year 2047 of our simulation). At the first stage of this phase (years 
935–2047), the action of the negative feedback described in Fig. 10 produces 
its logical conclusion: military potentials of civilization and barbarian periphery 
become equal to each other, and expansion rates of the barbarian periphery de-
cline to zero. However, the rates of technological development (including the 
growth rates of military technologies) of civilization continue to outpace those 
for the barbarian periphery. As a result, the military potential of civilization 
begins to exceed that of the barbarian periphery, and the civilization begins its 
counterattack (with the level of 1.23 million km2) in year 2048 of our simula-
tion. At first it proceeds very slowly (only 1.5 km2 during the first year of 
the ‘counterattack’); but the beginning of civilization counterattack leads to the 
formation of a system of positive feedbacks (described in Fig. 8), giving more 
and more noticeable results every year, – growth of the civilization territory 
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leads to the increase in its population which leads to the growth of military po-
tential both directly and through acсeleration of technological growth rates; the 
growth of military potential of civilization leads to further increase in its popu-
lation, which leads to further acceleration of growth of its territory, etc. As 
a result, the territory of civilization grows from the level of 1.23 million km2 
in year 2048 to 2.94 million km2 by the end of this phase at increasing (but 
still, in general, rather slow) rates.  

The growth rates of the total population of the World System continue to in-
crease throughout all the 6th Phase, but by very slow rates, increasing from 0.027 
to 0.12 % per year, still remaining lower than the rates characteristic of the be-
ginning of Phase 1. The population of the civilizational center continues to fall 
until year 1438 of our simulation, declining from 15.97 to 12.73 million, and 
then its growth resumes, and, by the end of the phase, the civilization population 
reaches 38.5 million, considerably exceeding the level reached at Phases 1–3. 
The reduction of technological growth rate of civilization continues till year 
1439 of the simulation (declining from 0.05 to 0.04 % a year), and then this rate 
begins to grow rapidly, reaching the level of 0.12 % per year by 2885 (i.e., it 
considerably exceeds the level reached at Phases 1–3). The World System urban 
population continues to decline till year 1169 of the simulation (decreasing from 
344,000 to 320,000 people, then its growth is resumed, gradually accelerating, 
and, by the end of Phase 6, the urban population of the World System reaches 
2,340,000). The World System urbanization index continues to fall much long-
er – till year 1600 of our simulation, declining from 0.0095 to 0.0074; and then it 
begins to grow with gradual acceleration, reaching the level of 0.0206 by the end 
of Phase 6. 

Phase 7 (years 2885–3209 of the simulation). As a result of a vigorous 
counterattack civilization completely subordinates Zone 2, absorbing the whole 
barbarian periphery.  

During this phase, there is a rapid growth of all the modeled indicators of the 
level of development of the World System. By year 3065 of the computer simu-
lation the urban population of the World System reaches the level of 10 million, 
and the World System urbanization index exceeds 10 % in 3123. In reality at 
this level, civilization already have to contact with the extensive hinterland of 
the World System (which during our simulation managed to achieve rather high 
levels of population and technological development), whereas the World Sys-
tem hinterland would transform into the new barbarian periphery of civiliza-
tion, which, with certain values of parameters, could lead to a new counterat-
tack of the barbarian periphery at a higher level. However, it would lead to ad-
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ditional complication of the model from which we have decided to refrain at 
this stage.26 

It is interesting that correlation between technological development and ur-
banization of the World System generated by this model is surprisingly similar 
to what we have seen above (see Fig. 4) for the empirical estimates of the level 
of technological development of the World System, on the one hand, and the 
level of its urbanization, on the other (see Figs 12–14):  
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Fig. 12. Correlation between values of the World System technologi-
cal development index (T) and the World System urbaniza-
tion index generated by the model (u) 

                                                           
26 This model also does not describe the withdrawal of the World-System from the blow-up regime. 

In theory, in our case it might be possible, having described basic population dynamics by means 
of the following equations: dN/dt = r·dT/dt · (1–l); dN/dt  0,04; dl/dt = s·dT/dt · (1–l) (where l is 
a proportion of literate population, and r and s are constants), and basic urbanization dynamics – 
by means of the following equations: du/dt = v·dT/dt × (ulim – u) (where ulim is a maximum possi-
ble share of urban population, and v is a constant); justification of the equations of this type, see, 
e.g., in the following works: Korotayev 2006a; Korotayev, Malkov, and Khaltourina 2007; Koro-
tayev, Komarova, and Khaltourina 2007. However, we decided not to do it in order to avoid the 
excessive complication of the model especially since it does not include the description of with-
drawal of the World-System from the blow-up regime, and mathematical models with such a de-
scription have been already offered and published by us earlier (see e.g., Korotayev 2006; Koro-
tayev, Malkov, and Khaltourina 2007; Korotayev, Komarova, and Khaltourina 2007).  
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Fig. 13. Correlation between the empirical estimates of the index of 
the World System technological development (T) and the 
empirical estimates of the World System urbanization index 
(u) (3500 BCE – 1970 CE) 

In this figure, most part of the curve up to 430 BCE looks like a solid black 
spot. However, after ‘zooming’ in this spot, it is possible to see that the curve in 
this sector has a form that is surprisingly similar to the one of the whole graph – 
a sort of fractal effect (see Fig. 14): 
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Fig. 14. Correlation between the empirical index of the World System 
technological development (T) and the World System urba- 
nization index (u) (3500 BCE – 210 BCE) 

As we see, the shapes of all the three curves are amazingly similar: in the initial 
part of the figure even rather small technological growth is followed by very 
noticeable growth of urbanization of the World System. Then it is followed 
by a pronounced interval when further technological growth is accompanied by 
decrease of the urbanization level, which is changed by an interval where tech-
nological growth is accompanied by slow growth of urbanization which is fol-
lowed by a stretch where technological growth is accompanied by rapid growth 
of urbanization with a subsequent new interval of relative slowdown.  

It is worthy of note that formal indicators of correlation for model values of 
these two variables (R = 0.95, R2 = 0.903) are almost identical to those for cor-
relation calculated by us (see note to Fig. 4) for empirical values of these vari- 
ables. 
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Perhaps, it is not a pure coincidence, as this correlation both in our model 
and in reality in many respects was generated by similar mechanisms. Thus, 
the impact of the barbarian periphery on the central (‘civilized’) territories of 
the World System in the 1st millennium CE led to noticeable barbarization and 
de-urbanization of many of these zones as a result of which the World System 
urbanization index considerably decreased. At the same time, the rates of tech-
nological growth (both in our model and in reality) decreased, but technological 
growth did not stop completely since at that time new inventions and discover-
ies continued to be made (especially in those zones of the World System which 
underwent de-urbanization least of all). As a result, at that time the decrease 
in the level of urbanization was followed by some (albeit decelerated) growth of 
the level of its technological development, which caused an apparent negative 
correlation reducing general level of the general positive correlation between 
the variables in question.  

Note that, in our computer simulation, the final phases of conquest of the 
barbarian periphery by civilization are not deprived of some dramatism. The 
matter is that, not long before the end of the full conquest of the barbarian pe-
riphery by civilization, its asabiyyah falls to zero (‘dizziness with success’?) 
which leads to a fast and powerful counterattack of the barbarian periphery, 
burst of civilization asabiyyah and even more rapid final submission of the bar-
barian periphery (Fig. 15): 
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Fig. 15. Dynamics of the civilization territory before the final con-

quest of barbarian periphery (years 3170–3209 of our com-
puter simulation) 

In our opinion, quite a probable scenario of events is modeled here; however, 
fortunately, it does not appear to have been ever realized in real history of the 
World System (though the events of 9/11, perhaps, can serve here as a slightly 
resembling analogue).  
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*  *  * 
The numerical study of influence of parameter values on the dynamics of our 
model shows that the key parameters determining the length of phases are as 
follows: the coefficient of innovative activity (h in Eq. 8) defining the rates of 
technological growth; the coefficient of territorial expansion (a in Eq. 1); the 
coefficient of borrowing technologies of civilization by ‘barbarians’ (k in 
Eq. 17) and in particular military technologies (n in Eq. 19); the coefficient of 
dynamics of asabiyyah (e in Eqs 4 and 5), and also the relationship between the 
coefficient of military participation of barbarians (b) and civilization (c).  

Small reduction of the value of coefficient h with respect to the value men-
tioned in the note to Figs 6–8 leads to some reduction of duration of phases 1–3 
and significant increase in duration of other phases, but first of all of Phase 6 
(‘relative equilibrium of forces’); with reduction in coefficient of technological 
development (h) the rates of historical development are slowing down (see 
Fig. 16). 
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a) h = 0.0000315 b) h = 0.0000310 

Fig. 16. Dynamics of the territory of the World System civilizational 
center generated by model (millions km2) with a small de-
crease in the coefficient of technological growth (h) 

Small reduction of the coefficient of territorial expansion (a, Fig. 17), or small 
increase in values of the coefficient of asabiyyah dynamics (e, Fig. 18), coeffi-
cient of borrowing of civilization technologies by ‘barbarians’ (k, Fig. 19) and, 
in particular, military technologies (n, Fig. 20), and also small increase in gap 
between the coefficients of military participation of population of the barbarian 
periphery and civilizational core (b/c, Fig. 21), small reduction of initial values 
of the level of technological development of civilization (Tc0, Fig. 22), its terri-
tories and asabiyyah, and also small increase in the initial values of the level of 
technological development, territory, and asabiyyah of the barbarian periphery 
produce similar results. 
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Fig. 17. Dynamics of the territory of the World System civilizational 
center generated by model (millions km2) with a small de-
crease in the coefficient of the territorial expansion (a) 
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Fig. 18. Dynamics of the territory of the World System civilizational 
center generated by the model (in millions km2) with a small 
increase in the coefficient of asabiyyah dynamics (e) 
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a) k = 0.000504  b) k = 0.000517  

Fig. 19. Dynamics of the territory of the World System civilizational 
center generated by the model (in millions km2) with a small 
increase in the value of overall coefficient of the borrowing 
of civilization technologies by ‘barbarians’ (k) 
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a) n = 0.000504  b) n = 0.000525  

Fig. 20. Dynamics of the territory of the World System civilizational 
center of generated by the model (in millions km2) with 
a small increase in the value of the coefficient of borrowing 
of civilization military technologies by ‘barbarians’ (n) 
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a) с = 0.05; b = 0.2000  b) с = 0.05; b = 0.2027  

Fig. 21. Dynamics of the territory of the World System civilizational 
center generated by the model (in millions km2) with a small 
increase in the gap between the military participation ratio 
of barbarian periphery and civilizational core (b/c) 
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a) Tc0 = 10 b) Tc0 = 9.9  

Fig. 22. Dynamics of the territory of the World System civilizational 
center generated by the model (in millions km2) with a small 
reduction of initial value of the level of civilization technolo- 
gical development (Tc0) 
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The above described small changes of parameters and initial conditions of the 
model lead to the reduction of sizes of territory to which control of civilization 
extends during the first wave of its expansion (Phases 1–2.5), and also to in-
crease in duration and intensity of counterattack of the barbarian periphery 
(Phases 2,5–5,5). As a result, the zone remaining under control of civilization 
at the maximum of barbarian counter-expansion is reduced. The further change 
of parameters and initial conditions in this direction leads to significant chan- 
ges of the overall picture of dynamics and implementation of a significantly 
different scenario. If (as a result of the barbarian expansion) the civilization 
zone is reduced to the level below 1 million km2, it means that in the respective 
model simulation the barbarian periphery manages to conquer a part of the nu-
clear civilization zone (Zone 1) with an especially high natural productivity. As 
one can see in the model simulation, this leads to a very pronounced strength-
ening of barbarians (even at the phase when their counterattack approaches its 
exhaustion) and to a very serious weakening of civilization. In our simulations, 
the civilization could only launch a counterattack if barbarians managed to take 
no more than 1–2 % of Zone 1. Otherwise sharp strengthening of barbarians 
together with sharp weakening of civilization leads to a new acceleration of 
barbarian expansion and rapid final conquest of civilization by barbarians. 
Thus, a new phase is added (Phase 6’ – the phase of the new acceleration of 
barbarian expansion and final conquest of the civilization by barbarians), and 
Phases 6.5–7 disappear. 

Further reduction of the coefficient of territorial expansion (a) reduces the 
size of the territory which is under control of civilization at the peak of its terri-
torial expansion, but at the same time postpones ‘barbarian occupation’, pro-
longing the life of civilization (see Fig. 23).  
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Fig. 23. Dynamics of the territory of the World System civilizational 
center generated by the model (in million km2) at considera-
ble decrease in the coefficient of territorial expansion (a) 
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On the other hand, further reduction of the coefficient of innovative activity (h) 
or increase in the values of the coefficient of asabiyyah dynamics (e), the coef-
ficient of borrowing technologies of civilization by ‘barbarians’ (k) (and, in 
particular, military technologies (n)), as well as further increases in the gap 
between coefficients of military participation of population of the barbarian 
periphery and civilizational core (b/c), further reduction of the initial values of 
the level of technological development of civilization (Tc0, Fig. 22), its territory 
and asabiyyah, and also further increase in initial values of the level of techno-
logical development, territory, and asabiyyah of the barbarian periphery lead to 
reduction of the ‘life of civilization’, to its more rapid conquest by barbarians 
(Figs 24–30):  
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Fig. 24. Dynamics of the territory of the World System civilization cen-
ter generated by the model (in millions km2) with a considera-
ble decrease in the coefficient of technological growth (h) 
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Fig. 25. Dynamics of the territory of the World System civilization 
center generated by the model (in millions km2) with a sig-
nificant increase in the coefficient of asabiyyah dynamics (e) 
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Fig. 26. Dynamics of the territory of the World System civilization 
center generated by the model (in millions km2) with a sig-
nificant increase in the value of general coefficient of bor-
rowing of civilization technologies (k) by ‘barbarians’ 
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Fig. 27. Dynamics of the territory of the World System civilization 
center generated by the model (in millions km2) with a sig-
nificant increase in the value of coefficient of borrowing of 
military technologies of civilization by ‘barbarians’ (n)  
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Fig. 28. Dynamics of the territory of the World System civilization 
center generated by the model (in millions km2) with a sig-
nificant increase in the gap between military participation 
ratios of the population of barbarian periphery and civiliza-
tional core (b/c) 
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Fig. 29. Dynamics of the territory of the World System civilization 
center (in millions km2) generated by the model with a con-
siderable reduction of the initial value of the level of techno-
logical development of civilization (Tc0)  

It is obvious that with such values of parameters the model describes quite 
a real scenario. Indeed, with a certain set of parameters the expansion of civili-
zation could create such a powerful barbarian periphery that its counterattack 
could be able to destroy this civilization (the classic example here is the con-
quest by barbarians of Rome, expansion of which in many respects gave bar-
barians that very strength which eventually helped them to break down their 
formidable opponent [see, e.g., Turchin 2005]).  

Beyond a certain limit we get a scenario of more and more rapid conquest 
of civilization by barbarians already without a phase of the initial civilizational 
expansion (see Fig. 30).27 

                                                           
27 We should also note that the change of parameters of the model in this direction is after all mean-

ingful only to a certain degree. Say, the coefficient of military participation of barbarians (b), 
cannot by definition exceed 1.0, but even 1.0 describes an unrealistic scenario because the entire 
population of any society (including, as we know, newborn babies and very old men and women) 
cannot actually take part in combat. Similar restrictions also exist for all other parameters and in-
itial conditions of the model.  
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a) с = 0.01; b = 0.4  b) Hb0 = 2  

Fig. 30. Dynamics of the territory of the World System civilization 
center generated by the model (in millions km2) with a large 
gap in coefficients of military participation and very high ini-
tial value of ‘barbarians’ asabiyyah  

In this case we have already a rather banal scenario of the final conquest of 
civilization by barbarians whose military superiority has already been deter-
mined by initial parameters and initial conditions, while civilization (with the 
same parameters and initial conditions) has no chance to effectively resist the bar- 
barian expansion.28 

In case of little change of parameters and initial conditions in the opposite 
direction29 (in relation to the parameters and initial conditions described in the 
note to Figs 5–7) we will see in our computer simulations some increase in du-

                                                           
28 At the same time, say, if the conquest of civilization by ‘barbarians’ within the model is brought 

about by assigning to ‘barbarians’ a higher initial value of asabiyya (H), it can already be inter-
preted within Ibn Khaldun's tradition (see, e.g., Ibn Khaldun 1958, 2004; Batsieva 1965; Ig-
natenko 1980; Alekseev and Khaltourina 2004; Turchin 2003, 2007; Korotayev and Khaltourina 
2006; Korotayev 2006e, 2007c, 2007d; Inan 1933; Mahdi 1937) as the conquest of a low-
assabiyyah civilization by high-asabiyyah barbarians, which does not ‘end the history’, but be-
gins its new round, a new ‘Khaldunian’ dynastic cycle, but this will be quite a different model.  

29 That is with a small increase of the coefficient of technological growth (h) and the coefficient of 
territorial expansion (a), or with a small reduction of the values of the coefficient of asabiyyah 
dynamics (e), the coefficient of borrowing of civilization technologies by ‘barbarians’ (k) and, 
in particular, military technologies (n), and also with a small decrease of the gap between mili-
tary participation ratios of the barbarian periphery and civilizational core (b/c), with a small in-
crease in the initial values of the level of technological development of civilization (Tc0, 
Fig. 22), its territory and asabiyyah, and also with a small reduction of the initial values of the 
level of technological development, territory and asabiyyah of the barbarian periphery.  
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ration of phases of the initial expansion of civilization, the territory occupied by 
it during expansion (as well as the territory retained by it at the peak of ‘barbar-
ian’ counterattack), and reduction of duration of all subsequent phases, and in 
particular Phase 6 (‘relative balance of forces’) (Figs 31–37): 
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Fig. 31. Dynamics of the territory of the World System civilization 
center generated by the model (in millions km2) with 
a small increase in coefficient of technological growth (h) 
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Fig. 32. Dynamics of the area of the territory of the World System 
civilization center generated by the model (in millions km2) 
with a small increase in the coefficient of territorial expan-
sion (a) 
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Fig. 33. Dynamics of the territory of the World System civilization 
center generated by the model (in millions km2) with a small 
reduction of the coefficient of asabiyyah dynamics (e) 
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Fig. 34. Dynamics of the territory of the World System civilization 
center generated by the model (in millions km2) with a small 
reduction of the value of the general coefficient of borrowing 
of civilization technologies by ‘barbarians’ (k) 
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Fig. 35. Dynamics of the territory of the World System civilization cen-
ter generated by the model (in millions km2) with a small re-
duction of the value of the coefficient of the borrowing of mi- 
litary technologies of civilization by ‘barbarians’ (n) 
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Fig. 36. Dynamics of the territory of the World System civilization cen-
ter generated by the model (in millions km2) with a small re-
duction of gap between military participation ratios of barbari-
an periphery and civilizational core (b/c) 
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Fig. 37. Dynamics of the territory of the World System civilization 
center generated by the model (in millions km2) with a small 
increase in the initial value of the level of technological de-
velopment of civilization (Tc0) 
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In case of further changes of  parameters in this direction (and, in particular, 
with their combined changing) one can observe a further increase in duration 
of phases of the initial expansion of civilization, the area of the territory occu-
pied by it during the first expansion phases (as well as the territory kept by it 
at the peak of ‘barbarian’ counterattack), and reduction of duration of all sub-
sequent phases, and in particular Phase 6 (‘relative balance of forces’). Gradu-
ally duration of phases 3–6 reduces to zero, and they disappear, whereas phas-
es 1–2 eventually merge with phase 7. As a result, we have only phase 1, and 
further change of parameters in this direction leads only to reduction of the 
period of time which is required for civilization to conquer its barbarian pe-
riphery (Figs 38–41):  
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Fig. 38. Dynamics of the territory of the World System civilization cen-
ter generated by the model (in millions km2) with a significant 
increase in the coefficient of technological growth (h) 
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a) e = 0.0475 b) e = 0.0450 

0

2

4

6

8

10

12

14

16

18

20

0 100 200 300 400 500 600

0

2

4

6

8

10

12

14

16

18

20

0 50 100 150 200 250

 
c) e = 0.0400 d) e = 0.0100 

Fig. 39. Dynamics of the territory e of the World System civilization 
center generated by the model (in millions km2) with a consi- 
derable reduction of the coefficient of asabiyyah dynamics (e) 
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Fig. 40. Dynamics of the territory of the World System civilization 
center generated by the model (in millions km2) with a large 
increase in the initial value of the level of technological de-
velopment of civilization (Tc0) 
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Fig. 41. Dynamics of the territory of the World System civilization 
center generated by the model (in millions km2) with a sim-
ultaneous considerable reduction of the coefficient of asa-
biyyah dynamics (e) and a large increase in the initial value 
of the level of technological development of civilization (Tc0) 

Let us note that in all cases we deal with quite real scenarios of interaction be-
tween civilizational center and barbarian periphery. In fact if a technologically 
highly developed (and, in addition, rapidly developing) civilization came in 
contact with such a  periphery which was extremely undeveloped technologi-
cally and incapable of borrowing technologies of civilization rather quickly, it 
led to the accelerated conquest by civilization of its periphery that was incapa-
ble to produce any effective resistance to advancing civilization (the British 
colonization of Australia presents a rather salient example of such a scenario). 

Thus, depending on the given parameters and initial conditions the offered 
model can describe mathematically seven significantly different scenarios of the 
interaction between civilizational center and barbarian periphery (see Table 2): 
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Table 2. Scenarios of interaction between civilization center and bar-
barian periphery described by the model depending on the 
given parameters and initial conditions 

Description of scenario Values of parameters and initial conditions 
1. Accelerated conquest of the barbarian 
periphery by civilization  

Very high values of coefficients of techno-
logical growth (h), territorial expansion (a), 
very low values of coefficients of dynamics 
of asabiyyah (e), borrowing of civilization 
technologies by ‘barbarians’ (k) and, in par-
ticular, military technologies (n), very small 
gap between coefficients of military partici-
pation of population of the barbarian periph-
ery and civilizational core (b/c), very high 
initial values of the level of technological 
development of civilization (Tc0), its territo-
ry (Ac0) and asabiyyah (Hc0); very low initial 
values of the level of technological devel-
opment (Tb0), territory (Ab0) and asabiyyah 
(Hb0) of the barbarian periphery

2. The phase of the accelerated expansion 
of civilization is followed by the phase of 
its slowdown caused by more and more 
effective counteraction of ‘barbarians’ 
who, nevertheless, are not able to mount 
a counterattack  

↓ 
↓ 
↓ 
↓ 
↓ 
↓ 
↓ 
↓ 
↓ 
↓ 
↓ 
↓ 
↓ 
↓ 
↓ 
↓ 
↓ 
↓ 
↓ 
↓ 
↓ 
↓ 
↓ 
↓ 
↓ 
↓ 
↓ 
↓ 

3. The phase of accelerated and deep ex-
pansion of civilization and phase of its 
slow-down is followed by rather short-
term and shallow counterattack of ‘bar-
barians’ which is succeeded by the phase 
of final submission of barbarian periphery 
4. The phase of still accelerating but less 
deep expansion of civilization and the 
phase of its slowdown is followed 
by the phase of a long and deep offensive 
of ‘barbarians’ which is succeeded by 
a long phase of relative balance of forces 
which is followed by the phase of final 
submission of the barbarian periphery by 
civilization 
5. The phase of less and less accelerating 
and deep expansion of civilization and 
the phase of its slow-down is followed 
by the phase of the long and deep offen-
sive of ‘barbarians’ which is gradually 
slowed down by more and more effective 
counteraction of civilization which, 
nevertheless, is not able to prevent its 
complete conquest by barbarians 
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Description of scenario Values of parameters and initial conditions 
6. The phase of rather shallow slowing 
down expansion of civilization is followed 
by the phase of accelerated advance of 
‘barbarians’ which results in the conquest 
of civilization by the ‘barbarians’ 

 

7. As a result of a rapid, increasingly 
accelerating offensive, the barbarians 
conquer civilization  

Very low values of the coefficient of techno-
logical growth (h) and the coefficient of the 
territorial expansion (a); very high values 
of the coefficient of dynamics of asabiy- 
yah (e), the coefficient of borrowing of civi-
lization technologies (k) by ‘barbarians’ and, 
in particular, military technologies (n); 
a wide gap between military participation 
ratios of the barbarian periphery and civili-
zational core (b/c); very low initial values 
of the level of technological development of 
civilization (Tc0), its territory (Ac0) and asa-
biyyah (Hc0); very high initial values 
of the level of technological development 
(Tb0), territory (Ab0) and asabiyyah (Hb0) 
of the barbarian periphery 

Thus, the scenario displayed above in Figs 5–7 and most precisely describing 
the influence of interaction between the civilization center and barbarian pe-
riphery on the World System development is intermediate among the above-
described scenarios. One can suppose that this is not a coincidence. In fact, 
there are some grounds to maintain that this interaction could have the histor-
ically attested impact only with intermediate values of parameters. Barbari- 
ans could not confront effectively the expansion of civilizational and launch 
a massive counterattack with very low values of coefficients e, k, n and b, i.e., 
if their collective solidarity were not sufficiently amplified under the influ-
ence of pressure of civilization, if they had not been able to adopt vitally im-
portant technologies of civilization (including military ones) quickly enough, 
if they had not have a much higher military participation ratio. On the other 
hand, a too high value of these parameters would not have made the expan-
sion of civilization of the World System possible, or would have even led (at 
especially high values of these parameters) to rapid conquest of civilization 
by barbarians before the civilization expansion could start. One can say the 
same about the values of all the other significant parameters of the model, 
and also about the values of the initial conditions (e.g., if at the time of clash 
of civilization with the barbarian periphery the relative level of its technolo- 
gical development had been too low, it would not have been able to begin 
expansion at all, and with an extremely high value it would have rapidly sub-
ordinated the periphery that would be incapable of offering any effective re-
sistance).  
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On the other hand, we can easily see that practically all the scenarios de-
scribed above were observed in the history of the World System at the level of 
some specific civilization zones and their peripheries. In many respects this is 
precisely why the total dynamics of the World System appears to be the closest 
to the intermediate scenario of the model.  

Of course, in our case the fit of theoretical curve with empirical estimates 
is still far from being ideal – which is not surprising since nobody would claim 
that the interaction between civilization core of the World System and its bar-
barian periphery was the only factor that defined the characteristic form of the 
curve of world urbanization dynamics.  

What is really surprising for us, is the fact that the offered model after all 
appeared capable to describe the general form of this dynamics so precisely 
(though, of course, imperfectly). Hence, this suggests that the interaction be-
tween the civilization core of the World System and its barbarian periphery was 
really an important factor making a notable contribution (until very recently) to 
giving the peculiar form to the curve of the world urbanization dynamics. 

The proposed model suggests that in the history of the World System de-
velopment the important component of World System phase transitions А1 and 
А2 could be not only the movement of its core to a new level of complexity, but 
also the formation of barbarian periphery of an essentially new type capable to 
offer much more effective resistance to civilization expansion and to mount 
successful counterattacks that apparently could make a noticeable contribution 
to the formation of the ‘attractor effect’ during periods В1 and В2.  

There are also some more points that seem to be capable to explain why 
this model which takes into account only one factor of the World System dy-
namics (and not always the most important one), was able to generate the curve 
so well describing empirically observed historical macrodynamics. The fact is 
that this model, most likely, describes general development logic of the World 
System within which the hyperbolic growth of its civilizational core creates 
powerful forces restricting this growth at certain phases of the World System 
development (or, to be more exact, moving the World System to a new, lower, 
hyperbolic trajectory) (see, e.g., Korotayev 2006d, 2007; Korotayev, Malkov, 
and Khaltourina 2007; Grinin and Korotayev 2009b).  

For example, one of such factors (which influenced dynamics of the World 
System in Phase В2 probably, not lesser, if even not greater than the effect of 
interaction between civilization center and barbarian periphery) was earlier 
described by us as follows: 

The growth of the World System population by the end of the 1st millen-
nium BCE up to 9-digit numbers produced a breeding ground that led to 
an almost inevitable appearance of a new generation of more lethal and 
epidemically destructive pathogens that could not reproduce themselves 
in smaller populations (Diamond 1999: 202–205; McNeill 1993; Koro-
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tayev, Malkov, and Khaltourina 2005: 105–113; 2006a), whereas the 
level of health care technologies achieved by the World System by the 
beginning of the 1st millennium CE turned out to be totally inadequate 
for the radically increased level of pathogen threat. Thus, the Antonine 
and Justinian's pandemics led to global depopulations of the 2nd and 
6th centuries, contributing in a very significant way to the slowdown of 
the World System demographic growth in the 1st millennium CE. Note 
that due to this, since the early 1st millennium CE the role of health care 
technologies as a determinant of the carrying capacity of the Earth dra-
matically increases, which at least partly accounts for the change 
of the hyperbolic growth regime’ (Korotayev, Malkov, and Khaltourina 
2006b: 159; 2007: 206). 

It is very important that the logic of action of this factor is extremely similar to 
the logic of action of the factor analyzed in this article. In the both cases, the 
hyperbolic growth of civilization creates powerful forces that block this growth. 
On the other hand, the pressure of the barbarian periphery was able to stimu- 
late the growth of military potential of civilization, whereas pathogenic attacks 
on the World System eventually stimulated development of health care tech-
nologies which allowed the World System to repulse these attacks more suc-
cessfully and renew its hyperbolic growth.30 

The logic of this factor is similar to the logic of another factor (which, ap-
parently, had an even greater influence on the World System dynamics World 
System in phase В1,than the effect of interaction between the civilizational cen-
ter and barbarian periphery) – the factor of environmental degradation under 
the influence of the hyperbolic growth of civilization. This factor is most evi-
dent in the history of ancient Mesopotamia (whose curve of urbanization dy-
namics in the 4th – early 2nd millennia BCE defined the general shape of the 
World System urbanization dynamics curve to a very considerable extent). As 
is well known, the explosive growth of civilization in this region led to cata-
strophic soil salination in its most developed zone, in Lower Mesopotamia, 
which, in turn, led to decrease in rates of demographic and urbanization growth 
here up to negative values in the middle of the 3rd millennium. On the other 
hand, environmental degradation stimulated the technological growth here 
which in the 1st millennium CE led to the restoration of the carrying capacity 
values here up to the levels of the beginning of the 3rd millennium BCE, and 
then to its noticeable expansion (Dyakonov 1983: 272, 330; Chubarov 1991; 
Roberts 1998: 175).  

                                                           
30 It appears appropriate to recollect at this point that this growth continued up to the early 1970s 

when the World-System started to withdraw from the hyperbolic growth regime (i.e., the blow-
up regime) due to force created by its hyperbolic growth, but these were forces of another kind 
(Korotayev, Malkov, and Khaltourina 2006a, 2006b, 2007).  
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These facts explain to some extent a paradox that can be noticed above in 
Figs 1–2, 5–7, and 12–14. The point is that in order that the interaction of civi-
lization center and barbarian periphery could produce an effect that is similar to 
the one that is actually observed, the territory under the control of civilization 
should be decreased manifold and remain at an extremely low level for a very 
long period of time, which apparently did not happen in reality. Apparently, 
what was not ‘consumed’ by ‘barbarians’ at ‘sinks’ in Figs. 1–2 corresponding 
to the phases В1 и В2 was mostly ‘eaten away’ additionally by pathogenic at-
tacks and environmental degradation.  

Finally, let us dwell upon some other factors that seem to be relevant for 
modeling of the long-term dynamics of the World System. One of these factors 
was described by us earlier as follows: 

Some hint here seems to be suggested by mathematical models (0.11)-
(0.13)-(0.12) and (0.13)-(0.14)31 described in the Introduction. Accord-
ing to these models any long-term decrease of per capita surplus (S) 
must lead to the decrease of population growth rates and, hence, the 
slow-down of technological growth. In the meantime, by the end of 
the Axial Age we seem to observe a World System trend towards the de-
cline of precisely this indicator. This was connected not with decline of 
production, but rather with the growth of m, the per capita product that 
is necessary for the population reproduction with zero growth rate, the 
‘minimum necessary product’ (MNP). In the 1st millennium BCE 
the rapid population growth sustained the hyperbolic growth of the 
complexity of sociopolitical infrastructures (on the other hand, of course, 
the hyperbolic population growth was also sustained by a hyperbolic 
growth of sociopolitical complexity – once more we are dealing here 
with the positive feedback phenomenon). However, the radical increase 
in sociopolitical complexity meant a radical increase in the MNP, as the 
substantial expenses necessary for the normal functioning of these socio- 
political infrastructures should be regarded, in this context, as a part of 
the minimum necessary product (rather than as surplus). Indeed, by the 
end of the 1st millennium BCE the World System population reached 
9-digit numbers; even a simple reproduction (at zero growth rate) of so 
huge a population required maintenance of normal functioning of all 
those infrastructures (transportation, judicial, administrative and other 
such subsystems). Within such a context, if the product produced this 
year by a peasant is only sufficient to secure the survival of himself and 
his household, but not sufficient to pay any taxes, it is impossible to say 
that this peasant has produced this year the minimum necessary pro- 
duct. In fact, what he has produced this year is smaller than the MNP. 
Indeed, as the experience of post-Axial centuries showed on numerous 
occasions, in supercomplex agrarian societies the decrease of per capita 

                                                           
31 These numbers refer to equations presented in the Introduction (Korotayev, Malkov, and Khalto-

urina 2006b).  
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production (usually as a result of relative overpopulation) down to a lev-
el that did not allow the population to pay taxes led to the disintegration 
of sociopolitical infrastructures and demographic collapse (see Koro- 
tayev, Malkov, and Khaltourina 2006b: Chapters 1–432). There are 
grounds to maintain that the rapid growth of the MNP in the 1st millen-
nium BCE exceeded the growth of the equilibrium per capita production, 
which resulted in the long-term decrease of real S, and, hence, the de-
crease of the World System population growth rates. On the other hand, 
it led to the decrease of sociopolitical system stability, and, hence, to the 
increase in the importance of the role of cyclical and chaotic components 
of the macrohistorical dynamics in comparison with the trend compo- 
nent (Ibid.: 159–160; 2007: 206–207). 

Obviously, in this case we also deal with a force that was created by the hy-
perbolic growth of the World System and that blocked for some time the fur- 
ther hyperbolic growth of the World System.  

In conclusion, we would like to make a few additional comments. We are 
well aware of the fact that many assumptions of our model simplify (sometimes 
even over-simplify) the situation observed in historical reality. It is worth poin- 
ting out some of such assumptions and points which should be developed, sys-
tematized and considered in future generations of models of interaction between 
civilization center and barbarian periphery. 

First of all, one should note that one of the strongest simplifications of the 
model was that the World System consisted of only one civilization and only 
one barbarian periphery (though in history we naturally deal with a number of 
civilizations and barbarian peripheries surrounding them). Taking into conside- 
ration the multiplicity of civilizations may become one of the leading directions 
of further development of our model. It could also be possible to present some 
typology of both civilizations, and barbarian peripheries and to use this typolo-
gy for explanation of characteristic features of the World System dynamics 
both within basins of attraction, and during phase transitions. 

For example, it would be worth dividing barbarian periphery into two types. 
The first one is represented by barbarians-agriculturalists; the second one is by 
barbarians-herders (nomads). This point is important with respect to the level of 
the world urbanization, because nomadic population constituted a rather small 
fraction of the global population, whereas barbarians-farmers could constitute 
a substantially higher percentage (e.g., according to some estimates, the popula-
tion of Gaul before the Roman conquest was between 5 and 10 million [see, e.g., 
Braudel 1995: 61–62]). Note that the transition of nomads, semi-nomads and 
extensive farmers to settled intensive agriculture appears to have greatly in- 
fluenced the population dynamics of the World System. Apparently, period В1 is 

                                                           
32 See also, e.g., Nefedov 2001, 2002a, 2002b, 2003, 2004, 2005, 2007, 2013; Turchin 2003: 121–127; 

Turchin and Nefedov 2009.  
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characteristic of such transition (in particular, in India among Indo-Aryans, 
in Iran, among the Dorians in Greece, in a number of other areas of Europe, 
etc.). In other words, transformations of barbarian periphery could significantly 
change proportions in the world population and its urbanization due to population 
growth of the barbarian periphery (which is considered only partially in the pre-
sent version of the model). 

At the initial stage (the first two thirds of the 1st millennium CE), period В2 
was connected with absorption by the civilization center of the huge number of 
barbarians who intruded in its territory. However, it appears necessary to take 
here into account the difference between complex agrarian societies of B1 period 
and supercomplex agrarian systems of В2 period in respect of the economic role 
of cities.  

In typology of civilization centers it appears important to distinguish be-
tween irrigation and non-irrigation civilizations. It is very important due to signi- 
ficant differences in the processes of their urbanization. In particular, three func-
tions of cities in the regions of river civilizations were more developed than in 
other places: economic, redistributive and sacral. And that fact made the cities 
actually a part of agrarian technology within civilization whereas cities could not 
act as such an integral element elsewhere. Moreover, the politically centralizing 
role of the cities in irrigation civilizations was also higher, and non-irrigation ag-
ricultural civilizations had more opportunities to remain decentralized without 
great losses for efficiency of functioning of their economy. As a result, the elite of 
irrigation civilizations was to a greater extent urban, and the elite of non-irrigation 
civilizations might be rural to a greater extent (e.g., in the medieval Islamic Mid-
dle East the elite was generally urban, and in medieval Europe it was rural to 
a greater degree). Thus, the character of civilizations and barbarian periphery at 
different stages might influence the level of urbanization. 

Distinguishing types of civilizations and barbarian peripheries could help 
us to achieve a significant clarification of typical reasons and variants of mili-
tary rivalry between civilizations and barbarians. In particular, it is possible to 
preliminarily outline the reasons which forced civilizations and states to make 
the expansion to the barbarian periphery (the reasons of attacks of barbarians 
against civilizations will be discussed later):  

1) Attempts to eliminate dangerous centers of constant concern and at-
tacks. It was one of the main reasons of Chinese campaigns against Xiongnu, 
Russian campaigns against Cumans, etc. 

2) Attempts to bring back territories occupied by barbarians. 
3) Campaigns to seize slaves and booty (were characteristic of a number of 

African states). This type of campaigns includes the attacks for the purpose 
of getting tribute and necessary goods, strategic raw materials, etc. For exam-
ple, the expansion of Russians to the North and Siberia was largely determined 
by their need for furs. 
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4) Campaigns with hegemonic purposes – ‘in pursuit of power’. It was an 
important reason for which the Persian king Darius I tried to conquer Scythians.  

5) Campaigns and conquests with some strategic aim (improvement of the 
situation, acquirement of favorable and convenient means of communication, 
elimination of potential danger, etc.). Among such cases one can mention con-
quests of Gaul and Dacia by Romans which were triggered by a special politi-
cal situation, the involvement of these people into complex political game, at-
tempts of their threat to Romans or their allies, etc. In particular, a cause for 
Caesar's campaign to Gaul, as we know, was that the Sequani, which suffered 
defeat from the Aedui, called Germans (Suevi and others) for help in campaign 
led by Ariovist who not only successfully defeated the Aedui, but also began to 
enslave the Sequani. These events served as an important pretext for Romans 
to interfere in affairs of the Gauls (see: Caesar. The Gallic War I: 31–39). Con-
quests which were made under such circumstances were also very characteristic 
of Europeans of the Modern Period.  

6) Seizure of agricultural lands. One of examples are Charlenmagne's 
campaigns against the German and other barbarians, another one is the expan-
sion of the German knights to the Baltic States (a motive to seize lands for agri-
cultural purposes was especially salient in this case). One can add the expan-
sion of Carthage to Corsica, Sardinia and to Spain. It appears appropriate to 
notice in all these cases we deal with the expansion to the territories occupied 
by agriculturalists. And therefore it is very important to take into account (as 
this is done in our model) that the territory of the barbarian periphery was di-
vided, at least, into two types: 

• the territory more economically attractive to the civilization; 
• the territory less economically attractive.  
It is obvious that expansion to the second type of territories was not im-

portant for civilization in itself (this only became important when this periphery 
disturbed it). Not without reason China could refrain from such expansion for 
a long time. 

On the other hand, the systematic transition to intensive non-irrigation ag-
riculture (that was observed just in the 1st millennium BCE) might fully 
strengthen such expansion in its different types (for example, such was the case 
with Greek colonization which can be considered as one of the types of non-
military or partly military expansion). In general, if the expansion of civiliza-
tion to the barbarian periphery was in any way successful and prolonged, then 
as a rule it led to assimilation of barbarians.33 One should note that in future 
models it would be worthwhile introducing mathematical description of pro-
cesses of barbarians' assimilation in a more explicit way.  

                                                           
33 However, civilization could not assimilate those barbarians who lived in marginal (unsuitable or 

almost unsuitable for agriculture) zones.  
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Probably, expansion of civilization to the periphery was not vital for a num- 
ber of civilizations and played a subordinate role for them. However, such ex-
pansion was very important for the World System as a whole, which is shown 
in our model.  

One should also define different types of expansion of civilization to the 
barbarian periphery. For example, it is possible to speak about assimilating ex-
pansion which might happen without essential resistance of the peripheral peo-
ples. On the other hand, the more lands the civilization was bringing into its 
economic turnover, the more often it faced a more resistent and intractable (and 
at the same time less and less attractive economically) barbarian periphery.  

Probably, in future models it would make sense to include mathematical 
description of the expansion of some barbarians to the territory of others. If the 
lands of nomads are often economically unattractive for civilizations, they are 
almost always economically attractive to other nomads. But nomads can also 
attack barbarians-farmers (as it happened with the Huns who attacked the 
Goths). And such kind of expansion quite often causes great changes by 
the ‘domino’ principle leading to general expansion of barbarians against the 
civilization center.  

We have already mentioned above that the issue whether barbarians need 
or need not centralization for their successful expansion against the civilization 
has no unambiguous solution.  

Successful wars and especially conquests of neighboring states by barbari-
ans were quite often connected with successful centralization of barbarians (at 
least temporary) around some leader. It is relevant for the Xiongnu, the Mon-
gols, the German tribes, the Huns, and many others. Sometimes as a result of 
these perturbations the center strengthened and a large chiefdom emerged. 
However, if this centripetal movement was insufficiently steady to become 
permanent, the life cycle of a new large polity was short. Such fragile for-
mations as the Slavic Samo‘state’ (Lozny 1995: 86–87), the Germanic tribal 
unions of Maroboduus (among the Markomanni), Ariovistus (among the Sue-
vi), Arminius (among the Cherusci), Claudius Civilis (among the Batavians) 
(Neusykhin 1968: 601–602; Oosten 1996); the Hunnish ‘empire’ of Attila 
(Korsunsky and Günther 1984: 105–116); the Getae and Dacians union led by 
the ‘king’ Burebista (Fedorov and Polevoy 1984) and others usually disinte-
grated after the death of the charismatic leader (and sometimes during his life 
as it happened to Maroboduus). Sometimes one could observe the decline of 
the supreme power in analogues even before the death of such a leader, espe-
cially if there was a strong and self-willed elite. 

While considering the interaction between barbarians and civilization one 
should take into account the ambiguity of the solution of the issue of military 
and technological superiority of the latter over the former. Anyway, such a su-
periority was not always sufficient as barbarians could compensate it by sud-
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denness or other advantages. Before the wide diffusion of iron, civilizations 
having expensive and highly technological weapons (e.g., bronze arms) could 
not always successfully resist barbarians either, especially if civilizations were 
internally weakened.  

It is also worth mentioning the features of barbarian political formations in 
comparison with the states of civilization zone.  

Of particular interest are barbarian analogues of the early state where the 
political organism did not have rigidly fixed territory, more precisely, where 
socio-political organism can change its territory rather easily. Of course, it is 
much less characteristic for the states where the state control over a certain ter-
ritory is almost obligatory. The states seldom change the core of their territo-
ry.34 No matter how the borders of states change, the core usually remains the 
same, whereas barbarians, for example the Hungarians or the Goths (Shchukin 
2005, etc.), were able to move thousands of kilometers ‘in search for their 
home’. In some cases, an important cause for such migrations was constituted 
by population pressure. ‘A sharp increase in population density in settled agri-
cultural societies is well known, compared to the epoch of hunter-gatherers. It 
increased almost a hundredfold’ (Masson 1976: 102–104, 189; 1980: 182–183). 
The importance of demographic growth in increasing role of wars in the rela-
tions between societies is great. And wars can also lead to the development of 
new political forms (e.g., Grinin andKorotayev 2012; Turchin 2015). Not with-
out a reason Robert Carneiro constantly emphasizes that increased population 
pressure can lead to wars and conquests, therefore state organization emerges in 
certain cases and under certain circumstances (Carneiro 1970, 1978, 2000a, 
2002; 2006, 2012; see also: Lewis 1981). High population pressure quite often 
caused migrations and wars even among more populous state analogues. One of 
the most known examples is the huge polity of the Visigoths which suffered 
from relative overpopulation already under Hermanaricus in the middle of the 
4th century CE (Shchukin 2005: 219), which was the most important reason for 
their migration to Byzantium (note that this episode is often considered as the 
beginning of the Great Migration Period ). 

One should also take into consideration the point that barbarian periphery 
being more poor and backward aspires to the robbery of civilization to a greater 
extent, than vice versa. Arnold J. Toynbee (1991) (somewhat simplifying the 
reality) said that ‘external proletariat’, i.e. barbarian peoples, posed threat for 
civilization having ‘nothing to lose’ just as Marx’ proletariat, but they could 
gain lots of assets by attacking the civilization. This, of course, strengthened the 
barbarians' pressure.  

                                                           
34 One of such extremely rare examples was represented by the South African Dutch who moved 

their states far away from the British in 1836–1839 (see, e.g., Büttner 1981: 189–190). 



Andrey V. Korotayev and Leonid E. Grinin 203 

It also appears appropriate to mention the role of wars in the life of barbar-
ian societies. As some researchers note, wars among hunter-gatherers were ob-
served a bit less frequently than among barbarians (Lesser 1968: 94; Korota-
yev, Malkov, and Khaltourina 2006b; Korotayev, Komarova, and Khaltourina 
2007: 143, 148). There is also a certain significant correlation between extreme 
living conditions and a low level of aggression (Kazankov 2002). Therefore, 
nomadic hunter-gatherers who live under especially extreme conditions can be 
mostly characterized as relatively peaceful societies. It greatly differs from the 
behavior of many nomadic herders living under extreme conditions and having 
small population density. The latter are just distinguished by especially high 
levels of aggression. Thus, aggression considerably increases with the transition 
to barbarism. As Karl Marx and Friedrich Engels (who generally underestimate 
the role of wars in history) note in the German Ideology (2004 [1845–1846]: 
89), ‘with the conquering barbarian people war itself is still… a regular form of 
intercourse, which is the more eagerly exploited as the increase in population 
together with the traditional and, for it, the only possible, crude mode of pro-
duction gives rise to the need for new means of production’. 

It should also be noted that for barbarians (unlike for states/civilizations) ex-
ternal exploitation can play a significantly more important role than internal 
exploitation (see, e.g., Kradin 1992; Grinin 1997, 2003a). Many researchers em-
phasize that very often exploitation begins not inside, but outside the society 
since the stranger is protected by neither tradition, nor custom. External exploita-
tion strengthens inequality and, undoubtedly, promotes the development of poli-
togenesis. For example, K. Pietkiewicz notes that before the formation of the 
Lithuanian state two basic strata were found among the Lithuanians: free farmers 
and warriors (nobles) who were called kunigai, i.e., ‘dukes’, ‘lords’. ‘Dukes’ at-
tained material well-being and high positions in society through predatory wars, 
to a lesser extent through gathering tribute from their own population (Pietkie-
wicz 2006: 306). 

Acts of violence often played a very important role in the life of culturally 
simple farmers and herders. Such actions were one of the most important ways 
for individuals to raise their social status. For example, N. A. Butinov writes 
the following about the Papuans:  

There were two ways of advance up to high rankers: peaceful and mili-
tary; the second, probably, prevailed. The aspirant for a higher status 
brought together a group of men. Under his leadership they attacked 
neighboring villages, plundered, killed, subordinated survived to their 
power. The reason for attack was easy to invent (e.g., black magic, theft 
of pigs, abduction of women, disputes on the territory etc.). Justification 
of murder of aliens was not necessary, as it was considered a good deed. 
Intercommunal wars took place very often (Butinov 1995: 62). 
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Wars played a significant role even in the formation of simple chiefdoms (see 
Carneiro 1970, 1981, 2004, 2012). On the whole the ideas to occupy neighbor-
ing settlements by force of arms; to take prisoners and to force them to work as 
slaves; to demand periodic payment of a tribute’ were rather wide spread 
(though not universal) at that time (see, e.g., Carneiro 2004; see, however, 
Zinkina et al. 2016). 

Emergence or diffusion of some important technological innovations could 
lead to great changes in politogenesis and could become its accelerator. As 
a result, intensive politogenetic processes could begin in those places where 
politogenesis was strongly delayed or impossible at all before. As has been 
mentioned above, the role of such an accelerator might have been played by the 
diffusion of iron metallurgy, progress in using of mount or draught animals. 
Emergence of the cavalry, iron weapons, etc. also promoted ‘intensification’ of 
military operations, strengthened the role of wars in politogenesis.35 

The role of wars in some respects is especially significant in the develop-
ment and transformation of pre-state and state analogue barbarian societies. For 
most of relevant barbarian peoples, wars became the most important factor of 
their transformation into the state. A striking example was the state of the Zulu 
which at the beginning of the 19th century transformed from a conglomerate of 
chiefdoms into an empire very quickly (just in two or three decades) (see, e.g., 
Davidson 1968: 5; 1984: 161; L'vova 1984: 47; Maquet 1974: 91; Potekhin 
1954: 545; Gluckman 1987 [1940]: 29). Wars also played a prominent role in 
generating many important innovations which could be the source of ‘energy’ 
promoting the most powerful expansions and important reasons for fast military 
victories changing the World System map. In particular, there are some opin-
ions that at the beginning of the second millennium CE evolution of nomadic 
military science reached such a level of development that essentially affect- 
ted military art of other societies and civilizations of Eurasia (Khudyakov 1991: 
3). The idea that at the beginning of the 13th century Mongols won in many re-
spects due to some important innovations introduced in their military organiza-
tion has become generally accepted (see, e.g., Khrapachevsky 2005).  

One should also note here that there are significant divergences concerning 
the role of wars in the processes of state formation. In the discussions over the 
state formation, as James Ambrosino notes, ‘the role and influence of external 
social factors, i.e. such impetuses which are created by contacts with fo- 
reign societies, were practically ignored’ (Ambrosino 1995: 54). Among mo- 
dern researchers the theory of influence of wars on politogenesis and state for-
mation was most systematically and consistently developed by Robert Сarneiro 
                                                           
35 E.g., with the diffusion of horses in the Great Plains, theft of horses became the main reason of 

wars among the Amerindian peoples (such as the Omaha) in the North American prairies. Mobili-
ty of riding horses led to the point that the Utah, Apaches, Navaho, Shoshone and others began to 
raid peoples they never faced before the penetration of horses (Dennen 1995: 429).  
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(1970, 1978, 1981, 1987, 2000a, 2000b, 2000c, 2002, 2003, 2004, 2006, 2012; 
see also Godiner 1991; Turchin 2010, 2015; Grinin and Korotayev 2012). 
However, these ideas were not generally accepted. So, though the role of trade, 
cultural and other borrowings and influence in political anthropology is consi- 
dered more adequately to some extent, the significance of wars for processes of 
politogenesis in general and formation of the state in particular is still underes-
timated by many researchers (if not by most of them).  

It should be noted that in the late 19th century and the early 20th century 
most scholars estimated the role of wars in the state formation much higher 
than it was done later. For example, P. F. Preobrazhensky considered war as the 
inevitable concomitant of the government (2005: 154). K. Kautsky (1931) con-
trary to the Marxist doctrine had to eventually recognize that conquest was the 
most important cause for state formation. L. Gumplowicz and F. Oppenheimer 
were the most famous researchers who believed that the state formed due to 
a simple conquest of one nation by another. It is also worth mentioning Gustav 
Ratzenhofer.36 Subsequently such approaches were rejected as too primitive not 
without some reason. Nevertheless, mistakes of a century ago do not mean that 
wars did not play an important role in politogenesis. Just on the contrary. At 
least, we do not know any case when the military factor was absent (at least in 
some form) during emergence and formation of the early state. By the military 
factor we mean a situation, connected both to waging wars in this or that way 
(aggressive or defensive), and with preparation for them, or with a direct con-
quest (submission) of some communities by means of military force (for more 
details see Grinin 2007a; Grinin and Korotayev 2012). At the same time the 
emergence of many states (even in terms of creation of truly new political and 
administrative forms) often took place on the basis of military structures, cus-
toms, institutes, for example military camps of young men, troops, personal 
guard, security structures, etc. (see, e.g., L'vova 1995: 161; Orlova and L'vova 
1978; Miller 1984: 191; Bocharov 1991: 70). 

Probably it would make sense to include in the future models a mathemat-
ical description of the point that the diffusion of civilization happened not only 
due to military or settler expansion of civilizations, but also due to develop-
ment of certain zones of barbarian periphery that quite often passed civiliza-
tional threshold directly in the course of offensive on the neighboring civili- 
zation or during defense against this offensive. So, A2 period is characterized 
by transformation of the extensive part of barbarian agricultural periphery into 
civilization which was an important factor of the additional growth of urban 
population. 

                                                           
36 The review of theories of power in respect to formation of the state, see, e.g., in R. L. Car- 

neiro's works (Carneiro 1970, 2006, 2012). 
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If we take into consideration these factors, as well as factors of cyclic and 
stochastic dynamics, this may allow us to develop such mathematical models 
that may be capable of giving more exact description of the long-term dynam-
ics of the World System. 
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Energy, Kondratieff Waves,  
Lead Economies, and Their 
Evolutionary Implications 

 
William R. Thompson 

 
Abstract 

One way to look at the evolution of technological innovation is to develop 
ways to convert various types of matter into successively greater amounts of 
energy to fill sails, to spin cotton or to drive automobiles and air condition-
ers. One approach to interpreting Kondratieff waves (K-waves), associated 
with the leadership long cycle research program, emphasizes the role of inter-
mittent but clustered technological innovations primarily pioneered by a lead 
economy, with various significant impacts on world politics. This approach is 
further distinguished by asserting that the K-wave pattern is discernible back to 
the 10th century and the economic breakthrough of Sung Dynasty China. While 
K-wave behavior has many widespread manifestations, the question raised in 
this essay is whether explanatory power is improved by giving a greater role to 
energy and energy transitions in the K-wave process(es). Eight specific impli-
cations are traced, ranging from the interaction of technological innovations 
and energy to cosmological interpretations. Our argument reflects a general 
theory of the evolution of complexity in all processes predicated on energy 
consumption. All ‘natural entities’, spanning physical, biological, and cultur-
al phenomena, extract energy for survival, maintenance and reproductive 
purposes or, alternatively, put for resisting entropy.  

Keywords: Kondratieff waves, long cycle, energy, energy transitions, techno-
logical innovation, lead economy, evolutionary processes. 

One sign of a ‘progressive’ research program is whether its key assumptions 
are occasionally re-examined and revised as seems appropriate. The leader-
ship long cycle program focuses on questions of informal governance in 
world politics but, unlike most other similar programs, emphasizes the role 
of technological innovation in lead economies, leading sectors, and Kon-
dratieff waves. There is no need to jettison this emphasis. The lead economy-
long wave should remain crucial to the program's explanatory infrastructure. 
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However, a case can be made for further elaborating how and why lead econ-
omies, technological innovation, and leading sectors are important and can 
best be interpreted. Elsewhere, I have argued (Thompson 2010) that techno-
logical innovation should not be divorced historically from interactions with-
in a larger context of demographic changes, climate and disease factors. That 
is, technological innovation and the innovators are embedded in a larger soci-
oeconomic fabric to which it and they respond. New technology is not 
an isolated, stand-alone driver. I would like to elaborate this type of argument 
further by incorporating energy considerations more explicitly as well. Rather 
than only emphasizing technological innovation in leader sectors per se,  
I suggest we consider the interactions of energy demands/consumption and 
technological innovation. It is not an either/or situation. Changes in energy 
sources need to be integrated with technological innovation and the technological 
innovation that is most important needs to be interpreted in terms of its signifi-
cance for energy consumption (Goldstone 2002; Allen 2006; Griffin 2010). 
If we make this adjustment in core perspective, some things do not change. 
For instance, the indicators of technological innovation on which the research 
program has relied in the past do not need to change. But how they are 
viewed may require some adjustment. Moreover, there are also some interest-
ing implications for speculating about future systemic leadership transitions. 

In this paper, eight implications are highlighted. First, it is possible to ar-
gue that innovations in energy convertors or fuels are fundamental to the 
clusters of economic innovation that have been critical to long wave pro-
cesses. This argument does not mean that the clusters of innovation are exclu-
sively about energy factors but that energy considerations are closely linked 
to successive waves of innovation. A second implication pertains to the ques-
tion of how far back in time one can trace K-waves. The leadership long cy-
cle program finds evidence for K-waves activity back to the 10th century in 
the form of technological innovations in Sung Dynasty China. But it is clear 
that the evidence is stronger after the late 18th century British industrial revo-
lution than before. One good reason is the two energy transitions that took 
place between the late 18th and early 20th centuries. The consequences of 
combining clustered technological innovation with energy transitions led to 
economic changes that are even more pronounced than in earlier centuries. 

Third, one of the main foci of the leadership long cycle research program 
are long waves of economic growth which come in pairs or ‘twin peaks’ of 
clustered growth spikes. Energy considerations suggest reasons for these 
paired clusters of growth to be uneven in impact. The first peak should be less 
revolutionary in impact than the second because the first innovation wave 
must work within the prevailing economic landscape but the second wave has 
the advantage of building on the first wave's innovation set.  
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Since the leadership long cycle research program has focused primarily 
on the advent of technological innovation, adding energy considerations to 
the mix encourages an expansion of the focus to encompass resource acquisi-
tion and transportation activities as a fourth implication. Another implication 
of giving more attention to energy is the distinction between relative decline 
in production and export shares and achieving steady states in energy con-
sumption. The steady state focus, in which periods of non-expansion of ener-
gy consumption predominate, may be more useful than focusing on, and de-
bating, relative decline questions. This observation leads to a sixth implica-
tion in underlining the role of lead economies in leading the way through pe-
riods of energy transition and the development of reliance on new fuels. 
Steady states in energy consumption suggest that the gains from energy con-
version processes have been maximized. New types of energy sources are 
needed to expand energy consumption. The next lead economy is likely to 
lead the way to the new types of energy sources. 

Interpreting these processes in terms of energy acquisition and consump-
tion makes it possible to link systemic leadership to ancient processes of de-
velopment which helps to generalize the nature of the activities being exami- 
ned. Further help in this regard is provided by a cosmological argument that 
energy consumption is the common denominator of the evolution of all natu-
ral processes. These last two implications reinforce the centrality of the pro-
cesses focused upon and should help make the leadership long cycle research 
program seem less unorthodox overall – even while it proceeds from assump-
tions that are not widely accepted by scholars of world politics. 

Before elaborating these implications further, it is probably helpful to 
first outline the leadership long cycle's perspective on Kondratieff waves  
(K-waves) and the role they play in the research program. Since they are 
an integral component to the overall theory, some of the associated compo-
nents need to be introduced as well. 

The K-Wave and the Leadership Long Cycle Argument1 
Forty to sixty year Kondratieff waves (K-waves) are said to be driven by 
a host of different factors, including prices, technological innovation, energy 
transitions, demographic change, war, generational changes, investment, prof-
its, and wages.2 No doubt, there is something to be said for all of these claims 
in that the rhythms of long-term economic growth tend to encompass multiple 
phenomena. We simply have failed to sort out all of the interrelationships 
adequately. Yet it is difficult to proceed from the assumption that everything 

                                                           
1 This overview section draws to some extent on a portion of Thompson (2007b). 
2 See, e.g., Goldstein (1988) and Thompson (1990) for a discussion of the multiple Kondratieff 

wave interpretations. More recent variations include Devezas and Corredine (2001), and Renn-
stich (2008). 
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is related to everything else (even if it is). The leadership long cycle argument 
makes a number of assertions about how hierarchy is established in global 
politics – one of which privileges clustered, radical innovations in technology 
as the principal driving force of the K-wave.3 This first set of assertions re-
volves around leading sectors which are industries built on radical innova-
tions which have some potential of revolutionizing the way the economy is 
structured. Long-term growth is discontinuous and dependent on spurts in the 
development of these radical innovations. Radical innovations, in turn, generate 
new technology and industries characterized by high growth rates and alter 
the way old industries (characterized by slow growth rates) perform or, alter-
natively lead to their disappearance through Schumpeter's ‘creative destruc-
tion’ processes. Rapid growth on the part of the aggregate economy depends, 
of course, on the new, high growth sectors outperforming and more than off-
setting the drag of the older, slow growth sectors. 

It should be noted that these radical innovations are not simply a matter 
of the appearance of new hardware (Modelski 2001). Actors must learn how 
to cope with the implications of new technology and this takes time. Eventu-
ally, however, the effects become more routine as the new developments are 
assimilated, albeit unevenly around the world. Just how long this combination 
of hardware and perception process requires to work itself out, no doubt, is 
somewhat variable but probably approximates a generation. One generation  
is first exposed to the new technology and the following generation increas-
ingly regards it as a routine way of doing things.  

Initially, these leading sector trajectories were viewed as long waves or 
undulations of accelerated and slow economic growth. We have moved away 
from that conceptualization and now embrace the notion of a sequence of  
S-shaped growth curves. New sectors are introduced, grow quickly at first 
and then level off. Long-term economic growth is still subject to sequences of 
fast and slow growth but the underlying mechanism is the iterative introduc-
tion of new industries to replace old ones. Each new cluster of radical techno-
logical changes possesses an S-shaped trajectory that gradually flattens as its 
activities are perceived to become routine or even obsolete.  

The introduction of radical innovations is monopolized by a single lead 
economy situated at or near the top of a global technological gradient on 
which the world's economies are organized hierarchically. At the bottom of 
the gradient, subsistence activities predominate. At the top, pioneering inno-
vations for a time produce efficiency, productivity, and monopoly pro- 
fits. The very frontiers of technology are extended with each radical inno- 

                                                           
3 It shares the Schumpeterian emphasis on clustered, radical innovations with the Sussex school 

(Freeman and Louca 2001; Freeman and Perez 1988; Freeman and Soete 1997; Perez 2002) and 
Boswell and Chase-Dunn (2000). 
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vation in the ways in which commodities are produced. Technological innova- 
tion, imitation, and highly uneven diffusion makes movement up and down the 
gradient conceivable, but not necessarily all that likely. But as some other 
economies catch up eventually in harnessing the new technologies, the lead eco- 
nomy loses its lead. 

Lead economies experience at least two waves of innovation in a process 
referred to as the ‘twin peaks’ phenomenon. The first wave (ascent) pushes 
a new economy to the top of the technological gradient. This highly destabi-
lizing outcome encourages increased conflict and global warfare fought pri-
marily among the states with economies situated near the top of the gradient. 
Thanks in part to the surpluses gained in the ascent wave and the consequent 
ability to organize a winning coalition, the lead economy's victory in the en-
suing conflict is made more probable. Its resources are applied to funding 
capabilities of global reach (naval power later supplemented by air and space 
power) and coalitions of land and sea powers to defeat the most threatening 
adversaries.  

The innovation lead in the first wave, intensive mobilization during the 
intensive conflict, and global war victory all combined to facilitate the lead 
economy's development of a second wave of clustered innovations. Most al-
lies and rivals that participated in the global warfare emerge exhausted.  
The exception is the lead economy that actually profits from the conflict and 
extend its predominance as the premiere commercial-industrial and power 
with global reach. After the global war has ended, the coalition leadership in 
the global war has increasingly segued into something resembling systemic 
leadership. Yet, it is also in this immediate postwar era that other advanced 
economies narrow the gap with the economic leader's position. If the leader's 
first wave is one of ascent, the second wave of the pair is thus a catch up 
wave. As the system leader's capability foundation experiences relative de-
cline after a few decades, so too does its opportunity to lead systemically. 

Two other distinctive assumptions of this Kondratieff wave interpretation 
are that: 1) the perspective is evolutionary and 2) the K-wave pattern began to 
emerge faintly as early as the tenth century Sung China. No one argues that 
Kondratieff waves have been with us throughout recorded history. At some 
point, though, the long economic fluctuations with 40–60 year periodicity 
emerged. Only gradually were such processes likely to assume a shape that 
became easier to identify. In this case, the argument is that the first appear-
ance of a paired K-wave pattern in economic innovations is found in the 
10th century in Sung China which is sometimes credited with developing  
the first economy with modern, industrialized features. Most importantly, the 
expansion of maritime trade in the South China Sea and the Indian Ocean, as 
well as the revived use of the Silk Roads on land, facilitated the transmission of 



William R. Thompson 231 

long term, paired growth impulses to the other end of Eurasia via Venetian and 
Genoese intermediaries. Many of the economic innovations that later character-
ized western commercial and industrialized successes can be traced back to 
Chinese practices (Modelski and Thompson 1996; Hobson 2004). It is possible, 
therefore, to analyze nine twin-peaked processes or eighteen K-waves encom-
passing some one thousand years between 930 and 1973 (Modelski and Thomp-
son 1996). Obviously, the claim that there have been as many as nineteen  
K-waves, counting the one that still seems to be in progress, is a major depar-
ture from K-wave convention. But there is no insistence that each set was as 
fully manifested as more recent ones. The K-wave process emerged only 
gradually and became most evident only in the past few centuries – a subject 
to which we will return.  

No assumption is made that either technological change or capitalism 
suddenly emerged after the British industrial revolution. Both were amply 
exhibited for thousands of years, especially in activities involving long-
distance commerce. But it was necessary to break free of economies dominat-
ed by relatively slow-moving agricultural dynamics fixated on interactions 
between climate, resource endowments, and population size. Early Chinese 
industrialism and commerce took a step in that direction. The process was 
aided and abetted subsequently by trading state behavior conducted by small 
Italian city-states and Portugal after the early Chinese experiment had failed.4 
Dutch, British, and U.S. innovations in commerce and industrialization of the 
past three to four centuries have contributed further to the increasing strength 
of long-term technological change rhythms. 

Table 1 lists the lead economy history. Two Chinese (Northern and 
Southern Sung), two Italian (Genoa and Venice), a Portuguese, a Dutch, two 
British, and at least one U.S. set of paired innovation spurts are claimed.  
The radical innovations initially were largely focused on the development of 
the Chinese ‘national’ economy but not exclusively because trade's signifi-
cance rose in the Southern Sung era. Thereafter, the emphasis shifted to 
commercial innovations through the 14th K-wave and industrial innovation 
courtesy of the British Industrial Revolution. The intention of the table is not  
to capture comprehensively everything that changed in each iteration but to 
draw attention to some of the more illustrative and profound changes around 
which each K-wave was focused. 

                                                           
4 Part of China's problem was its distinctive threat environment and long struggle with nomadic 

attacks. The Mongols were able to defeat Sung China in part by using some of its technological 
innovations against the Chinese. 
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Table 1. Leading sector timing and indicators, from the 15th to  
21st centuries 

Lead Economy 
Leading Sector 

Indicators 
Start-up 

Phase 
High Growth 

Phase 
Portugal  Guinea Gold 1430–1460 1460–1494 
 Indian Pepper 1494–1516 1516–1540 
    
Netherlands Baltic and Atlantic 

Trade 
1540–1560 1560–1580 

 Eastern Trade 1580–1609 1609–1640 

    
Britain I Amerasian Trade 

(especially sugar) 
1640–1660 1660–1688 

 Amerasian Trade 1688–1713 1713–1740 
    
Britain II Cotton, Iron 1740–1763 1763–1792 
 Railroads, Steam 1792–1815 1815–1850 
    
United States I Steel, Chemicals, 

Electronics 
1850–1873 1873–1914 

 Motor Vehicles, 
Aviation, Electron-
ics 

1914–1945 1945–1973 

    
United States II? Information Indus-

tries 
1973–2000 2000–2030 

 ? 2030–2050 2050–2080 

One outcome of this pattern of economic leadership, seemingly new to the 
last millennium, is the development of a global system increasingly focused 
on the operations and management of long distance or inter-regional trade. 
This global system, initially Eurasian in scope and eventually planetary wide, 
functioned simultaneously with the more delimited foci of various regional 
systems. At the head of the global system (but not necessarily any of the vari-
ous regional systems) is the lead economy that surges ahead of its competi-
tors and rivals in an ascent K-wave only to find itself in an intensive bout of 
global warfare of generation length. Interestingly, while periods of conflict 
are found in the earlier paired sets of K-waves, successive rounds of global 
warfare only emerged halfway through the millennium in the 1490s. Western 
Europe was both multipolar and characterized by repeated and unsuccessful 
attempts, unlike most other regions, to acquire regional hegemony that were 
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seen as being renewed in the 1490s.5 As a consequence, global wars have com-
bined and fused attempts of continental powers to assume the European hegemo-
ny with disputes over leadership at the global level. This process presumably 
ended in 1945 but could be transplanted to East Asia in the 21st century. 

Ultimately, the K-wave process does not establish the world hegemony 
for the state possessing the lead economy. Rather, it propels the lead econo-
my into the status of being the leading political-military-economic actor of 
a global system focused on long distance transactions, in marked distinction 
to regional power structures and attempts at territorial expansion in the home 
region. There is no need to equate the systemic leadership of Portugal in 
the 16th century with that of the United States in the second half of the  
20th century beyond the minimal standard that both states established them-
selves as the leaders in global (i.e. interregional) economic innovation in their 
respective eras. The U.S. lead in 1945 was much greater in scope than the lead 
established by Portugal in 1517. Therefore, it is hardly surprising that 
the United States had a much stronger impact on shaping the postwar institu-
tions of world order (as symbolized by the Bretton Woods package of the 
Generalized Agreement on Trade and Tariffs [GATT], the International Mo- 
netary Fund [IMF], and the United Nations [UN]) than did Portugal in the 
early 16th century.6 In neither case was the system leader hegemonic. In both 
cases, the system leader had variable opportunities to shape the rules govern-
ing global system transactions. 

The tripartite systemic leadership platform – leading sector growth 
(growth rates of leading sectors in the lead economy), leading sector share 
concentration (the lead economy's share of leading sector production among 
global powers), and global reach capability concentration (naval capability 
share) – is interrelated reciprocally. Leading sector growth leads to leading 
sector share concentration and global reach capabilities. Higher levels of 
global reach capabilities facilitate leading sector growth and leading sector 
share concentration. Yet, leading sector growth and share concentration also 
lead to military mobilization on land as well as at sea. 

We have shown empirically (Reuveny and Thompson 2001, 2004) that the 
system leader's leading sector growth has been a systematic driver of the sys-
tem leader's aggregate or national economic growth. Both of these variables, 

                                                           
5 Rome, of course, had successfully unified most of what later became Western Europe but this 

early success was more a product of Mediterranean politics than it was ‘European’ politics. That 
is, Rome conquered the Mediterranean world and, in the process, peripheralized much of Europe 
to its empire centered in Italy. 

6 Portugal essentially created a protection racket regime in the western end of the Indian Ocean in 
which traders paid taxes to the Portuguese to be allowed to trade. The Portuguese could aspire 
to little more since their technological edge resided in ocean-going ships with cannon, as oppo- 
sed to commodities that could be exchanged for Asian goods. 
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in turn, affect world economic growth positively while world economic 
growth influences the system leader's leading sector and national growth ne- 
gatively. In some respects, then, the system leader is negatively affected by 
its own success. Its innovations contribute to world economic growth but as 
other economies improve their technological development, the advantageous 
position of the system leader is reduced.7 

Eight Implications 
Given the perspective outlined above, what might the increasing role of ener-
gy issues offer? Examining energy flows more closely should have payoffs 
for studying long economic waves or, more accurately, successive S-shaped 
technological growth trajectories. This is the first implication of incorporating 
energy into the leadership long cycle perspective. Smil (1994; see also Mar-
chetti 1977), for instance, observes a close correspondence among Mensch's 
(1979) innovation cluster peaks, Schumpeter's peaks and troughs, and the 
introduction of new prime movers and fuels. Outlined in Table 2, Smil notes 
that each Kondratieff upswing was strongly influenced by the introduction of 
either new engines and new fuels, or both. The timing of these same early 
adoptions match the peaks of Mensch's (1979) innovation clusters (i.e. 1828 
vs. 1830, 1880 vs. 1882, and 1937 vs. 1945) and the timing of Schumpeterian 
long wave trough centerpoints (1827 vs. 1828 and 1830, 1883 vs. 1882 and 
1880, 1937 vs. 1945 and 1937). The midpoints of the Schumpeterian up-
swings are also roughly the midpoints of the prime mover/fuel eras. Smil re-
gards this particular correspondence as more support for Mensch's argument 
that economic depressions stimulate new innovation waves.8 

Finally, Smil also notes that a large number of the leading corporations in 
each prime mover era specialize in producing the new prime movers and as-
sociated fuels. Thus, the correspondences observed in Table 2 are hardly 
mysterious. Corporate activity provides the agency that links technological 
innovation and economic contraction and expansion. It is interesting to note, 
moreover, that Table 2 implicitly addresses the earlier implication about varied 

                                                           
7 There are a number of other generalizations that can be made and that have been validated empiri-

cally about how the systemic leadership foundation influences other systemic processes, ranging 
from protectionism to the North-South cleavage (see Rasler and Thompson 1994; Reuveny and 
Thompson 2004; Thompson and Reuveny 2010). 

8 See as well Freeman's Sussex School emphasis (e.g., Freeman and Perez 1988) on the key ingre-
dients that will drive successive long waves. Most have an energy basis. At the same time, it 
should be noted that there is no standardization of K-wave periodicity as yet. Authors put forward 
approximations that sometimes overlap and sometimes do not. For instance, the Schumpeterian 
peaks in 1800 and 1856 in Table 2 do not exactly correspond to the relevant leadership long cycle 
high growth phases of 1763–1792 and 1815–1850. The 1911 and 1962 Schumpeterian peaks, 
though, do correspond with the 1873–1914 and 1945–1973 phases. 
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beats of the paired Kondratieffs. Focusing on the first column, the 1775–1830 
period emphasized stationary steam engines while the 1830–1882 period 
stressed mobile steam engines, as found in trains and ships. The 1882–1945 
period introduced internal combustion engines and steam turbines while the 
1945–1990 period ushered in gas turbines. Note that engine power is substan-
tially greater in the second period as compared to the first period when we 
look at these four eras as two sets of paired upswings.9 

Table 2. Energy shifts and economic long waves, 1775–1990 
Mensch  

Innovative 
Clusters 

Peaks 

Schumpeterian 
Troughs 

New Prime Movers 
and Fuels 

Schumpeterian 
Peaks 

  Stationary Steam En-
gines 1775–1830 
(coal) 

1800 

1828 1827   
  Mobile Steam Engines  

1830–1882 (coal) 
1856 

1880 1883   
  Steam Turbines and 

Internal Combustion 
Engines  
1882–1945 
(coal and crude oil) 

1911 

1937 1937   
  Gas Turbines 

1945–1990 
(coal, crude oil,  
and natural gas) 

1962 

 1990   

Source: Columns 1, 2, and 4 are based on Smil (1994: 240) who, in turn, drew on 
Mensch (1979) and Schumpeter (1939) for the peak and trough dates. 

Nakicenovic (1991) considers these shifts (see Table 3) as substitution waves, 
with new technologies initially emerging in one era and becoming dominant 
in the next only to be supplanted by something else in a subsequent period. 
Precisely what comes next remains unclear. Natural gas sources of energy 
seem the most likely candidate at present but some mix of different sources 
will no doubt prevail. Which ones (or which mix) are selected, will depend 

                                                           
9 Of course, each successive era also represents an expansion of engine power over the preceding 

era as well. 
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ultimately on changes in technology that make these alternative sources more 
reliable, safer, and less expensive.  

The Smil and Nakicenovic tables, however, are suggestive about the role 
of energy transitions in the K-wave process. An energy transition is ongoing 
but not all that well advanced. It may take place later in the century and we 
think the hydrocarbon era is coming to an end but what will replace it re-
mains vague. Substitution is ongoing slowly. No new fuels or engines (unless 
computers are seen as engines of a different kind) are yet evident either. If 
these generalizations are accurate, several possibilities are conceivable. If ener- 
gy shifts have become a necessary part of the Kondratieff wave and have 
stalled for various reasons, does that portend parallel distortions to the shape 
of the current K-wave? The Sussex school (see, e.g., Freeman and Perez 
1988) argues that economic depressions result when there are delays in mov-
ing from one phase to the next due to the need to overcome resistance or ob-
stacles to the next cluster of innovations. The current, protracted energy tran-
sition ultimately may come to be seen as such a delay. 

Table 3. Clusters of pervasive technologies and substitution waves 

Period 1750–1820 1800–1870 1850–1940 1920–2000 1980–2060 

Dominant 
Systems 

Water 
power, 
sails, turn-
pikes, iron 
castings, 
textiles 

Coal, ca-
nals, iron, 
steam pow-
er, mechan-
ical equip-
ment 

Railways, 
steam 
ships, 
heavy in-
dustry, 
steel, dye-
stuff, tele-
graph 

Electric 
power, oil, 
cars, radio, 
TV, dura-
bles, petro-
chemicals 

Gas, nucle-
ar, aircraft, 
telecomm., 
infor-
mation, 
photo-
electronics 

Emerging  
Systems 

Mechanical 
equipment, 
coal, sta-
tionary 
steam, 
canals 

Steel, city 
gas, indigo, 
telegraph, 
railways 

Electricity, 
cars, 
trucks, 
radio, 
roads, oil, 
telephone, 
petro- 
chemicals 

Nuclear 
power, 
computers, 
gas, tele-
communi-
cation, 
aircraft 

Biotech., 
artificial 
intelli-
gence, 
space in-
dustry and 
transport 

Source: Based on Nakicenovic (1991: 486). 

Alternatively, it may be that two energy transitions (first to coal and then to 
petroleum) were part of the K-wave history with fairly profound implications 
but that did not mean that energy shifts, at least in terms of fuels and engines, 
have become absolutely necessary to substitutions in clustered technology. 
Information technology, widely presumed to underlay contemporary techno-
logical changes, represents a different type of energy shift that may prove 
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to be as difficult to assess while it is still ongoing as the shifts to coal and 
petroleum no doubt were.  

The second implication follows from the first one. We discern 19 K-waves 
going back to the 10th century and Sung China. Roughly, most of the first 
two-thirds of this process was caught up in making use of wind for long-
distance oceanic voyages which were carried out by relatively small states 
located on the fringe of Europe (Genoa, Venice, Portugal, the Netherlands, 
Britain). The voyages were profitable but harnessing wind was hardly new. 
The real innovations were focused on ship building (Venice, the Nether-
lands), improving navigation skills, or finding new routes (the Netherlands) 
to the Spice Islands. As impressive, profitable, and revolutionary for their 
time as these Asian and American trade connections were, they still seem  
to suffer in comparison with the revolutionary implications of new ways to 
manufacture products that were developed in the second half of the 18th cen-
tury. One obvious explanation for this disjuncture is that an energy transition 
began in the late 18th century that substantially reinforced the impact of the 
Kondratieff process. From an evolutionary perspective, constant relationships 
are unlikely. Instead, they evolve over time, with some growing stronger and 
others becoming weaker. In this case, major energy transitions in the late 
18th through early 20th centuries served to intensify the effects and conse-
quences of clustered technological innovations.10 The technological frontier 
was extended even more radically than in the past. 

Another implication of giving more emphasis to the energy-technological 
innovation nexus is the nature of the twin peak phenomena. System leaders 
have tended to experience leads in innovation in sequential bursts of two up-
surges, depicted in Table 4, that are separated by periods of global warfare. 
Hitherto, we have treated these paired innovation upsurges as equal. But in 
the context of interactions with energy, it takes time to transform the nature 
of energy conversion practices. As a consequence, the first burst in innova-
tion tends to work within the prevailing economic landscape. The innovations 
may be radical but they are less likely to transform the economy to the full 
extent imaginable. The second one has the benefit of the earlier surge's 
changes and should be more revolutionary in its implications for how eco-
nomic production is accomplished. Hence, the anticipated beat should not be 
1–1 but, perhaps, something more like 1–1.5–2, with the second wave having 
a greater impact than the first. This differential beat rhythm is not a fact – 
merely a hypothesis taken and generalized from Griffin (2010: 123) who ar-

                                                           
10 A number of efforts to model K-waves based on aggregate data have been made without a great 

deal of success. Part of the problem is relying on the aggregate data but another part may be that 
the K-wave activity simply becomes more regular and therefore empirically discernible as we 
move toward the current period (see, e.g., Korotayev and Tsirel 2010). 
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gues for a slow start for the British industrial revolution given the organic 
environment in which it began. She notes that the initial innovations relied on 
organic resources (horses, charcoal, and water) and then came to depend in-
creasingly on inorganic resources (coal extracted from under the soil) with 
greater productivity as a result in a second surge. It may be that this differen-
tial beat is more discernible in more recent innovation surges. Nonetheless, 
the logic might well fit earlier growth surges too. Consider the Portuguese first 
growth surge based on West African pepper, slaves, and silver. Only in the sec-
ond wave did the Portuguese enter the Indian Ocean. Or, the first Dutch growth 
surge was focused on its traditional Baltic trade. It is the second wave that is 
linked to the Dutch penetrating the Indian Ocean and the Spice Islands.11 The 
initial 18th century British lead was predicated on its transportation of Asian 
products while the second wave was more focused on American produc- 
tion (e.g., sugar and tobacco). It does not seem unwarranted to regard the first 
surge in the set to be more constrained by the environment in which the inno-
vations occur in comparison to the second surge which can build on the first. 

Table 4. The twin peak timing of leading sector growth surges  
and global war 

First High Growth 
Surge 

Global War 
Second High Growth 

Surge 
Portugal   
1460–1494 1494–1516 1516–1540 
Netherlands   
1560–1580 1580–1609 1609–1640 
Britain   
1660–1688 1688–1713 1713–1740 
1763–1792 1792–1815 1815–1850 
United States   
1873–1914 1914–1945 1945–1973 

 
Incorporating energy obviously expands the focus on what lead economies need 
to do. This fourth implication is sketched in Fig. 1. Energy must have a source 
that can be tapped in some systematic matter.12 Extraction and transportation 
from the source to production sites, therefore, becomes an important set of rou-
tines for the system leader either directly or indirectly. The focus on production 
sites (and commercial entrepots) is long standing and has been manifested in 
                                                           
11 However, there are also strong incentives to re-examine Dutch energy utilization of peat and 

windmills. De Vries and van de Woude (1997) make a good case for calling the 17th century 
Netherlands the first modern economy. 

12 Keohane (1984: 32) argues that hegemons must control raw materials in addition to capital, markets, 
and competitive advantages in production. Once I thought a definitional emphasis on resource con-
trol was wrong but as long as the raw materials are focused on energy sources, I would now agree. 
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looking at sequences of pioneering and monopolizing leading sectors for pe-
riods of time. More storage and transportation of goods to their respective 
markets is the next step, followed by consumption, market share considera-
tions, and waste associated with consumption. 

Energy Source 
 

Extraction 

 
Transportation/Storage 

 
Commerce/Manufacture 

 
Transportation/Storage 

 
Consumption-Recycling/Destruction 

 
Waste/Environmental Degradation 

 
Fig. 1. Energy flows 

The leadership long cycle research program has focused primarily on the middle 
of this energy flow process, although the stress on naval power underlines the 
need for coercive protection of the two transportation links in the flow. Moreover, 
naval navigation hardware (compasses, rudders, and so forth) have also been 
standard foci (Devezas and Modelski 2008). But, fortunately, Bunker and Ciccan-
tell (2005, 2007) have already analyzed the extraction-transportation and manu-
facture-transportation links. They do not look at what is manufactured; rather, 
they stress obtaining raw materials and building a transportation infrastructure. 
What is needed then is a synthesis of their model, perhaps subject to modify- 
cations, into the leadership long cycle perspective. Waste is not exclusively 
a function of lead economy manufacture and consumption but it is likely 
to be a major, if not the major, source of problems associated with waste and, its 
corollary, environmental pollution. Were we to combine the production and con-
sumption efforts of the lead economy and its main rivals, a lion's share of the 
generation of global wastes can be attributed to a small number of elite econo-
mies. Certainly, the lead economy is also a leader in waste and pollution produc-
tion. Waste disposal and environmental degradation, thus, also become grist for 
the extended analytical mill.13 
                                                           
13 Dealing with environmental degradations could well become a leading sector of the 21st century. 

See as well Chase-Dunn and Hall's (1997) iteration model and subsequent revisions that include 
environmental degradation as a function of economic productivity.  
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A fifth implication of giving more emphasis to energy is that some of the 
uncertainties of assessing relative decline may be eliminated. There are at 
least two problems that are affected. One is that it is remarkably difficult for 
most observers to distinguish between absolute and relative decline. Seeing 
no or little absolute decline, the popular reaction is what decline? Per capita 
income, for instance, falls in absolute decline phases but it is likely to im-
prove in periods of relative decline. Without a clear impact on the quality of 
life, the notion of relative decline seems highly abstract. Relative decline is 
also difficult to gauge and even more difficult to assess in terms of its mean-
ing. System leaders can enter into relative decline almost from the onset of 
their periods of predominance. Even so, any initial relative decline is apt to 
move very slowly and only pick up speed much later as competitors manage 
to catch up and perhaps, surpass the former leader. When other states and 
economies do transit past the incumbent leader, the relative decline becomes 
obvious. Before the point of transition, it is more nebulous even when many 
indicators point in the same direction. 

The second problem lies with interpreting relative decline once it is 
recognized. How much decline makes a significant difference? If a system 
leader's lead diminishes by 10 %, is that huge, modest, or minor? Of course, 
that assessment must be contingent on the size of the gap between a leader 
and its followers. The greater is the size of the gap, the more room there is 
for relatively insignificant decline. But we have no practice in working out 
a metric that tells us when relative decline has reached significant propor-
tions and when it has yet to pass some threshold mark. That has been espe-
cially the problem with interpreting U.S. relative decline. Its initial lead was 
quite commanding. Its rate of decline has been slow. It continues to possess 
a number of advantages over its rivals. Thus, it is not surprising that ob-
servers disagree contemporaneously about whether any decline has oc-
curred. 

One of the advantages of inputting more energy into the technological 
innovation box is that there is less emphasis on decline and more stress on 
attaining a steady state phase. Ascending economies tend to increase their 
consumption of energy. But at some point their increasing consumption levels 
off due to a combination of greater energy efficiency practices and reaching 
a point of optimal production given the types of energy sources that are avail-
able. The attainment of the phases of steady state energy consumption is quite 
clear in the British and U.S. cases. 

Fig. 2 charts British consumption per capita as reported in Humphrey and 
Stanislaw (1979).14 

                                                           
14 Humphrey and Stanislaw focus on mineral fuels and hydro-power and normalize their series in 

terms of 1800 = 100. 
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Fig. 2. British energy consumption per capita, 1800–1970 

Not shown in Fig. 2 are estimates for the 18th century that suggest that energy 
consumption roughly doubled between 1700 and 1800 (47 to 100 on the in-
dex). Between 1800 and 1900, the increase in consumption per capita was 
nearly five-fold (100 in 1800 to 587 in 1900). The series peaked around 1910 
and then went flat through World War II before beginning to ascend once 
again. The more contemporary (post-World War II) ascent, however, is asso-
ciated with changes in fuel sources in a second energy transition. The flatten-
ing in the first half of the 20th century (and de-accelerating in the latter 
19th century) presumably reflects the waning years of coal dependence as the 
principal fuel source, along with declining manufacturing activity. 

Fig. 3 plots the U.S. energy consumption per capita in million BTUs.15 
Between 1950 and 1975, there was a 47 % increase (227 in 1950 to 333 in 
1975). The series peaks in 1980 at 344 and stays flat through 2005, before 
declining in 2009. This last decline presumably reflects the global financial 
meltdown and losses in economic production and is thus likely to be temporary. 
Yet, overall, the series appears to have flattened from the 1970s on. As in the 
British case, there are multiple factors at work, including declining manufactur-
ing demands and increased efficiency, but the combination of the two figures 
suggests that the flattening in Fig. 3 probably also reflects the waning years 

                                                           
15 The data are taken from the U.S. Energy Information Administration's Annual Energy Review, 

2008 – see table 1.5 (Energy Consumption, Expenditures, and Emissions Indicators, Selected 
Years, 1949–2009), URL: http://www.eia.doe.gove/aer/pdf/pages/sec1_13pdf. 
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of the petroleum energy regime and the attainment of a steady state status in 
terms of energy consumption.16 

 
Fig. 3. The U.S. energy consumption per capita, 1950–2009 

In this vein, LePoire (2009: 215) suggests that a transition to the Chinese 
leadership is a long way off. The Chinese energy consumption is very large 
but on a per capita basis is only about 10 % of the U.S. usage. That would 
imply that any plot of Chinese per capita consumption would show a positive 
trend perhaps for a number of years into the first half of the 21st century, 
other things being equal, but still not catching up to the leader. The other in-
teresting facet of the Chinese consumption is that has been heavily dependent 
on coal and will probably continue to be reliant on coal through at least 2050. 

From these observations, one might infer that the U.S. relative decline 
may easily be exaggerated, as are concerns about a transition to Chinese lead-
ership in the near future. The real question from an energy perspective is 
which economy or economies will lead the way in replacing petroleum, espe-
cially in terms of automobile propulsion. Since we are in the very early stages 
of that movement, it is probably much too soon to tell – but it hints at what 
we might pay most attention. 

The sixth implication is that leadership and energy transitions appear to 
have become increasingly intertwined. It makes sense that if lead economies 
are the vanguard of new and increased energy supply and consumption, they 
would also be an important agent in ushering in new eras of energy use. This 
tendency did not emerge full-blown with the advent of lead economies. Only 

                                                           
16 A related issue is the quite significant extent to which the U.S. trade deficits are expanded by 

petroleum imports. 
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the last two lead economies, Britain and the United States, have been in-
volved so far in the transitions depicted in Fig. 4.  

 

Fig. 4. Energy transitions in the United States 

Britain led the shift to coal and competed intensely with the United States for 
control of petroleum reserves in the interwar years (Hugill 2011). By the be-
ginning of World War II, the United States controlled some 50 % of the 
world's then known petroleum sources (Thompson 2007a).  

It follows then that when we are speculating about leadership transition, 
it is not enough to simply look for innovation in a new wave of gadgets. We 
should also be looking for leadership toward a new era of energy use in which 
movement away from reliance on hydrocarbon sources is part of the pattern. 
In other words, the next lead economy will probably be the vanguard of em-
ploying alternative sources of energy – whether it be nuclear, solar, wind, 
natural gas, or some combination. It may also be that one reason for leader-
ship transition is some inherent disadvantage in making the transition to the 
next era. Britain, for instance, was heavily committed to coal, did not possess 
large petroleum reserves at home, and was slow to make the switch to elec-
tricity. Given the pronounced U.S. reliance on petroleum, we may find that 
economies that are less dependent thanks to a lower level of development will 
encounter less inertia and resistance in the movement toward new energy 
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sources.17 Alternatively, the next lead economy is likely to need to have am-
ple access to relatively inexpensive energy resources. The question may then 
hinge on the distribution of resource endowments. 

Recognizing systemic leadership as a vanguard of new energy consump-
tion practices creates opportunities to link contemporary processes to both an-
cient and cosmological processes. Early centers of ‘civilization’ developed si- 
milar resource acquisition networks and innovated novel ways to expand the 
supply of energy by building and maintaining irrigation canals and other ways 
to control water use. Sumer, the initial lead economy, is the example par ex- 
cellence. What lead economies do is a more modern extension of older 
and even ancient political-economic practices and processes. We need to ap- 
preciate the continuity and to build on it analytically. 

If a stronger connection to ancient developments is the seventh implica-
tion, an eighth is an intriguing link to a cosmological argument. Chaisson 
(2001: 120) contends that the ‘emergence, growth, and evolution of intricate-
ly complex structures’ is keyed to energy flows and governed by thermody-
namic principles. 

Nature's many ordered systems can now be regarded as intricately 
complex structures evolving through a series of instabilities. In the 
neighborhood of a stable (equilibrium) regime, evolution is slug-
gish or nonexistent because small fluctuations are continually 
damped; destruction of structure is the typical behavior wherein 
disorder rules. By contrast, near a transition (energy) threshold, 
evolution accelerates and the final state depends on the probability 
of creating a fluctuation of a given type. Once this probability be-
comes appreciable, the system eventually reaches a unique though 
dynamic steady state, in which construction of structure wherein 
order rules is distinctly possible. Such states are thereafter starting 
points for further evolution to other states sometimes characterized 
by even greater order and complexity (Chaisson 2001: 78).  

This argument (see also Adams 1975, 1982, 2010; Spier 2005, 2010) re-
flects a general theory of the evolution of complexity in all processes predi-
cated on energy consumption. All ‘natural entities’, spanning physical, bio-
logical, and cultural phenomena, extract energy for survival, maintenance and 
reproductive purposes or, alternatively, put for resisting entropy. Greater 
complexity is achieved by tapping into greater quantities of matter and ener-

                                                           
17 One area worth more exploration are the implications of the system leader's dependence on weapons 

platforms developed in earlier global warfare but also reflecting a dependence on the prevailing en-
ergy regime. The commitment to the petroleum fueled twentieth century ships, tanks, and planes 
well into the 21st century would seem to be a good example. 
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gy. Table 5 offers a representative list of the ‘free energy rate density’ – an 
index of the amount of energy available per unit of mass – of various types of 
structures. All of these entities take energy from their environment to contin-
ue functioning. We are most familiar with our own participation in this fun-
damental process. Food allows us to live. Without food energy, we die. So it 
is with all other entities.18 

Table 5. Some representative, estimated free energy rate densities 

Structure Average Densities 

Galaxies 0,5 

Stars 2 

Planets 75 

Plants 900 

Animals 20,000 

Human brains 150,000 

Society 500,000 

Note: The densities are expressed in erg units of energy per time per mass. 
Source: Chaisson (2001: 139). 

The attractiveness of this interpretation for our own purposes is that it pro-
vides a different way to view human efforts to improve their existence and 
quality of life. The basic process is one of energy acquisition and the expan-
sion of how much energy is acquired. One way to look at the evolution of 
technological innovation, then, is the development of ways to convert various 
types of matter into successively greater amounts of energy to fill sails, to 
spin cotton or to drive automobiles and air conditioners. This process, over 
time, has moved along at different rates but is similar from the expansion of 
Sumer's resource acquisition network in the 4th millennium BCE to contem-
porary competitions to find ways to move automobiles by electricity or to 
convert solar energy into electricity. Political economies become successively 
more complex as energy densities are increased. But the process of acquiring 
and harnessing more and more sources of energy is not characterized by 
widespread innovation. It tends to occur first in one place and diffuse uneven-
ly to other places that are in a position to emulate and, often, to improve on 
the initial innovations.19 

                                                           
18 One interesting hypothesis is whether each successive lead economy is associated with signifi-

cant improvements in the free energy rate density. 
19 There are certainly exceptions to this pattern. Agriculture, for instance, was invented inde-

pendently in multiple places. 
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This basic pattern of pioneering innovations subject to uneven diffusion 
has structured long-term economic growth and is most clearly discernible in 
the Sung-Genoa-Venice-Portugal-Netherlands-Britain-United States succes-
sion in pioneering lead economies in the modern era of the last millennium. But 
it is not just successive clusters of innovation that is involved but also succes-
sive increases in the flow of energy acquired and energy density. The ability  
to convert sources of energy into successive advances in transportation and 
production is what long-term economic growth is all about.20 Lead economies 
are thus principal agents in generating new drivers for economic development 
and growth. We should expect each successive leader to be associated with 
increased free energy rate densities. The leadership long cycle research pro-
gram is organized very fundamentally around this insight. If the core process 
being examined also fits into a larger picture of parallel patterns in growth 
and development from the Big Bang on, so much the better. It reinforces the 
belief that the research program is on the right track. At the same time it also 
broadens and helps to justify lengthening the track on which the research 
program proceeds. 

Technological innovation is about many things. The argument here is not 
that we scrap what has been said previously about the linkages between inno-
vation and world politics. Rather, we need to broaden the nature of the in-
quiry by integrating energy considerations into the long cycle weave. The two 
perspectives are complementary because technological innovation and energy 
have been highly interdependent. Greater integration should enhance our un-
derstanding of both energy, the K-wave phenomenon, and processes of world 
politics. 
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Technological Dimension of Big History 
and the Cybernetic Revolution* 

 
Leonid E. Grinin and Anton L. Grinin 

 
Abstract 
The present paper analyzes the evolution of technology from the beginning of 
the human history. We introduce a new paradigm to analyze the causes and 
trends of the global evolution. We also describe the direction of technological 
transformations, discuss and explain the present and forthcoming technologi-
cal changes. 

Our analysis of technological evolution mainly focuses on the second half 
of the 20th century. We present a detailed analysis of the latest technological 
revolution which we denote as ‘Сybernetic’, and give some forecasts about its 
development up to the end of the 21st century. It is shown that the development 
of various self-regulating systems will be the main trend of this revolution. We 
argue that the technological transition of the final phase of the Cybernetic Re- 
volution will start in medicine, which is to be the keystone of technological 
convergence forming the system of MANBRIC-technologies (based on medi-
cine, additive, nano, bio, robotic, IT and cognitive technologies). Today we are 
at the threshold of post-human revolution, the era of an intensive impact on the 
human body. The authors consider the directions of this revolution such as con-
siderable life extension, organ replacement, BCIs, robotics, genome editing, 
etc. It is very important to understand the mechanisms of technological deve- 
lopment and to measure the possible risks arising from them. 

Keywords: production revolutions, technological evolution, self-regulating 
systems, MANBRIC-technologies. 

Introduction. Between Human and Post-Human  
Revolutions 
For centuries, technological changes were among the most fundamental drivers 
of social development, providing demographic growth and cultural progress. 
There is much information about the latest technological achievements appear-
ing every day. However, for most of the human history the matter was diffe- 
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rent. For centuries and even millennia transformations have been undistin-
guished (Anuchin 1923; Lurie et al. 1939; Semyonov 1968; Chernousov et al. 
2005; Belkind et al. 1956; Boas 1911; Kosven 1953; Kremkova 1936; Osipov 
1959; Virginsky and Khoteenkov 1993; Sheypak 2009).  

That is why it is very important to observe technological development 
comprehensively, where it becomes especially evident that, according to Fer-
nand Braudel (1985), ‘in reality, everything rested upon the very broad back of 
material life; when material life expanded, everything moved ahead’.  

Technologies have been playing a significant role in the history of human-
kind from the very origin of Homo sapiens. Numerous facts show that already 
after 50,000 BP technologies were developed in various fields: from hun- 
ting and cooking to primitive painting. Achievements in such fields as agri- 
culture, building, transportation, and many other human achievements could 
not have emerged without certain technologies. Thus, one can argue that tech-
nologies play a very important role in Big History. They played a special role 
in collective learning which is defined as the sixth threshold of increasing 
complexity. This Homo Sapiens' achievement which happened at the beginning 
of the Upper Paleolithic was probably one of the most important events in hu-
man history, and sometimes is termed as the Human revolution (e.g., Shea 
2006).1 Today we are at the threshold of another important transition which is 
often called ‘post-human revolution’, which could bring quite radical changes 
to society and even transform the human biological nature. 

1. TECHNOLOGICAL DIMENSION OF BIG HISTORY  
Three Production Revolutions – Three Big History 
Thresholds 
The whole historical progress can be divided into four big periods which we 
denote as four production principles2: 

1. Hunter-Gatherer;3 
2. Craft-Agrarian;  
3. Trade-Industrial;  
4. Scientific-Cybernetic.  
Each production principle starts with great technological breakthrough 

which we denote as Production revolution. There were three such revolutions:  
1) the Agrarian or Neolithic Revolution (12,000–10,000 – 5,500–3,000 BP);  
2) the Industrial Revolution (the last third of the 15th – the first third of the  

19th centuries);  
3) the newest Cybernetic one (1950– the 2060/2070s).  

                                                           
1 Sometimes we denote it as the Upper Paleolithic Revolution. 
2 See Grinin 2006a, 2006b, 2007a, 2007b, 2012; Grinin L. and Grinin A. 2013; Grinin A. and Gri- 

nin L. 2015. 
3 It lasted till the 12th mil. BP. 
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In respect of Big History these revolutions are tightly related to the main Big 
History thresholds (the Agricultural Threshold; Modern Revolution Threshold; 
and the Cybernetic Revolution is related to the Future Ninth Threshold4). 

Production revolutions are technological breakthroughs which change the 
whole structure of society and the way of life. Each production revolution has 
its own cycle consisting of three phases: two innovative phases and between 
them – a modernization phase (see Tables 1, 2; Fig. 1).  

At the initial innovative phase a new productive sector emerges. The mo- 
dernization phase is a long period of distribution and development of innova-
tions. It is a period of progressive innovations when the conditions gradually 
emerge for the final innovative breakthrough. At the final innovative phase new 
innovations dramatically spread and improve for the new production principle, 
which, at this time, attains full strength.  

The Agrarian Revolution was a great breakthrough from hunter-gatherer 
production principle to farming. Its initial phase was a transition from hunting 
and gathering to primitive hoe agriculture and animal husbandry (that took 
place around 12,000–9,000 BP). The final phase was a transition to intensive 
agriculture (with large-scale irrigation and plowing) which started around  
5,500 years ago (for more details see Grinin 2007a; Grinin A. and Grinin L. 2015; 
Grinin L. and Grinin A. 2016). These changes are also presented in Table 1. 

Table 1. The phases of the Agrarian Revolution 
Phases Type Name Dates Changes 

Initial Innovative Manual agricul-
ture 

12,000–9,000 
BP 

Transition to primitive 
manual (hoe) agriculture 
and cattle-breeding 

Middle Modernization Diffusion of 
agriculture 

9,000–5,500 
BP 

Emergence of new do-
mesticated plants and 
animals, development 
of complex agriculture, 
emergence of a complete 
set of agricultural in-
struments 

Final Innovative Irrigated and 
plow agriculture

5,500–3,500 
BP 

Transition to irrigative or 
plow agriculture without 
irrigation  

 
The Industrial Revolution was a great breakthrough from craft-agrarian produc-
tion principle to machine industry, marked by intentional search for and use of sci-
entific and technological innovations in the production process. 

Its initial phase started in the last third of the 15th and 16th centuries with the 
development of shipping, technology and mechanization based on the watermill 

                                                           
4 A number of Big History researches connect this threshold with the so-called singularity. 
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as well as with a ‘more organic’ division of labor. The final phase was the well-
known breakthrough of the 18th and 19th centuries with the introduction of vari-
ous machines and steam energy (for more details about Industrial Revolution 
see Grinin 2007b; Grinin A. and Grinin L. 2015; Grinin L. and Grinin A. 2016; 
Grinin and Korotayev 2015). These changes are presented in Table 2. 

Table 2. The phases of the Industrial Revolution 

Phases Type 
Name  

of the phase
Dates Changes 

Initial Innovative Manufactur-
ing 

the last 
third of the 
15th – 16th 
centuries 

Development of shipping, 
technology and mechanization 
on the basis of water engine, 
development of manufacture 
based on the division of labor 
and mechanization

Middle Modernization Diffusion of 
industrial 
enterprises 

the 17th –
early 18th 
centuries 

Formation of complex indus-
trial sector and capitalist 
economy, increase in mecha-
nization and division of labor  

Final Innovative Machinery 1730–the 
1830s 

Formation of sectors with the 
machine cycle of production 
using steam energy

 
The Cybernetic Revolution is a great breakthrough from industrial production 
to the production and services based on self-regulating systems. 

Its initial phase dates back to the 1950–1990s. The breakthroughs oc-
curred in the spheres of automation, energy production, synthetic materials 
production, space technologies, exploration of space and sea, agriculture, and 
especially in the development of electronic control facilities, communication 
and information. We assume that the final phase will begin in the nearest de- 
cades, i.e., in the 2030s or a bit later, and will last until the 2070s. 

We denote the initial phase of the Cybernetic Revolution as a scientific-
information one, and the final one – as a phase of self-regulating systems. 
Today we are in its modernization phase which will probably last until the 2030s. 
This intermediate phase is a period of rapid distribution and improvement of the 
innovations made at the previous phase (e.g., computers, Internet, cell phone, 
etc.). The technological and social conditions are also prepared for the future 
breakthrough. We suppose that the final phase of the Cybernetic Revolution will 
lead to the emergence of various self-regulating systems (see below).  

The scheme of the Cybernetic Revolution is presented in Fig. 1. 
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Fig. 1. The phases of the Cybernetic Revolution 

Each phase of Big History is accompanied by the emergence of new evolution-
ary mechanisms. In particular, certain preconditions and preadaptations can be 
already detected within its previous phase. The same refers to the development 
of productive forces. Within previous production principle there appear some 
prerequisites of technologies, which flourish during the next production princi-
ple. For example, many mechanisms, engines and machines emerged within  
the Craft-Agrarian production principle, especially during its last centuries  
(the 12th – 14th centuries). But for Production revolution to start, there should 
occur some technological changes. Thus, the Industrial Production Revolution 
began at the end of the 15th century and lasted until 1830. 

Cybernetic Revolution, Self-Regulation and Artificial 
Intelligence in Terms of Big History  
The theory of production revolutions proceeds from the assumption that the 
essence of these revolutions can be clearly observed only during their final 
phase. The most important thing about the final phase of Cybernetic revolution 
will be a wide use of self-regulation in different technological and bio-socio-
technological systems. The analysis of such systems can be based on cybernet-
ics which is a transdisciplinary approach for exploring complex regulatory sys-
tems via the processes of receiving, transformation and transfer of information 
(see, e.g., Wiener 1948; Beer 1959; Von Foerster and Zopf 1962; Umpleby and 
Dent 1999). 

The most important characteristics and trends of Cybernetic Revolution are 
the following:  

1. The increasing amount of information and growing complexity; 
2. Consistent development of the system's abilities to the regulation and 

self-regulation;  
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3. Mass use of artificial materials with new properties;  
4. Application and control of systems and processes of various nature in-

cluding living material and new levels of organization of matter (including dif-
ferent nanoparticles as building blocks);  

5. Miniaturization and microtization as a trend of the constantly decreasing 
mechanisms, electronic devices, implants, etc.; 

6. Ubiquitous resource and energy saving; 
7. Individualization as one of the most important technological trends; 
8. Implementation of smart technologies and a trend towards humanization 

of their functions (use of the human language, voice, movements, etc.); 
9. Control over human behavior and activity to eliminate the negative in-

fluence of the so-called human factor. 
Some of these trends coincide wholly or partially with the perceptions of 

artificial intelligence and its future development (though this concept is quite 
vague and difficult to define). But other trends cannot be included into the con-
cept of artificial intelligence (for more details see below). 

Self-regulation can be defined as a system's ability to preserve stability and 
basic parameters within changing environment. Self-regulation as a broad con-
cept incorporates various aspects of maintaining stable state of a system at all 
phases of Big History and especially at the biological and social ones. Self-
regulation is of great importance for Big History since it is one of the most de-
veloped levels of growing complexity (see Grinin 2016). 

Self-regulation has already revealed at the early phases of Big History, in 
fact, with the emergence of the first systems (e.g., the first stars). The emer-
gence of life is tightly connected with self-regulating systems.  

In the course of chemical evolution chemical substances gradually became 
more complex until some of them got the ability for self-regulation. For exam-
ple, lipids, which are able to change their form when interacting with water, 
while retaining its chemical structure. One of the most important features of 
living organisms is an existence of a code molecule. RNA is considered as the 
first self-replicating molecule.  

The further formation of complex systems, such as DNA, proteins, en-
zymes, etc., required the creation of a complex system of regulation. The more 
complicated the system became, the more complicated was its regulation. In 
order to overcome the entropy, systems sought to isolate themselves from direct 
contacts with the environment, forming protective (insulating) shells. Presuma-
bly that is how the first coacervates were formed, and later – the cells. A cell 
became the main self-regulating living system due to which many organisms 
were formed in the process of evolution. Biological systems demonstrate the 
complexity growing up to the level of self-regulation within evolution. Due to 
collective learning human society has also developed into a complex self-
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regulating system. Within the next decades the technological complexity is 
supposed to rapidly increase thus promoting the ability for self-regulation.  

At present there are already many self-regulating systems around us, for 
example, self-driving cars, the artificial Earth satellites, pilotless planes, naviga-
tors laying the route for a driver. One more good example is life-supporting sys-
tems (such as medical ventilation apparatus or artificial heart). They can regulate 
a number of parameters, choose the most suitable mode and detect critical situa-
tions. The genetic engineering is also worth mentioning since it is used for the 
creation or changing biological and physiological self-regulating systems.  

We suppose that during the final phase of the Cybernetic Revolution dif-
ferent developmental trends should produce a cluster of technological innova-
tions. The medical sphere has unique opportunities to combine the abovemen-
tioned technologies into a single complex. In our opinion, the general driver of 
this cluster will be medicine, which can connect additive technology, nanotech-
nology, biotechnology, robotics, information and cognitive technologies. We 
denote this technological cluster as a MANBRIC-complex (an acronym for the 
included technologies).5 

 
Fig. 2. The relationship between citation frequency in scientific publi-

cations and the technologies forming MANBRIC, according to 
the Web of Science, 2010–2015 

                                                           
5 Namely: Medicine, Additive, Nano, Bio, Robotic, Information, and Cognitive technologies. For 

the convenience of pronunciation the technologies are listed not in order of priority.  
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Fig. 2 shows the citation frequency of MANBRIC-technologies in scientific 
publications and relations between the technologies forming the complex. The 
thickness of line demonstrates the intensity of interactions while the direction 
of arrows shows the sphere of application of technologies.  

As one can see from this figure, medicine and biotechnologies are most 
closely related. There is also distinguished a separate direction of biomedicine 
(Pankhurst et al. 2003; Gupta A. and Gupta M. 2005).  

The development of MANBRIC-complex can be examined, for example, 
via the analysis of patent applications in medicine, pharmaceuticals, and bio-
technologies which also demonstrate convergening growth rates (Grinin L., 
Grinin A., and Korotayev 2016).6 

 
Fig. 3. Dynamics of the global combined share of four technologies 

with the highest share of patent applications in 1985 (electri-
cal machinery, measurement, machine tools, and other spe-
cial machines) in comparison with the dynamics of the global 
combined share of patent applications in four top categories 
(medical, pharmaceutical, computer, and biotechnologies), 
1985–2014 

Source: WIPO IP Statistics Data Center 2016. 

The important question is in what sphere will the final phase of the Cybernetic 
Revolution start? First of all, one should remember that the ‘breakthrough’ 
                                                           
6 See also Appendix to Ch. 9 in Grinin L. and Grinin A. 2015 at URL: https://www.socionauki.ru/ 

book/files/ot_rubil_do_nano/online_version/9_chapter_appendix/266p.php. 
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sphere is usually quite narrow as it happened during the Industrial Revolution 
(when the breakthrough occurred in a specific field – cotton industry). In a sim-
ilar way, given the general vector of scientific achievements and taking into 
account that a future breakthrough area should be commercially attractive, we 
think that the final phase (the one of self-regulating systems) of the Cybernetic 
revolution will begin in one of the recent branches of medicine. It probably has 
already formed (such as biomedicine or nanomedicine) or it can form as a result 
of the uptake of other innovative technologies into medicine.  

It is important that in the nearest decades not only the developed but also 
developing countries will face the problems of population ageing, shortage of 
labor resources and the necessity to support a growing number of elderly peo-
ple. The progress in medicine can contribute to the extension of working age 
(as well as to the general increase of the average life expectancy) of elderly 
people and to more active involvement of disabled people into labor activities. 
Thus, elderly people and people with disabilities could more and more subsist 
for themselves. 

At present medicine is closely related to biotechnologies (see Fig. 2) 
through pharmaceuticals, gene technologies, new materials, etc. The distinctive 
feature of modern medical science is its ‘bio-related trends’ – a wide use of 
approaches based on the methods of molecular and cell biology.  

At present medicine is highly computerized especially in the field of diag-
nostics, various automatic control systems have been developed; for example, 
for the control of breathing, nutrient supply to specific organs, blood pressure, 
control over the functioning of some internal organs, etc.  

Medicine (supported by both government and private funding) has been 
a major influence on GDP.  

Taking into consideration the anticipated faster growth rates of GDP in the 
developing countries and a rapid formation of the middle class there, one can 
suppose that in general, spending on health care will increase significantly. For 
example, in Germany a number of health care personnel constitute 22 % of the 
total number of employed people while the share of automobile industry is only 
2.3 % (Nefiodow L. and Nefiodow S. 2014). 

We have no opportunity to describe the whole range of MANBRIC-
technologies with the equal attention. So in this paper we will focus on the most 
important spheres.  

2. FUTURE TECHNOLOGIES 
Big History, Technologies, and Rules of Evolution 
When considering the issue of future technologies in terms of Big History, one 
should emphasize that the growing technological complexity is connected with 
some other aspects of Big History. Elsewhere we formulated a number of evo-
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lutionary rules, which can be applied for the analysis of different Big History 
directions (e.g., Grinin, Markov, and Korotayev 2008, 2009; Grinin 2016; Gri- 
nin 2014; Grinin, Markov, and Korotayev 2017).  

Among these evolutionary rules we single out three rules which are of par-
ticular importance for the development of technologies. 

Rule 1. Evolution occurs only in a small part of a system 
According to data obtained from Planck observatory, the Universe is composed 
of 5 % of ordinary (baryonic) matter, 24 % of dark matter, and 70 % of 
dark energy. Thus, the most bulk of our Universe is occupied by dark mat- 
ter and energy which can hardly evolve. In living organisms, for example, an 
estimated percentage of the non-coding DNA reaches 98 %. In social evolution, 
according to some sources, the number of innovators in a society is about 3– 
5 %. The same is in evolution of technology, for example, only a small number 
of startup projects appear successful. 

Rule 2. Evolutionary block assemblage  
In evolution, there emerge some basic and more complex components which 
assemble in various combinations. In this sense, evolution is similar to con-
struction, where ready-made units are used to build new creations. Thus, in 
cosmic evolution atoms are universal components for the formation of mole-
cules while chemical evolution in space started with the emergence of a suffi-
cient variety of atoms. On Earth the atoms and non-organic molecules 
launched the geological development, and later – the emergence of organic 
molecules, and eventually life. In biological evolution block assemblage prin-
ciple of formation can be observed, for example, at the level of cells, tissues, 
and organs. Many molecules, for example, of DNA, also consist of peculiar 
semantic units. Similarly in social evolution religion or legal systems are often 
borrowed by other countries. All technologies are made according to this prin-
ciple. For instance, a modern vehicle is a result of numerous technological 
achievements: from wheel, alloys, mechanical systems, plastic, fabrics to the 
onboard computer. 

Rule 3. The increasing diversity  
Variety is as a universal evolutionary trend. Thus, within cosmic evolution 
there appeared a growing number of chemical elements and molecules, as well 
as stars and planets. In biological evolution the number of species has been 
continually increasing for a long time. However, the growth cannot be con-
stantly since evolution always balances around the optimum. Thus, it is not 
surprising that there are periods of reverse development and reduction 
of the diversity (e.g., during mass extinctions). In social evolution, there is 
a growing diversity of political forms, cultures and religions. 
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In the evolution of technologies the growing diversity is very impressive. 
From 1980 to 2014 the number of patent applications has increased ten folds.7  

The rules given above are used as examples to demonstrate that techno- 
logical development we observe nowadays is not unique. Under similar condi-
tions and preconditions, evolution in different systems may follow the similar 
patterns. 

Thus, based on the evolutionary rules and the theory of production princi-
ples and other aspects we give some forecasts of upcoming technological revo-
lution. 

On Some Future Medical Technologies 
Constant health monitoring as a self-regulating supersystem. During the final 
phase of the Cybernetic Revolution a very important direction of self-regulation 
can develop as different health monitoring systems for early diagnosis and pre-
venting diseases. The key compounds of such devices are biosensors and simi-
lar tiny devices. One can easily imagine that in the future they will be able to 
become an integral part of a human life, providing a constant scanner of an or-
ganism or a certain organ and transmitting the information to a medical center 
in case of potential or real threats. On the whole, medicine will develop towards 
increasing individualization and personification through the selection for indi-
vidual therapy while the use of mass drugs and standard therapeutic technolo-
gies will be reduced. 

Economy, optimization of resource consumption, and miniaturization. 
The achievements in medicine will make a significant contribution to the opti-
mization of resource consumption, for example, due to the targeted drug deli- 
very and minimization of interference with the organism. Hospital treatment 
will be less used as the operations will be more targeted, and the rehabilitation 
period will be minimal. More people will be treated at home since the devel-
opment of remote treatment is rather probable when doctors control the indices 
of a patient online and can make the necessary prescriptions remotely. It could 
sharply decrease a cost of medical treatment which now is exorbitant one for 
a great number of people. Saving money (as well as resources) is one of the 
most important directions for the economy. 

Medicine develops in the direction of growing miniaturization. There is 
a trend of constantly decreasing size of instruments to micro and nanoscale 
(Peercy 2000). For example, repairing heart tissue destroyed by a heart attack 
usually requires invasive open-heart surgery. But now researchers have deve- 
loped a technique that allows using a small needle to inject a repair patch, with-
out opening up the chest cavity (Montgomery et al. 2017). 
                                                           
7 About the dynamics of patent application see Appendix to Grinin L. and Grinin A. 2015, 274ff. 

URL: https://www.socionauki.ru/book/files/ot_rubil_do_nano/online_version/9_chapter_appendix/ 
274p.php. 
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The perspective direction in medicine is slowing down the ageing process. 
It is highly probable that human medicine will significantly increase life expec-
tancy. Already nowadays in some countries the average life expectancy is more 
than 80 years. We suppose that increase of life expectancy will occur as a result 
of a breakthrough in medical technologies in the 2030s – 2050s. In the 2050s 
the average life expectancy will increase by 15 years or even more. 

It is quite possible that genetic methods will significantly increase life ex-
pectancy. In this respect, the study of telomeres, which were found to play an 
important role in cell division, seems to be promising (Slagboom, Droog, and 
Boomsma 1994).8  

Transplantation. Another important branch of medicine is regeneration 
and transplantation of organs and tissues of a human body. At present medicine 
achieved great results in organ transplantation, (e.g., heart, lungs, liver, pancre-
as, and kidneys). However, human donor organs are scarce, and people who 
donate donor organs without special agreement are brought to criminal respon-
sibility all over the world.  

Medicine and biotechnology will provide an opportunity to design different 
artificial organs, such as skin, retina, trachea, vessels, heart, ear, eye, limbs, 
liver, the lungs, pancreas, bladder, ovaries. Many of them are already designed 
today. Even new organs or combinations are possible. There is already an op-
portunity of tissue engineering. In laboratories scientists cultivate new cells to 
replace injured bone or cartilage. For example, recently, the soft artificial heart 
was created from silicone using a 3D-printing, lost-wax casting technique; it 
weighs 390 grams and has a volume of 679 cm3. This artificial heart has a right 
and a left ventricle, just like a real human heart, though they are not separated 
by a septum but by an additional chamber. This chamber is in- and deflated by 
pressurized air and is required to pump fluid from the blood chambers, thus 
replacing the muscle contraction of the human heart (Cohrs, Petrou, and Loepfe 
et al. 2017). 

This technology has the potential to develop cell therapy and methods of 
tissue regeneration. 

One can expect that opportunity to ‘deceive’ the immune suppression 
will be one of the main breakthroughs in the field of regeneration and trans-
plantion of organs and tissues. 

Changing human reproductive capabilities is an especially important 
field of medicine. The number of incurable diseases causing infertility decreas-
es. Nevertheless, the only opportunity for some patients is to use in vitro ferti-

                                                           
8 In 2009, Elizabeth H. Blackburn, Carol W. Greider and Jack Szostak were awarded the Nobel 

Prize for the discovery of how chromosomes are protected by telomeres and the enzyme telomer-
ase from terminal underreplication. 
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lization. Besides, due to the development of medicine there increases a number 
of women who want to have children after their reproductive age is over (e.g., 
at present, it is possible to grow an embryo outside the woman's body). 

The Future of Biotechnology 
One can suppose that at the very first stage of Cybernetic Revolution biotech-
nology, as an independent direction, will play a less important role than medi-
cine. It will be rather an important component of medical technologies, pro- 
viding breakthroughs in treatment of diseases or monitoring of organism 
functions. Genetic engineering will play important role in different spheres of 
biotechnologies (see below).  

Gene modification. On the basis of the genetic data the most appropriate 
treatment will be adapted for individual patients, and if it is necessary the de-
fective genes will be corrected. Presumably, first gene therapy will manifest 
itself in sport medicine as enormous investments are made in it and the best 
minds are engaged in this field.  

When choosing the appearance of a future child (color of eyes, skin, etc.) 
gene therapy can be used. In future it might be possible that babies will be born 
almost by order, these will be ‘the perfect babies’ (Fukuyama 2002).9 In other 
words, parents will choose desirable features of a child before his/her birth.  

Achievements in self-regulation. The level of controllability will increase 
considerably within a number of important systems connected with biotechno- 
logies. Thus, probably, while transforming an organism, scientists will insert 
not a separate useful gene (Simon, Priefer, and Pühler 1983), but a whole set of 
necessary genes which will operate depending on environmental conditions. 
Such characteristics will be extremely important in the case of climate changes 
which are quite probable. It will become possible to choose the most optimal 
varieties of seeds for a unique combination of weather conditions and territory. 
Consequently, huge databases of such plant varieties and variations will be cre-
ated. It is quite possible that in the future the whole process of getting a trans-
genic plant will take place without human participation, thus, it will become 
self-regulating.  

It is possible to assume that by the end of the final phase of the Cybernetic 
revolution the agricultural biotechnologies will be already developed to a de-
gree that the modified products will be able to response even to the smallest 
fluctuations of local conditions. In other words, it will be possible for farmers 
to select individual fodder and drugs by means of programs and to order them 

                                                           
9 It is difficult to say how ‘perfect’ they will be and what kind of problems will appear as a result of 

these technologies. E.g., the possibility to predict the baby's gender resulted in gender imbalance 
in China. As a result, there are a disproportionate number of boys. Thus, we agree with Francis 
Fukuyama, who believes that the future achievements of the ‘biotechnology revolution’ should be 
accepted with great prudence (Fukuyama 2002).  
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via the Internet. Even an individual will be able to invent a houseplant hybrid 
suitable for the interior and to order its production and delivery.  

The same refers to domestic animals: it will be possible to breed animals 
with peculiar characteristics within separate breeds of animals (or even 
by the individual order). It is probable that the selection of animals 
on the basis of genetic engineering will also develop in the direction of decre- 
asing human participation. 

Creation of new materials. In the 1940–1970s, one of the main directions 
was the development of industrial production of already known substances 
(e.g., vitamins) or their analogues; however, during the same period there ap-
peared the elements which did not exist in natural environment (e.g., Hu-
malog, which is a widely applied synthetic analogue of human insulin 
[Woollett 2012]). This sequence reminds the history of development of che- 
mistry: at first people learned to produce the known substances, and then the 
artificial materials. 

Due to biotechnologies many new materials are produced, for example, bi-
oplastics. The main advantage of this material is that unlike ordinary plastic it 
is biodegradable. Thus, the main goal of bioplastics production is preserving 
environment, reducing the production of goods from non-renewable resources 
and cutting the discharging of carbon dioxide into the atmosphere. This is an-
important step to the creation of self-cleaning ecological systems in the future 
and also to the preservation of the environment.  

The increase and cheapening of food production is a global challenge 
for the humankind taking into account that the population number will continue 
to increase for several more decades (first of all in the poor and poorest coun-
tries, especially in Africa), perhaps, reaching nine or more billion people (see 
UN Population … 2012). Biotechnologies can make a huge contribution to the 
solution of the problem.  

Solution of Urban and Some Environmental Problems 
Biotechnologies are successfully used for cleaning up oil spills, in wastewater 
treatment, etc. According to the Organization for Economic Cooperation and 
Development (OECD), the potential market for bioremediation, that is, the use 
of living microorganisms to degrade the environmental contaminants (including 
plants for soil purification), amounts tens of billions of dollars. Thus, important 
changes will certainly take place in the employment of biotechnologies for the 
solution of environmental problems. Here it is possible to assume that biotech-
nologies will be intruded first of all into the urban ecology. It is necessary to 
consider that in the coming decades the urban population will increase by 40–
50 % (see, e.g., NIC 2012). Among the problems which can be potentially 
solved by means of the development of biotechnologies, there are those related 
to water cleaning, recycling of waste, liquidation of stray animals (it will be 
promoted by introducing genes for sterility or something of that nature). Al-
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ready today the micro-organisms for water cleaning are applied; with their help 
we also get bio-gas from waste recovery. But in the future these and similar 
problems will be solved by the development of self-regulating systems that will 
make it possible to solve a number of technical and scientific problems.  

But the problem of ecological self-regulating systems, naturally, is not lim-
ited by the cities; it has to be extended to the cleaning of reservoirs and other 
ecosystems. The creation of ecological self-regulating systems will considera-
bly reduce expenses and free huge territories occupied by waste deposits, as 
well as allow breeding fish in self-cleaning reservoirs.  

One can assume that an important direction will be the creation of self-
regulating environmental systems in resort and recreational territories which 
will provide the best conditions for rest and business. 

Breakthrough in the Sphere of Resource Saving 
Resource and energy saving is one of the main tasks and outcomes of introduc-
tion of biotechnology. The basic opportunities with respect to resources saving 
are connected with an opportunity to influence the genetic organization of liv-
ing beings which at present serves the basis for the agricultural (‘green’) bio-
technology which has already become a part of the initial phase of the Cyber-
netic Revolution. The breakthrough in this area is connected with totipotency, 
that is an ability of plants to form a full-fledged organism from a single cell. 
With the necessary gene transfer, one can make, for example, a variety of pota-
to resistant to the Colorado beetle, or reduce the susceptibility to drought, cold 
and other stresses (Grinin et al. 2010). New agricultural technologies are of 
great importance for the developing countries. For example, genetically modi-
fied and pest resistant varieties of cotton plant and corn demand much smaller 
usage of insecticides which is more cost-effective and eco-friendly. The indi-
vidualization is also noticeable in the animal genetic engineering which deve- 
lops more slowly, but even now and in prospect it has an enormous value for 
agriculture and medicine (by means of genetic engineering it is possible to in-
crease milk production, to improve quality of wool, etc.). 

Biotechnology can help to solve many global issues, for example, to 
cheapen the production of medicines and foodstuffs including producing and 
making them in ecologically sound ways that can also keep or make the envi-
ronment pristine, thereby considerably expanding their production. The solu-
tion to the food problem will proceed in different ways, in particular due to the 
mass production of food protein whose shortage is sharply perceived in many 
societies (at present the feed protein for animals is generally produced in this 
way). Even now there are results based on the production of food proteins or, 
for example, imitation meat. But so far such a production is too expensive.  
A gram of laboratorial meat costs US$ 1,000 dollars (Zagorski 2012) but this is 
part of the usual process from the laboratory to mass cheap production.  
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Artificial Intelligence, Robots, Nanotechnologies, 
Additive and Cognitive Technologies 
Self-regulating systems and Artificial Intelligence. Within Big History the peri-
od after a new threshold is sometimes anticipated as a period of rapid develop-
ment and even predominance of artificial intelligence. We agree that the future 
investigations in the fields of Big History and evolution are closely associated 
with the development of artificial intelligence. Thus, it turns to be important to 
define similarities and differences between self-regulating systems and artificial 
intelligence.  

On the one hand, the notion of ‘self-regulating systems’ correlates rather 
closely with artificial intelligence which has become a subject of intensive re-
search in the recent decades (see, e.g., Poole, Mackworth, and Goebel 1998; 
Russell et al. 2003; Hutter 2005; Luger 2005; Neapolitan and Jiang 2012; 
Keller and Heiko 2014; Hengstler, Enkel, and Duelli 2016). ‘Intelligent’ ma-
chine is often defined as the one that takes actions that maximize its chance of 
success at some goal (e.g., Russell et al. 2003). Of course, such a machine can 
be also considered as a self-regulating system. The notion of artificial intelli-
gence is usually connected with machines, IT-technologies, robots, and some-
times equated with technical intelligence (Zhang et al. 2016).  

On the other hand, the notion of ‘self-regulating systems’ is wider than the 
notion ‘artificial intelligence’ (AI) since the former includes various self-
regulating systems that can function independently, but can hardly be regarded 
as Artificial Intelligence. For example, biotechnological systems designed to 
neutralize pollution, or the ones connected with human physiology (e.g., 
artificial immunity on the basis of artificial antibodies, or systems based on the 
use of various other proteins or viruses, or genetic engineering technologies 
that are able to control certain physiological processes and so on). In addition 
we expect the emergence of self-regulating systems of mixed nature – for ex-
ample, biochemiotechnical. One should also note that they can function within 
more complex systems, like a human organism. As examples of such self-
regulating systems one may mention artificial organs grown in laboratories and 
incorporating a number of biosensors and other technical elements. Thus, any 
AI can be regarded as a self-regulating system, but not all self-regulating sys-
tems can be associated with AI.  

Robots and self-driving cars in the future. The opportunities of using ro-
bots are undoubtedly vast. In particular, only these devices can help to solve the 
problem of care of growing numbers of elderly people and to some extent the 
associated problem of labor shortage. In general, there is no doubt that robots 
will play a significant role in the transition to self-regulating systems. We as-
sume that in the 2020s certain although not revolutionary achievements in this 
area will occur, in the 2030–2040s we will witness a much more significant rise 
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in robotics, but an explosive development of robots will happen a bit later in the 
2050–2060s. By this time it is also possible to expect the creation of really 
‘smart’ robots. We believe that in the next two decades robotics will develop 
rapidly in the service sector. At present there are many publications on how 
robots may replace humans in many fields. We agree that the changes in this 
sphere will be enormous yet; they will take several decades to occur. 

In future robotic servants may replace household chores as well as perform 
some complicated tasks, for example, they will be more and more involved into 
investigation of space bodies and other tasks that can be dangerous for humans 
(military, rescue, space activities, etc.). Hardly all of them will be anthropo-
morphous; their design will be most likely defined by functions. However, uni-
versal robots are also likely to emerge.  

Robots will play a very important role in medicine, for example in surgery 
and in the sphere of social nursing care. The number and variety of surgical 
robots grow every year. According to some forecasts, surgical robotics market 
will grow up to US$ 28.8 billion by 2020.10 Surgical robotic systems are 
a combination of equipment, accessories, software, and services, which help 
doctors to perform minimally-invasive surgeries including gynecological, car-
diac, neurological, and orthopedic. Robotic systems allow surgeons to automate 
the surgical procedure, improve efficacy and precision during the procedure, 
and minimizing post-surgical complications.  

Robotic systems will continue to be used extensively in transportation, in 
particular they will also be used in the development of self-driving vehicles. 
The latter might be especially important. Taking into account the above-
described ‘meaning’ of the Cybernetic Revolution (as a revolution of self-
regulating systems), the breakthrough will most probably occur in the direction 
of autonomous transport. Vehicles and other transport systems will become 
self-driving and will use the electric vehicle technologies. Even today, there are 
attempts of realizing this opportunity. A vivid example here is Tesla's self-
driving cars. But other groups of companies also announced their self-driving 
cars. For example, ‘Mercedes-Benz’ has presented the concept of driverless car 
(della Cava 2015). Google works to create such a car by 2020 (see Muoio 
2015), but it already tests the Toyota self-driving car in California (and arrang-
es joint projects with Ford). Just as in 1997 the computer defeated the world 
chess champion, recently self-driving car has beaten the racing driver at speeds 
over 200 kilometers per hour. Some researchers even work to understand how 
to make self-driving cars become capable of making moral and ethical deci-
sions just like humans do. Any decision that involves risk of harm to a human 
or even an animal is considered to be an ethical decision. It also includes quite 
rare situations when a collision is unavoidable, but a decision can be made as to 

                                                           
10 URL: https://www.alliedmarketresearch.com/surgical-robotics-market?surgical-robotics-market. 
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which obstacle to collide with. Researchers believe that by algorithms it is pos-
sible to make self-driving car decide whether to use a sophisticated algorithm 
or a simple rule such as ‘always stay in the lane’ (Sütfeld, Gast et al. 2017). 

However, the development of such systems as self-regulating systems is an 
important forerunner of the forthcoming start of the final phase of the Cyber-
netic Revolution (in the 2030s). The self-driving electric vehicles with a new 
accumulator together with roads allowing free recharge can become a powerful 
source of technological development during the final phase of the Cybernetic 
Revolution.  

The Future of Nanotechnology 
Nanotechnologies have become one of the most popular technologies of mo- 
dern times and they have many prospects.11 First of all, different nanocoatings 
will rapidly develop. Nanocoatings are used in different fields: industry, aircraft 
building, and electronics. The components of nanoelectronics, photonics, neu-
roelectronic interfaces and nanoelectromechanical systems are also promising. 
They will allow further micronization of devices. We believe that self-
regulating technologies (e.g., self-cleaning coatings which regulate the tem-
perature) will gain a widespread use. Similar technologies have already been 
created.  

For example, recently in the University of Central Florida a flexible anti-
reflection film on smartphones and tablets was made. It makes the screen bright 
and sharp as well as scratch resistant and self-cleaning. The film contains tiny 
uniform dimples, each about 100 nanometers in diameter (about one one-
thousandth of the width of a human hair) (Guanjun Tan et al. 2017).  

In future, the nanotechnologies will provide excellent opportunities for the 
self-assemblage of nanoelements and nanodevices. It will become possible to 
make a transition to controlled self-assemblage of nanosystems, creation of 
three-dimensional networks, nanorobots, etc. One may also speak about the use 
of molecular devices, atomic design. There are rather attractive prospects in the 
development of nanomechanics, nanomachinery, and nanorobotics. Long ago 
there started to develop the idea of creation of computers that process and store 
information through not special condition of environment (magnetic, electric, 
and optical) but through nanotechnologies, for example, via silicone (the main 
material in the production of semi-conductor devices) chips replaced by carbon 
nanotubes. In this case a bit of information can be written in the form of a clus-
ter, for example, of 100 atoms. This would reduce their size several-fold and at 
the same time increase quick response. Quantum technologies (e.g., the crea-
tion of quantum computer) will be one of the most important technological 
breakthroughs in this context. It is very difficult to predict which path the de-
                                                           
11 See Appendix to Grinin L. and Grinin A. 2015, p. 288ff. URL: https://www.socionauki.ru/ 

book/files/ot_rubil_do_nano/online_version/10_chapter_appendix/288p.php. 
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velopment of information technologies will follow, but one can assume that as 
a result of the completion of the Cybernetic revolution, the information capaci-
ty will increase by an order of magnitude.  

The Future of 3D-printers 
The opportunities provided by 3D-printers are great: from building to cooking, 
from a house workshop to museums, from medicine to children toys, from 
training models to design. At present, 3D-printing is used in aircraft construc-
tion and rocket engineering to produce individual elements, for example, sup-
port stand for an aircraft engine (see, e.g., Turichin 2015). And just because 
they are used in such high-technology spheres their development needs consid-
erable investments. 

In fact, 3D-printers constitute a universal house workshop or a universal 
production or, construction factory. And in the future they will acquire new 
functions and incorporate new subsystems. 

Additive 3D-printing (i.e., merging (fusing) of materials and creation of 
certain objects) is a very promising direction. Thus, in future 3D-printers will 
help to produce any material needed, even the biological one. Great opportuni-
ties are especially associated with the opportunities to grow human organs and 
tissues, including through the usage of patient's own tissues. Soon it will suffice 
to have a sketch and to make (to ‘print’, ‘fuse’) any detail at home or in 
a 3D-printing center. It will also be possible to organize a small single-piece 
production. Engineers could also develop simple 3D-food printers which can 
print, for example, candies or pizza. 

Undoubtedly, the development of additive technologies will be connected 
with other directions of MANBRIC-complex, for example, with robotics 
(additive technologies will be used to create robots, and at the same time the 
robots themselves will use additive technologies in their activities).12  

Cognitive technologies. Neural interfaces or brain-computer interfaces 
(BCI). A brain-computer interface (BCI) is a direct communication pathway 
between brain and an external device. This technology implements the interac-
tion between brain and computer systems that can be realized via electrode con-
tact with head skin or via electrodes implanted into brain. The implementation 
of neural interfaces is already wide-spread, for example, in artificial visual sys-
tems or bionics. The most notable device is the cochlear implant, which has 
been implanted in more than 220,000 people worldwide. 

                                                           
12 E.g., the Stormram 4, as the robot is named, is made from 3D-printed plastic and is driven by 

air pressure. This robot can be used in an MRI scanner. Carrying out a biopsy (removing 
a piece of tissue) during a breast cancer scan in an MRI significantly increases accuracy. 
The Stormram 4 is a stimulus for the entire diagnostic phase of breast cancer; the accurate 
needle control, effectively real-time MRI scanning and a single, thin-needle biopsy enable 
quicker and more accurate diagnoses to be made (University of Twente 2017). 
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In three or four decades, disabled people will get another chance in life. 
BCIs may improve rehabilitation for people with strokes, head trauma, and 
other disorders. At present there already exist devices which allow paralyzed 
people to speak, write and even work at the computer as, for example, in the 
case of the famous astrophysicist, Stephen Hawking.  

Those who can afford it and want to increase their abilities will be able to 
replace their body parts by bionic ones. 

Also in three or four decades, small scalp electrodes will make remote 
brain control possible. So people will be able to turn TV on only by thinking 
about it. In the future neural interfaces can be applied not only in medicine, but 
also in daily pursuits, for example to control condition of a driver's or an opera-
tor's brain and in case of falling asleep to awake him automatically. In general 
the achievements in cognitive science are already in use and their application 
will increase even more in the areas which move towards self-regulating sys-
tems – from medicine to robotics, from cybernetics to problems of artificial 
intelligence, and, of course, for the military purposes. However, serious tech-
nical and social difficulties can hamper the development of this direction (see 
below). After surpassing these constraints, the development of neural interfaces 
will promptly reach a new level.  

Some ideas on other future technologies. Smart devices. Everyday tech-
nologies become more self-regulating, complicated, and more intelligent. Their 
names speak for themselves. The word ‘smart’ is used as a prefix for many de-
vices. Today smartphones have become ubiquitous, while smartwatches are 
becoming popular, people watch smart TV, and in schools they use smart 
boards. Here are just a few examples of smart things: smart kettle, smart swim-
suit, smart stroller, smart cup, smart rope, smart T-shirt which tracks your pos-
ture, smart cane with GPS for elderly people, smart bottle which automatically 
tracks hydration and temperature, smart highway with nanocoating which 
changes its color according to the weather and warns drivers of potential risk. 
There is also developed a concept of a smart city with smart traffic signs and 
traffic light signals, as well as smart cars. This will also allow time and re-
source saving. Exoskeleton will allow people to perform hard work with fewer 
efforts. We assume that this trend will continue and thus, in three or four dec-
ades the majority of everyday devices will be smart. An absolute majority of 
them will be connected to the smartphone and Internet. One can predict that we 
will live in smart homes with smart kitchens, while a smart climate control sys-
tem will maintain the required temperature 24 hours a day. 

Mobile phone as an integrating device. The key feature of the future 
technologies is that most of them will be integrated with mobile phone or simi-
lar devices. A mobile phone will be a universal control panel and analytical 
center. It will collect all data from smart technological devices, for example: 
how many meters one walks, how many calories one consumes, how many 
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hours one sleeps, how much money one spends, how many hours one plays 
basketball and how many points one scores. The mobile phone will become 
a powerful means of control not only over an individual, but over pets and chil-
dren. For example, a smart bracelet that monitors a child's clean hands and sig-
nals if the child takes, for example, unwashed fruit. At any time parents can 
check the purity of their child's hands using a special application in smartphone.  

Thus, the important future technological trend is the development of virtual 
reality through different devices especially mobile phone or in another form of 
such integrative device (as it is known there are different ideas on this future 
forms, e.g., glasses). It is quite probable that such devices will be able to adopt 
the functions and become a new type of sensory organ and source of infor-
mation for people. Thus, special glasses will allow connecting vision and hear-
ing with the high resolution virtual reality devices. In the future, virtual reality 
may be not only seen but also felt. A small band with a device on the arm is 
already designed which will enable users touch the object in virtual reality. 

Conclusion. Will the Development of the Cybernetic Rev-
olution proceed in the Direction of Cyborgization? 
There is no doubt that future development within Big History and evolutionary 
paradigms is connected with the development of intelligence and transfor-
mation of intellectual creatures. As to the direction and speed of this transfor-
mation there are many points of view, including those (which we do not share) 
that AI will be able to unite billions of people's minds into a new system (Kur-
zweil 2000) or that humans will soon become immortal (see below). On the 
other hand, the development of medicine and self-regulating systems, which 
will constitute the nucleus of changes in the final phase of the Cybernetic 
revolution, will undoubtedly lead to the increasing interference in human 
body. In this context, we would like to conclude the paper by the reflections 
about the ways this interference in human body can change the human biologi-
cal nature and transform a human into a cyborg. A very popular word ‘cyborg’ 
(short for ‘cybernetic organism’) derives from the word ‘cybernetic’. Cy- 
borg is defined as a theoretical or fictional being with both organic and bio-
mechatronic parts.13  

The term ‘cyborg’ often applied to an organism that has restored function 
or enhanced abilities due to the integration of some artificial component or 
technology that relies on some sort of feedback. It is obviously that many 
achievements in medicine will impel our civilization to the state in which more 
and more humans can become partial cyborgs. Thus, we are following the path 
of development of self-regulating systems of a new type which will be consti-
tuted by the elements of different origin: biological and artificial. All that we 

                                                           
13 The term was coined in 1960 by Manfred Clynes and Nathan S. Kline (Halacy 1965).  
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have written about artificial organs and tissues will contribute to the break-
through in the field of both production of absolutely new materials which will 
expand the implementation of non-biological elements in the human body. 
Thus, the Cybernetic Revolution is closely connected with the process that can 
be designated as cyborgization. We should be aware of the fact that this actual-
ly means not only the formation of a new direction in medicine, but also the 
moving towards the cyborgization of a human being. Of course, this can cause 
a certain and quite reasonable anxiety. On the other hand, expanding the oppor-
tunities for not just a long but also an active life is hardly possible without sig-
nificant support for the sensory organs and other parts of the body which weak-
en as a result of ageing and other reasons. Finally, glasses or contact lenses, 
artificial teeth, tooth fillings, bones, aerophones, artificial blood vessels, mitral 
valves, etc. allow hundreds of millions of people to live and work and these 
people still remain humans. The same is true with respect to more complex 
systems and functions. Thus, people with disabilities can benefit from the de-
velopment of medicine and cyborgization as they will be able to significantly 
compensate their drawbacks. However, we suppose that the idea that some day 
the human body will be fully replaced by non-biological material and only the 
brain or the organs which support the senses will remain are just fantasy. This 
will never come true (the well-known ideas about such future for humankind 
are presented by Kurzweil [1999]). People who propose such solutions, for ex-
ample, to replace supposedly less lasting and comfortable biological material 
by the technological inventions (such as replacement of haematocytes by bil-
lions of nanorobots, etc.) in their forecasts try to use the outdated logic that was 
widespread several decades ago in science fiction or scary stories: the replace-
ment of biological organisms with technical ones. The modern logic of scien-
tific and technological progress including the latest achievements in bioengi-
neering shows the shift towards the synthesis of biological forms and technical 
solutions into a unified system. Still there are numerous obstacles here. Let us 
take, for example, the above-mentioned possible opportunities for brain control 
which may be hampered by the immune rejection in the first turn. Second, 
many nanostructures, for example, nanopipes, which had been predicted a 
bright future appeared very toxic for human body (Kotov et al. 2009). Third, 
the implantation of external devices leads to traumatization of the whole organ-
ism despite all serious attempts to reduce this impact. Another problem is the 
different electric conductance of biological material and of a technical device, 
though there is certain progress in the solution of this problem (Abidian and 
Martin 2009). But even if we solve these problems we will still need some 
powerful software capable to handle brain signals.  

Technical achievements can hardly replace the biological mechanisms 
which have been selected for many millions of years. On the contrary, we 
should follow the path of ‘repair’, improvement, the development of self-
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regulation and support of biological mechanisms via some technical solutions. 
The human brain is very tightly connected with the body and sensory organs, 
most of its functions are based on the control of the body that does not imply its 
full-fledged work outside its biological foundation. The opportunities of sci-
ence and medicine to replace worn organs will increase but the biological foun-
dations of a human will always exist and must prevail. If one can help the hu-
man body by different means including methods of activization of immune 
system, opportunities of genetics, the methods of blocking or decelerating the 
process of ageing, etc., it is much more reasonable to preserve the human bio-
logical foundation. In any case, in the nearest decades in the process of cy-
borgization quite radical breakthroughs are possible, but nevertheless the pro-
cess of cyborgization will not go too far. Thus, we believe that in the next hun-
dred years the human lifestyle and biological nature will experience crucial 
changes which can become a turning point in the transition to the post-human 
society. However, these changes, no matter how profound they are, will be very 
far from the images drawn by modern wishful-thinking scientists. 
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Global Society as Singularity and  
Point of Transition to the New Phase  

of Social Evolution 
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Abstract 

In this article social evolution is considered as a process consisting of three 
phases: Adaptive, Structural and Cognitive, which are separated by two phase 
transitions or by two singularities – the Neolithic and the Global. The mecha-
nism of social evolution at these phases is different and is based on different 
institutional means of cognition and competition. At the current Structural 
Phase, competition of individuals leads to inequality, and competition of socie-
ties leads to extension of societies. Social inequality and exploitation of 
the periphery become institutional tools for the development. The expansion 
of societies and evolutionary limitations of its growth lead to life cycles of soci-
eties. The maximum size of society increases in the process of evolution and 
tends to cover all humankind. The Global Society is a final point of structural 
evolution, and transition to it is singularity. It will be a metamorphosis of the 
society's nature. The mechanism of further social evolution at the Cognitive 
Phase will rely directly on individual's need for cognition and self-realization, 
and not on the special social institutions. Mathematical model of the primary 
transformations dynamics at structural phase is described by the equation 
T(n) = – 11214 + 1893 n, where T(n) – is the moment of evolutionary trans-
formation, and n – is the ordinal number of transformation. Global singularity 
is predicted by this model in AD 3930. 

Keywords:  social evolution, phase of evolution, singularity, global society, 
sociogenesis. 

The notion of ‘singularity’ has different meanings. One is purely mathematical, in 
this case we denote discontinuity in a function where its value rushes to infinity 
and becomes indefinite. On the other hand, the notion of ‘singularity’ is used as 
a metaphor for the initial, final or trigger state of a process when its properties are 
also indefinite, e.g., ‘Big Bang’, ‘black hole’, etc. In this case, we are more inter-
ested in the nature of event, and not at what moment it happened. I apply the no-
tion of singularity to social evolution in this metaphoric sense, although the arti-
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cle proposes a mathematical model of social evolution and explains how this pro-
cess will come to a singularity not in a mathematical limit's sense. 

Scientific trend in social studies leads to a wide use of the notion of singu-
larity in the math sense. Indeed, modern society faces acceleration of changes. 
The extrapolation of some current trends indicates that the rate of changes has 
mathematical singularity. There are a number of its interpretations: technologi-
cal singularity (Kurzweil 2005), demographic singularity (Foerster et al. 1960; 
Kapitza 2006), evolutional singularity – a topic frequently touched on by Rus-
sian historians and evolutionists (Snooks 1996; Diakonoff 1999; Panov 2005; 
Nazaretyan 2016). Different estimates of singularity's moment give a similar 
result – the first half or middle of the 21st century (Nazaretyan 2016). For illus-
tration, let us consider the interpretation of ‘planetary evolution’ by hyperbolic 
curve (see Fig. 1) known in Russian scientific community as ‘Snooks-Panov 
vertical’ (Panov 2005; Nazaretyan 2016). This is a chain of geological, biologi-
cal, social and technological transformations presented as sequence of phase 
transitions (revolutions), which is described by equation 

tn = t* – T / αn, (Eq. 1) 
where tn  and n are the moment and the ordinal number of phase transitions 
(revolutions); α – coefficient of evolution acceleration, showing in what ratio 
the next interval between revolutions is shorter than the previous one; T – dura-
tion of the entire time interval; t* – the point (moment) of the singularity at 
which period between phase transitions tends to zero. This singularity is inter-
preted either as a social catastrophe or as a transition of society into a new un-
known quality (Nazaretyan 2016). 

 

Fig. 1. Planetary evolution 
Source: Panov 2005. 
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Yet, such an alarmist extrapolation is criticized. The Russian scientist And- 
rey Korotayev, who makes extensive use of mathematical methods in historical 
studies, argues (Korotayev 2009, 2015) that none of the real processes comes to 
a singularity. Processes tend to develop according to the S-shaped logistic 
curve, and we may better use the notion of a ‘singularity zone’ as a metaphor of  
a phase transition to a new state of process.  

Mathematical interpretation of singularity requires a rigorous parameter, 
the same over the entire measurement range, for example, the number of people 
for demographic growth (Foerster et al. 1960) or the number of transistors per 
integrated circuit for technological growth (Moore 1965). The concepts of 
technological and planetary singularity do not satisfy this requirement of rigor, 
because they only technically measure time intervals, but in fact arbitrarily 
combine dissimilar transformations: the Cambrian explosion, the appearance of 
primates, the urban revolution, the appearance of electricity, the digital revolu-
tion, etc. Strict mathematical operations with non-strict values of events do not 
allow us strict formulation of mathematical singularity, neither biological, nor 
social, nor even technological. Besides, when calculating intervals this way, we 
exclude from consideration society itself and the nature of its transformation in 
a possible true singularity. 

Recognizing the fact of technological changes acceleration, I will focus on 
the nature of social evolution and direction of social changes in attempt to un-
derstand what social novelty may arise in a singularity, rather than when it may 
happens. We need a better understanding of the comparative significance of 
evolutionary events (transformations), such as the Neolithic, Urban and Indus-
trial revolution, which we are going to involve in mathematical speculation. 

Singularities and Phases of Social Evolution 
Let us first consider social events, which we could understand as singularities, 
revolutions, etc.  

There is a question of whether we can use the notion of ‘event’ to charac-
terize long and stepwise transformations such as emergence of Homo sapience 
or Neolithic transition? Yes, we can. It is conditional. In fact, there are no 
events in nature; they are only our concepts of changes. The ‘moment of event’ 
is an ideal notion, the same as geometric notion of a point. We always have to 
provide a definition of what we consider as an event at this time interval. For 
instance, the appearance of Homo sapiens and the beginning of its social evolu-
tion can be understood as an event only within a larger scale process, e.g. with-
in the Big History perspective (Christian 2005). However this ‘event’ can be 
considered as a long process in the scale of the hominids' evolution.  

Thus, singularity is a metaphor for the appearance of a process of a new 
nature or a transition from one process to another. We just should not mix the 
processes of different scales and maintain consistency between events and pro-
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cess of each scale. For example, the social evolution of humankind has only 
two singularities – the initial and the final. However, if we are able to distin-
guish between different subprocesses within this evolution, then we can under-
stand phase transitions as singularities of these smaller scale subprocesses.  

The initial singularity of social evolution is a ‘moment’ of a new phenom-
enon appearance – symbolic content of consciousness. Content development is 
a new type of evolution. One can localize separation of symbolic evolution 
from biological between 200,000 and 40,000 BC.   

Human being, from this moment on, gets the ability to infinitely abstract 
and complicate ideas and accumulate knowledge. Human beings sequentially 
adapted more complex concepts to reality. Concepts have passed selection 
through practice and can be interpreted as ‘memes’ – gene analogs (Dawkins 
1976). Evolution of symbolic content is a process of deeper and more complete 
understanding of reality and of human being place in it. To a certain extent, 
social evolution is identical to Cognition. 

Social Evolution ≡ Cognition  
Evolution of notions proceeds in all spheres of human beings activity – 

production and ideological, because all human interactions have symbolic 
component (Mead 1934). By the way, Marx' economic reductionism stems pre-
cisely from the fact that he ignores this symbolic component of all actions. For 
example, he relies on the idea that the main difference between man and apes is 
ability to produce (Marx 1987), rather than ability to create new symbolic 
meanings. Of course, ideas are tied to material practices, especially in social 
(collective) form such as social consciousness, but in this way we can only ex-
plain conservatism of idea-practice bundle, but not their development. 

Tools and technologies have not evolved by themselves; they are artifacts 
of people's representations or traces of ideas' evolution in these areas. Social 
relations also have not evolved by themselves. Relations are reproduced by 
people in the process of actualization of their representations about how to act. 
In order to change the actions, a person must first ideate a new action. Human 
being in all aspects of rational activity operates with meanings; thus social evo-
lution is evolution of meanings that are materialized in artifacts and social 
structures (Dobrolyubov 2012a).   

Relation between material and ideological sphere of human activity is not 
cause-and-effect; this relation is correlative. Technologies and ideologies corre-
late through cognition, which is common to them. People conceptually cognize 
and practically master reality. They not only improve material technologies 
(tools, weapons, building construction, etc.), but they also change understand-
ing of reality and, most importantly, change their attitude to reality and attitude 
to their own place and role in it, i.e., they change their values and evolutionarily 
elevate the status of a human being.  
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Human beings have sequentially displaced supernatural causality out of 
cognized phenomena; they complicate understanding of natural phenomena and 
representation of supernatural beings behind phenomena (spirits, totemic dei-
ties, gods, God). Along with that, they alter their own role in dealing with su-
pernatural essence. The significance and value of a human being in his own 
understanding has increased in the course of evolution. Religious, moral and 
social concepts and, accordingly, social interactions became more humanistic 
and individualistic. The autonomy of human beings within society was gradual-
ly growing; means of social order maintenance were going through humaniza-
tion; ways of coercion to labor gradually become less rigid (Ibid.).  

However, within this process we can distinguish different social mecha-
nisms that have pushed forward cognition and changes in technologies and ide-
ologies.  

The individual desire for cognition is an aspect of a broader contradictory 
need for immediate self-realization. However, in a social (not individual) form, 
cognition is mediated by institutionalized social interactions that contain indi-
vidual and group competition and cooperation. Institutional way of their reali-
zation is an evolutionary mechanism of cognition and development.  

One may recognize three types of such evolutional mechanism and three 
phases of social evolution – Adaptive, Structural and Cognitive. These phases 
are separated by two singularities – the Neolithic transition of gatherers/hunters 
bands to a settled society and the Global transition of multinations' social struc-
ture to a single society. Both phase transitions expel the previous mechanism of 
development and introduce the other. These mechanisms use different social 
means for competition-cooperation and different social means for cognition. In 
fact, these are three different evolutions at these phases, in which course differ-
ent features evolve. Put it simply, one can say that adaptive skills evolved in the 
first phase, social structure is evolving in the contemporary phase, and after 
transition to a single global society only knowledge and technology will evolve. 

Singularity:                          Neolithic        Global  

 

 
Cognitive capacity:   Restrained                  Regulated                    Released 
Cognition outcome:  Adaptation            Social development       Knowledge 
Competition outcome:  Resettlement        Structure's expansion       Cognition 

The Adaptive Phase of Social Evolution 
The Cognition was not an explicit and conscious type of activity in gather-
ers/hunters bands; it was not demanded and not stimulated by social institu-
tions. Moreover, there was an ‘ideological’ barrier in consciousness for change 
of practice. Beliefs, superstitions, taboos, rituals, etc. fixed in mind practices 

Cognitive Phase of Evolution:  Structural Adaptive 
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that have already existed. Such fixation happend due to the weak role of ratio- 
nality and instinctive reliance on the proven solutions. The weakness of 
rationality was expressed in an ensoulment (animation) and mystification of all 
objects of nature. The human being put himself in a servant position in regards 
to supernatural powers, which, as he believed, were behind objects and had 
a legitimate arbitrariness and power over events and human destiny. Human 
being should rather dread and respect this power than to better understand and 
explain the nature of the phenomenon. Each insight and change in practice hap-
pened rarely and required the overcoming of the relevant ‘ideology’. Changes 
were based on their immediate effect rather than on rational analyze of phe-
nomena. Thus, cognition was open just in the direction of diversification of 
attainments and techniques, their adaptation to different natural niches.   

Competition had a specific mode at the Adaptive Phase of evolution.  
Competition of individuals within the group had no evolutionary consequences 
for the group, i.e. did not lead to the development of the group structure, which 
human species inherited from the hominid pack. Only positions of individuals 
in the informal hierarchy can be changed. Competition of groups also did not 
have structural evolutionary consequences; it led only to adaptive variations in 
the size of a group, its predominant activity, its habitat, and so on. 

Social evolution at this phase was similar tothe natural evolution; better 
adapted groups displaced less adapted groups from the habitat and, therefore, 
this led to migration and extension of species habitat but not to social structure 
development. Untilthere were no obstacles for resettlement, evolution of cogni-
tion and understanding of reality was restrained, and evolution of society's 
structure did not begin. 

The Structural Phase of Social Evolution 
The Neolithic Revolution occurred about 10,000 BC as transition of group to 
neighboring community. We may define it as a point of singularity of adap- 
tive evolution that introduced a new form of society and a new mechanism 
of its evolution. It is evolution of social structure's dimension and complexity. 
The contemporary Structural Phase of social evolution has begun since this 
‘moment’. Of course, modern society and Neolithic settlements have essential 
differences but they have the same mechanism of evolutionary changes. It 
combines a peculiar social form of individual and group competition and a pe-
culiar social mode of cognition. Competition and cooperation now lead to 
structural consequences. The competition of individuals results in social strati-
fication and institualization of inequality, manifested in the ruling elites, stra-
tums, classes. The cooperation of individuals leads to their consolidation into 
larger cohesive and solidary societies. In turn, the competition of societies re-
sults in their expansion (growth, merging, etc.).  

Now different types of social structures (e.g., political, economic, ideologi-
cal) tend to expand. However, such expansion occurs in terms of evolutionary 
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limitations of social structure's growth. For the integration of growing diversity 
in a wider social format the society requires more advanced (productive, effec-
tive) technologies and more advanced (universal, humanistic) ideologies. So-
ciety no longer restrains cognition but regulates it but still does not rele- 
ase individual cognition fully. Cognition and, accordingly, development are 
based not directly on human curiosity and initiative, i.e., on natural need for 
self-realization, but on social mechanism of their regulation (promo-
tion/limitations). This mechanism uses internal social inequality as a tool for 
the development through unequal exchange between society's members (i.e., 
through exploitation of individuals). On the other hand, it uses external socie-
ty's inequality for the development through unequal exchange between societies 
(i.e., through exploitation of society's periphery or some societies by others). 
The competition of individuals and societies reproduces internal and external 
inequalities, but the successful exploitation of external inequality can mitigate 
negative consequences of the internal one. 

At present, stratification of society has to occur for its development. Only 
elite can form demand for cognition and development of technologies. It is elite 
(ruler, royal court, nobility, state bureaucracy, priesthood) which demanded the 
development of weapons, monumental representation of cult and authority, 
elitist consumption, art, etc. Their objectives are strengthening of elite's internal 
status and the success of society in external competition.  

The other side of this mechanism is the presence of low strata within socie-
ty, exploitation of which allowed freeing up resources for thinkers, engineers, 
architects, artists, etc. More stratified societies evolved faster than low strati-
fied, all other things being equal. Another consequence of this mechanism is 
the presence of inequality between societies. Society may exploit resources of 
other societies, what groups of gatherers/hunters cannot do. The most notable 
example is the classic Athens, which during its hegemony used resources of 
other poleis for weaponing, civil and cult building, development of art, theater, 
science, etc. Modern societies also use financial, economic and political he-
gemony, although in hidden forms of unequal exchange, for obtaining re-
sources that allowed them to free significant part of population for fundamental 
science, technologies development, space exploration, etc. The World-systems 
analysis described the mechanism of such core-periphery interactions (Waller-
stein 2004). Inequality in all its forms is a source and prerequisite for the devel-
opment of society at the contemporary Structural Phase of social evolution.   

Life Cycle of Societies at the Structural Phase 
The phenomenon of rise and fall of large social structures – life cycle of civili-
zations – has emerged at this phase, since there are evolutionary constraints for 
their structural growth. Emergence, extension, sophistication and final decay of 
societies become a form of their evolution. Groups also emerge and decay but 
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their life cycle has no evolutionary consequences for their internal structure. 
A neighboring community becomes initial social format that may serve as start-
ing point of extended life cycles of societies. 

Consolidation of individuals within societies and competition of societies 
lead to expansion of the socio-political structure. At each step of expansion, the 
society has repeatedly undergone two key transformations and relevant pha- 
ses – administrative and universal (Dobrolyubov 2009). At the Administrative 
Phase, one of the competing polities (states) subordinates the others and unites 
them (coercively or voluntarily) into a single political structure. The interaction 
and communication of individuals based on common procedures leads to stand-
ardization of practices and values. Mental reflexing of one's own similarity with 
others leads to the formation of a collective consciousness and self-awareness. At 
the next Universal Phase this social consciousness carries group solidarity and 
ensures informal cohesion of society. The entire cycle of rise and decay of society 
integrity also contains the Preliminary Phase of the beginning of societies' com-
petition and the Final Phase of group cohesion dissolution (see Fig. 2). The tran-
sition from the Administrative to the Universal Phase is related with the transfer 
of the border of we-they perception from the collective identity of one format to 
the collective identity of a wider format. This transfer is accompanied by crises of 
traditional social identity, values and collective solidarity. It entails an aggrava-
tion of all kinds of group conflicts – social, ethnic, religious. After the crisis the 
society becomes a universal cohesive social subject that begins to compete in a 
broader social environment and repeats the cycle of expanding the formal politi-
cal structure, and then consolidating the informal society in a wider format. The 
extension of social structure is accompanied by its complication. 

Polity-Society may incrementally expand up to the maximal format, which 
is limited by the current evolutionary conditions – technological and ideologi-
cal. Note that the ability of societies for political and especially military expan-
sion increases faster than their ability to develop advanced values and ideolo-
gies that are associated with more stable and conservative culture, religion, tra-
ditions, etc. Therefore, even early states were able to expand the administrative 
structure through warfare up to large civilizational dimensions (e.g., the Inca 
empire), but they were never able to universalize a society of this size.  

When the growth of the social and political structure reaches an evolution-
ary limit, a social entity ceases further expansion and depletes the accessible 
periphery. This leads to a decrease in consumption and an increase in social 
tension. On the other hand, this entity attempts to integrate and universalize an 
over diverse social structure in a single society but does not fulfill it. As a re-
sult, political entity does not acquire broader collective identity and loses tradi-
tional collective identity and social solidarity of its core. For example, modern 
Western Europe had gone far in terms of informal social integration. This pro-
cess is accompanied by the dissolution of the national collective identity 
as a main social identity of individuals. If someone attempts to turn back to 
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nation-states, Europe risks not acquire the pan-European collectivity and at the 
same time lose national collectivity, and then lose any social basis for collective 
cohesion. 

 
Fig. 2. Civilizational cycle of society-state genesis (Dobrolyubov 

2009, 2012b) 

Any large political system, if it does not complete transition to a single univer-
sal society, with time loses system functioning and becomes an easy target of 
a less civilized but more solidary neighboring states, migrating barbarians, or-
ganized sects, radical movements. It can also become an easy victim of natural 
disasters, climate change, etc. The collapse of a large civilization leads to the 
emergence of many smaller social actors with a more primitive level of social 
development corresponded to invading societies. New entities inherit some 
technologies and ideologies, but they have their own cultural and social codes, 
and they begin their own cycle of expansion and development just with the bet-
ter initial conditions that allow them to reach a wider size and greater social 
complexity in subsequent development. 

The duration of the phase of maturation of collective solidarity in each of 
the formats is on average about 250 years (see Fig. 2). We can explicitly ob-
serve such phases of structural growth in a number of historical societies – 
Athens, Rome, Europe, Russia (Dobrolyubov 2009, 2012b). The average dura-
tion of the whole cycle of the society growth is: for growth up to complex 
chiefdoms – three phases or about 750 years, up to early states – about 
1,000 years, up to territorial states – about 1,250 years, up to large civiliza- 
tions – 1,500 years and more (Dobrolyubov 2012a). 
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The Macro-Evolutionary Diagram 
All social structures eventually collapse, but the maximum size of society and 
the relevant level of social complexity increase in the course of evolution. 
Therefore, the social evolution at the Structural Phase can be presented as 
a macro-sequence of max social formats in the axes of technology and ideology 
complexity (see Fig. 3). This sequence begins with neighboring settlements and 
continues up to a global society. Certain societies recapitulate the path of 
growth from small to large formats and from lesser to greater social complexi-
ty, and finally collapse. In other words, we have to distinguish between the 
macro-evolution of the max structural formats and the meso-evolution through 
these formats of certain societies in their life cycles. Hereafter, I will use the 
concepts of macro and meso-evolutions in this specific sense. 

 
Fig. 3. Social formats in evolutionary ordinates 

It should be noted that different classifications of societies between the settle-
ment and the early state are being discussed. There are analogues and alterna-
tives of the chiefdom, complex chiefdom and an early state (Kradin 2008; 
Grinin 2004, 2011; Grinin and Korotayev 2011). Besides, the role of tribal for-
mations has not been fully clarified. Therefore, Grinin and Korotayev suggest 
using a more general classification: medium-complex society – complex socie- 
ty – early state. For our analysis, it is important that all alternative paths even-
tually merge in the state and that the same number of levels of complexity of 
analogs or alternatives exist along this way. The same is true of the early state. 
This is a broader concept than a city-state, but pristine states in the primary 
centers of civilization (Mesopotamia, Egypt) emerged precisely as city-states. 
Therefore, in the future, we will use the concept of city-state as characteristic of 
this social format.  

Also note that the terms ‘territorial’, ‘national’ and ‘civilizational’ are used 
here in a specific sense. These social formats characterize internal social com-
plexity that is going to be universalized in a single society. Territorial society 
unites a relatively homogenous and related (e.g., mono-ethnic) environment, 
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whereas a nation, as a rule, is a more complex multiethnic and multicultural 
entity, which, therefore, requires more ‘abstract’ and ‘artificial’ values and ide-
ologies. In this sense, a mono-ethnic nation-state can be considered as a syno-
nym for territorial society-state. In addition, national way of universalization is 
ultimately assimilation of cultures and languages (Romanization in Rome, An-
glicization in Britain), whereas civilizational universalization supposes preser-
vation of integrated cultures; that requires even more advanced values. Civiliza-
tional format is a supranational one. It characterizes multinational and often 
multi-confessional society. There can be both formal polity (state) and an in-
formal universal society in these formats. 

Macro-sequence of the max formats is objective and therefore linear. We 
can interpret the max formats and the relevant levels of material and ideological 
development as evolutionary platforms (Dobrolyubov 2012a). Nevertheless, 
each civilization recapitulates development up to its platform from lower levels 
and smaller formats, therefore societies with different evolutionary levels al-
ways coexist at the Structural Phase of Evolution. 

Despite alternatives and analogues (Grinin 2004) in the past and multiple 
modernities (Eisenstadt 2000) in our days, all lines of developments will inevi-
tably merge into a single global society, which will mean completion of Struc-
tural Phase of evolution.   

One of the competing societies in its meso-evolution will finally make this 
global macro-transition. The further evolution of the global society will proceed 
in a stable format, as it took place at the Adaptive Phase in the stable format of 
the band. However, the global society will differ from bands and modern socie-
ties that it will not be able to have life cycles and will change the mechanism of 
further evolution and, therefore, its social nature. 

It is obvious that the society requires more efficient technologies in the 
fields of production, communication, transport, weapon at each step toward 
wider format but it also needs a more sophisticated consciousness and more 
universal values which are often understood only as a result of changes in tech-
nologies or production, for example in the concept of social formations (Marx 
1977) or in the concept of techno-humanitarian balance (Nazaretyan 2009). In 
fact, ideologies as well as technologies to the same extent are prerequisites for 
the integration of a wider social variety. For example, the transition from 
groups of gatherers/hunters to neighboring settlements and chiefdoms requires 
the development of religion from belief in spirits of objects to belief in totem 
deities that are the emblems of more universal supernatural powers representing 
larger social entities: clan, community, chiefdom. In its turn, the transition to 
the early state requires a more universal mythology, containing pantheon of 
gods. This allows integration of societies by collecting their sanctuaries in one 
center, for example the Acropolis in Athens or the Capitol in Rome. Moreover, 
gods have to acquire a human guise, or at least human behavioral traits, to faci- 
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litate formation of behavioral ideology, (e.g., an ideology of heroism, of citizen-
ship, etc.). Informal integration of larger poly-ethnic and multicultural societies, 
such as the Roman Empire, requires even more universal ideology – monotheism 
that understands a human being more personally and allows unification through 
values more universal than a kinship, ethnic or any cultural affiliation.  

In terms of fragmentation advanced ideology of large multi-ethnic states 
becomes superfluous for more primitive successors. For example, at the begin-
ning of the new life cycle of European civilization (see Fig. 2), Christian hu-
manism and aspiration to human perfection were unclaimed in medieval socie-
ties and were reduced to formal practices – abstinence, prohibitions, asceticism. 
Of course, the universality of monotheism was politically beneficial to the bar-
barian rulers who contributed to the spread of Christianity. Only the Renais-
sance has rediscovered humanism in Christianity and came to exaltation of hu-
man being, but then the Enlightenment liberated humanism from religious 
packing and introduced the secular and even anti-clerical ideology of individual 
freedoms and human rights.  

However, at the beginning of Modernity, freedom is understood more as 
freedom of competition and, consequently, freedom of social stratification. The 
slogans of the French revolution – Fraternité and Égalité are Christian (and 
communist) and not at all liberal or bourgeois. Modernity's liberal ideology 
and values were aimed at formal status rather than the actual position of a hu-
man being in society. In our view, the integration of global diversity in a single 
society will require greater universality of values and more humanistic under-
standing of human being than liberalism provides as an ideology of formal 
rights and free competition in the market economy. 

Modern societies are far from completing evolutionary macro-sequence 
(see Fig. 3). National societies should first undergo transformation to a society-
state of civilizational format (Europe is trying to do it now) and only then trans-
formation into a society-state of the global format (see Fig. 2). This path im-
plies the crises of reformatting of existing societies. Thus, the social and politi-
cal structure cannot have ‘sustainable development’ at this distance. 

The forthcoming conflict has visibly shown its civilizational nature (Hun-
tington 1996) when ideological opposition democracy – communism, which 
was historically accidental, has disappeared. The more the West acts as a soli-
dary collective actor, the more other societies are self-aware at the same level 
of integrity and, therefore civilizational boundaries begin to show up where 
they did not matter before. In particular, the confrontation between Europe and 
Russia is growing as fast as Europe becomes a distinct social agent (Dobrolyu-
bov 2012c).  

The movement towards a global society contains contradictory also in 
terms of values; their development periodically is demanded in opposite direc-
tions. For example, the universality of the European consciousness aids to 
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overcome national egoisms in the course of formation of a common European 
collective identity and collective agency. Achieving this goal, universalism 
makes Europe vulnerable to the influx of migrants who are foreign to this uni-
versalism and who bring rigor particularism to Europe (religious, cultural, and 
even clannish). Part of the problem is that European universalism exceeds the 
needs of local civilization integration; it is rather a cosmopolitan and globalist 
but not particular European. There is a contradiction here. If Europe does not 
acquire an explicit understanding of We as distinct from They and does not as-
sociate this collective identity with selfishness and even isolationism (which, 
incidentally, has American consciousness) that would be sufficient for leader-
ship in civilizational competition, then Europe can simply disappear as a collec-
tive carrier of values. European consciousness is ready for global universaliza-
tion, but does not have sufficient group solidarity and collective agency to lead 
such integration. 

Nevertheless, catastrophic consequences of the collapse of large civiliza-
tions are mitigating evolutionarily, because their life cycles are not fully syn-
chronized. At the same time several civilizations which are the carriers of 
common achievements, are involved in the World-System. For example, the 
Arabic civilization became an intermediary between Greco-Roman and modern 
European civilization; this allowed restoration in Europe some of its own an-
cient achievements a millennium later. The collapse of civilizations cuts off the 
peaks of its development – the most artificial and refined elitist practice, sci-
ence, engineering, the most advanced social institutions, the system of elite 
education, civility and so on. 

The development of civilizations through rise and decay does not allow us 
to reconcile the concept of stadial (or unilinear) evolution shared by the found-
ers of evolutionism (Lewis Morgan, Friedrich Engels, Herbert Spencer and 
others) with concept of multilinear evolution offered by neo-evolutionists 
(Leslie White, Julian Steward, Marshall Sahlins and others). The actual process 
is both progressively stadial and cyclic. Only the transition to macro-
observation allows us to ignore evolutionary ‘failures’ and distinguish mature 
forms of local civilizations from the historical flow and interpret them in differ-
ent ways: as social formations (Marx 1977), as phases of historical process 
(Diakonoff 1999), as world's civilizations (Yakovets 1999), as production prin-
ciples (Grinin 2007), as evolutionary platforms (Dobrolyubov 2012a). 

Acceleration or Cyclic Recurrence? 
One can agree with the statement of the acceleration of historical time. Howev-
er, when some researchers describe this acceleration by the hyperbolic curve 
(see Fig. 1), they are, in fact, artificially ‘hurry up’ evolution by ascribing high-
er evolutionary importance to current transformations.  
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There is no objection, when scientists distinguish different evolutions 
(Grinin et al. 2011), successive phases of historical process (Diakonoff 1999), 
world civilizations (Yakovets 1999) or otherwise classify periods of develop-
ment. However, in order to construct a model for evolution's acceleration based 
on durations of these periods, one should first prove that the used phase transi-
tions that break up the process into periods have equal significance throughout 
the considered interval. If we begin to consider social or even planetary evolu-
tion in more and more specific technological transformations, we equate the 
significance of these transformations, i.e., recognize Neolithic changes in socie-
ty equal to changes caused by invention of the Internet. 

For example, the historians (Diakonoff 1999; Yakovets 1999) consider, 
with minor differences, the following sequence of historical phases: Prehistoric, 
Neolithic, Early-class, Antique, Medieval, Pre-Industrial, Industrial, and Post-
Industrial, which Alexander Panov used in his model (Panov 2005). However, 
the last four ‘phases of world history’ according to Diakonoff or ‘world civili-
zations’ according to Yakovets are historical phases of European civilization, 
i.e., they are locally Western, and not world ones. Of course, Western achieve-
ments are diffused in the World-system as well as the Greco-Roman, Arabic or 
Chinese achievements in the past, but the evolutionary issue is whether these 
advancements are irreversible? Civilizations have life cycles and they lost civi-
lization many times in past history. So, there is a reasonable question: which 
Western social and technological advancements will remain in non-Western 
societies in case of collapse of the leading Western civilization? We do not 
know for sure.  

In fact, different civilizations are undergoing similar structural transfor-
mations. If we take a closer look at the Greco-Roman civilization, we will find 
transformations and development phases, similar to European ones (see Fig. 4). 
Rome and Greece began their development from the ‘dark ages’, fragmented 
social entities with natural economies (it is an antique analogue of the Early 
Middle Ages in Europe). Then polity of city-state format appeared: poleis in 
Greece and Rome, and town republics, principalities, duchies in Europe. Then, 
the universal societies were formed in a city-state format, which was accompa-
nied by a cultural explosion – the ‘Axial Age’ revolution (Jaspers 1953), mani-
fested as the Classicism in Greece, the Hellenization in Rome, and the Renais-
sance in Europe. Finally, large universal societies have emerged with com-
modity production and market economy. Some historians define Roman society 
at this stage as ‘proto-bourgeois’ or ‘capitalistic’ (Semyonov 2003: 164; 
Vassiliev 2008).   
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Fig. 4. Illustration of macro-evolution as a sequence of meso-evolutions 

It seems that every large civilization follows the same path of structural devel-
opment and, therefore, it has its own singularity, in fact – its own collapse. By 
applying the hyperbolic model to the events of antiquity Andrey Korotayev, as 
a sort of science joke, calculated the ‘Korotayev-Archimedes singularity’ in AD 
115 (Korotayev 2015).  

If we look at the historical process in terms of macro-evolution, we can 
state that the Urban Revolution occurred when towns first appeared in early 
civilizations. This statement is also true for other stadial revolutions. The fol-
lowing civilizations, including Greco-Roman and modern European, just repeat 
this way, starting with a lower level (complex chiefdoms), but at higher overall 
evolutionary level of the World-system. Each civilization has to recapitulate 
urban transition because towns and city-states are social formats that a growing 
society passes in the life cycle of its genesis. Other macro-evolutionary Revolu-
tions are also related with the new social formats, which are also the stages of 
the genesis of every specific society. Each civilization recapitulates the urban, 
then cultural transformation, and then the transition to a large universal society 
with a commodity economy. Thus, we describe different meso-evolutions of 
specific civilizations by the same ‘revolutions’ as the macro-evolutionary pro-
cess, but we should distinguish Stadial Revolutions and ordinary Structural 
Revolutions of specific societies.  

Note that the axis of ‘revolutions’ in Fig. 4 is not fully stadial in aspects 
which are different from the structural one. Indeed, the transition to the universal 
society in a seemingly same structural format may have different institutional 
appearance. Roman society of imperial period acquired large-scale economy 
with largest regional market that demanded large-scale commodity production. 
This production required a large number of slaves, thus, their owners were pre-
dominant economic agents. However, we do not find industrial revolution in this 
ancient ‘capitalism’, though the Roman engineering and technological level, 
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which was subsequently lost, was comparable with pre-bourgeois European 
(mechanisms, water actuators, mechanical mowers, steam turbine, etc.). The true 
European medieval invention is an individual economic agent, protected by the 
institution of private property, for which in fact the previous development cycle 
of Roman law and practices was required. Slaveholders demanded inventions to 
achieve mainly high-status and not economic objectives – for spectacular shows 
to impress a crowd, for monumental construction, weaponing, etc. Only an indi-
vidual economic agent began to demand inventions for the sake of individual 
profit. As a result, the typical structural revolution of transition to the universal 
societies in Europe (in fact, ‘national’ and ‘capitalistic’) has acquired the fea-
tures of a stadial revolution in all other aspects. 

The universality of big societies gives them some similarities in social rela-
tions and consciousness. We can consider Roman society in a certain sense as 
a consumer society; this society gave individuals considerable autonomy, it 
had a large ‘proletariat’, it was cosmopolitan, etc. These signs are symptoms of 
ancient modernity that arose in the course of overcoming the traditional society. 
Later on, the society acquired postmodern signs of deconstruction, decadence, 
indifference and fatigue. 

Linear stadial approaches, for example, Marxist ones, tend to exclude from 
consideration the entire chain of stadial transformations in each particular an-
cient society. They describe Roman civilization by the general stadial level, 
such as slavery, agrarian society, Antiquity, the ‘Axial Age’, etc. Although the 
historical phases of Roman society (monarchy, republic, and empire) have sta-
dial differences in production and social intercourse. By the way, the World-
system approach, unlike the Marxist one, notes this gradation (Grinin and Ko-
rotayev 2009).  

Until recently Western societies repeated structural transitions that have al-
ready taken place in the past societies (see Fig. 4). Of course, modern society 
faced new phenomena – the digital revolution, Internet and social networks, 
genetic engineering, etc. However, we can place these ‘phase transitions’ on the 
sequence where the Neolithic, Urban and other stadial revolutions are located, 
only if the Western civilization completes the Structural Phase of evolution. 
Then, indeed, the meso-evolution of Western society will coincide with the 
macro-evolution of society ‘in general’ or of humanity as a whole (curve a, 
Fig. 4). However, in the event of Western civilization collapse and social primi-
tivization, as was the case with all previous historical civilizations, future ob-
servers of the process will assign less importance to the transformations of 
Western society, as we do now with regards to Roman society. Future obser- 
vers will smooth out the course of evolution (curve b, Fig. 4) and assign the 
averaged characteristics to the societies that existed before them. 

Linear-stadial evolutionary approaches assign a single evolutionary level to 
the Greco-Roman civilization in order to artificially inflate stadial level of the 
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Early Middle Ages. In reality, ancient society was highly civilized and techni-
cally advanced. Its decay has led to societies' return to the ‘dark ages’, to the 
pre-state level of social organization, to the loss of culture, knowledge, tech-
nologies, etc. Of course, at this time feudalism began to form as unique system 
of legal relations. The feudalism in the course of its long evolution gave birth 
to modern society. However, one cannot attribute evolutionary perfection 
of the modern society to its medieval embryos. 

The macro-evolution of social formats shown in Fig. 3 as a sequence of 
stadial revolutions is a slower process compared with meso-evolutions shown 
as civilizations' development cycles. Even the leading European (Western) civi-
lization, after it becomes politically unified state-society (this process is de-
layed for a while), will need at least one more 250-year phase for political uni-
fication of the global society and for its values universalization (see Fig. 2). 
This is a long historical period, even if we assume that under present conditions 
the phase's duration might be reduced.  

The very idea of infinite growth of evolution rate seems doubtful. For ex-
ample, changes in biological evolution cannot go faster than life span of organ-
isms (generation of organisms) – a kind of biological ‘quantum’ of evolution-
ary time. Evolution at a higher rate is physically impossible. Of course, organ-
isms can change faster, but only in ontogenesis; and such changes are not evo-
lutionary. The concept of social evolution also loses its meaning when we begin 
to consider the changes that occur faster than the social ‘quantum’ of evolu-
tionary time. This is the period of existence of conservative carriers of social 
structures, institutions and values, such as a mature individual, generation of 
people, solidarity communities (societies), etc. At the structural phase of social 
evolution, such a quantum of time is the phase of sociogenesis, lasting for about 
200–300 years (see Fig. 2). 

An unjustified transfer of evolution ‘arrow’ from socio-structural changes to 
technological changes leads to too optimistic assessment of the evolution accel-
eration and of the ‘moment’ of its singularity with an error of at least several 
centuries, if not thousands of years. Technological singularities change neither 
the nature of society, nor the role of human beings in it. Singularity of social 
evolution is possible, but it will be a social rather than technological event; it 
will not be caused directly by technological changes, no matter how impressive 
they are, but will be caused by their organic link to social phenomena. 

The Rate of Social Evolution 
The question of social evolution rate remains. But how can we measure it? 

If the growth of the maximum format of society takes place at the Structur-
al phase of evolution, then it is logical to use this structural step as a measure of 
evolutionary progress of society. I once again remind here that we are talking 
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about the format of informal society, and not about the format of a state struc-
ture that can run far ahead. Though history gives us information mainly about 
political structures (conquests, centralization of states, etc.), and not about in-
formal society as a cohesive community with common collective identity. In 
fact, each case of a large state or empire formation testifies to the appearance of 
a cohesive core of a smaller format. For example, the Macedonian, Mongolian 
or Incas' expansion rather speaks about the existence of relatively narrow ethnic 
cohesive social core on which the rulers relied than about informal societies of 
civilization format emergence. Most empires remained formal and fragile polit-
ical structures, and never became universal societies of such wide format. We 
should take this into account when determining the moment of the actual evolu-
tionary transformation. 

Besides one should use only the first cases of the structural formation to 
universal societies, which are true or pristine evolutionary transformations.  
The subsequent recapitulation of these transformations by other societies is not 
actually a macro evolutionary one, but is an ordinary structural transforma- 
tion in their life cycle. The first cases of the primary formation of universal 
societies in each format are summarized in the table.    

Table 
First transition to univer-

sal society in format of 
T Year Events that indicate 

this transition 
Band T0 40,000 

BC 
Hunters/gatherers bands 

Settlement T1 10,000 
BC 

Late Natufian Neolithic settle-
ments in the Middle East 10,800–
9,500 BC (Munro 2003; Barker 
2009) 

Chiefdom T2 8,000 BC Walls and tower of Jericho 
8,350–7,370 BC (Kenyon 1981) 

Complex Chiefdom T3 5,000 BC Urban revolution 5,000 BC 
(Childe 1950); Eridu at Ubaid 
period in Schumer 6,500–4,100 
BC (Mallowan 1970) 

City-State T4 3,000 BC Political centralization of Egypt 
3,000 BC 

Territorial Society-State T5 1,500 BC ‘World power’ in Egypt – the 
New Kingdom (1,549–1,069 BC) 

National Society-State T6 27 BC Romanized Italic national core 
within Rome Empire, 27 BC. 

Civilizational Society-State T7 – Universal Society-State of Europe 
at Universal phase (2,000–2,250 
AD) 

Global Society-State T8 – Global Universal Society-State 
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These data require explanations. Let us comment through some points.  
Homo sapiens inherited the initial format of society – a band from a flock 

of hominids, and the first structural transformation was, in fact, a Neolithic 
transition to agriculture and permanent settlements. Therefore, we will not use 
the starting point of social evolution (T0) as it is not a structural transition. Evo-
lution at the Adaptive phase had a different mechanism and occurred more 
slowly than at the Structural phase. Of course, the rate of evolution at the Adap-
tive phase can be a separate subject of study.  

Chiefdom and complex chiefdom were studied using the examples of soci-
eties of Polynesia, Oceania, America, etc. that are closer to our time. We know 
practically nothing about chiefdoms and complex chiefdoms (or medium-
complex and complex societies) in the primary centers of civilization in Meso-
potamia and the Middle East. The archeology provides us a predominantly ur-
ban line of their development. Nevertheless, we may relate development of 
their political center with a certain level of informal organization. The appear-
ance of the first looking like towns settlements (Jericho) we can relate to the 
formation of the chiefdom (T2) and we can relate the urban revolution in Meso-
potamia, which occurred around 5,000 BC to the universal societies within 
complex chiefdoms (T3).  

Why can we state so? We know that maturation of universal and cohesive 
society in a certain format leads to the attempts of its administrative expansion. 
This fact is represented in the scheme of sociogenesis (see Fig. 2) as imposition 
of two phases – the universal phase of one society and the administrative 
phase of society of the following format. We can use it as the markers of suc-
cessful completion of previous transition. When a cohesive collective identity is 
formed in complex chiefdom, it inevitably attempts to seize other chiefdoms' 
capitals and build political superstructure of the city-state format, which leads 
to political formation of urban policies, nomes, etc. Thus, we can use it as an 
indicator of completion of universal and cohesive society formation within 
complex chiefdom. 

The same applies to the next transformation (T4). The centralization of the 
territorial format of the state reveals that the society in the previous format of 
the city-state has already been universalized and has acquired common identity 
and collective cohesion. This indicator, perhaps, slightly shifted to the right 
along the time axis, but not more than for the 250-year phase of sociogenesis 
society's genesis that is not so significant for the evolutionary scheme. By the 
way, the phase of existence of social identity and cohesion of a certain format 
(200–300 years) proves to be a period of stability for excessively large states 
that exceed the size of their own informal society, after which they disintegrate, 
for example, Akkad (2,316–2,137 BC), Assyria (1,353–1,000 BC), etc. The 
periodic collapse of territorial states led to oscillation of the sociogenesis socie-
ties' genesis around the city-state format. It simply means that macro-evolution 
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is getting stuck. The short periods (200–300 years) of large states' existence 
indicate that the societies of city-state format still remain the actual actors at 
this time. 

Only the appearance of large multi-ethnic empires which have been stable 
during two or three phases of their genesis (500–600 years) and which have  
projected power to remote periphery for a long time, indicates that they 
have a cohesive ethnic core that can be understood as the universal society 
and collective identity of territorial format (T5). The new Kingdom of Egypt 
(1,549–1,069 BC) first formed a single universal society and overcame internal 
competition of nomes, which persisted throughout the Old Kingdom (2,686–
2,181 BC). It was the first stable ‘world power’ with unprecedented prosperity 
and stability (Shaw 2000). 

The next evolutionary transformation (T6) is the formation of a universal 
national society. The appearance of the first nations is usually associated with 
the modern Europe. In our opinion, the first nation was Romanized Italy as 
metropole of the Roman Empire during the Principate. It had  the structural 
traits of the European nations and possessed sufficient degree of ‘artificiality’ 
and ‘abstractness’ of ideology, which included a kind of Roman nationalism 
based on the ideas of Roman exceptionality, superiority over ‘others’, con-
trasting themselves with barbarians, etc. This core was originally multi-ethnic 
and composed of the Latins, Italics, Etruscans, Gauls, etc., who were Roman-
ized. After more than a century of national crisis, including the Gracchi re-
forms, allied and civil wars between parts of Italy, this society was universal-
ized and acquired a single social identity and internal cohesion. After the polit-
ical structuring of the Empire in 27 BC (T6) this community became a nation 
and a collective metropole for the subordinate provinces. Italy as a part of the 
Empire had universal citizenship and retained republican institutions – 
the Senate, the court and the rights of the individual, self-government of cities, 
etc. The strength and cohesion of this national community allowed the Empire 
to exist for about five hundred years. Although it should be said that this na-
tional community failed to universalize the imperial society of the civilizatio- 
nal format. 

European societies have retraced the structural path from complex chief-
doms to nations that have already been passed by others (see Fig. 2) but with 
a new technological and value quality. Europe is just preparing for the most 
important step of its structural genesis – transition to the universal society of 
civilizational format (T7), i.e. to a single European state-society. Such a step has 
not yet been made by any of the societies. This evolutionary transformation 
may occur (of course, may not occur) during the current 250-year civilizational 
universal phase. Accordingly, the last structural evolutionary transformation 
(T8) will be the transition to a single universal global society within the global 
state. 
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Now, we have the data points, and we can try to mathematically interpret 
the course of structural evolution. The best approximation shown in Fig. 5 is 
described by the linear equation 

T(n) = – 11214 + 1893 n, (Eq. 2) 
where T(n) – is the moment of evolutionary transformation, n – is the ordinal 
number of transformation.  

If we put the next civilizational transformations in the equation, we get that 
Europe should make transition to the universal society in T7 = 2037. Of course, 
we can only use this as an illustration because the error is ±125 years, since 
the dates used are time intervals and not the points. 

However, some interesting results can still be obtained from this interpreta-
tion. For example, the rate of structural evolution at the contemporary phase is 
constant and is around V = 1,893 years per transition, which obviously follows 
from the data used. Indeed, evolutionary transitions to the new social format 
take place approximately every two millennia.  
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Fig. 5. Approximation of social evolution at the Structural Phase 

Even if we shift the dates and use other examples of societies, for example, take 
the Old Kingdom of Egypt (2,686–2,181 BC) as the first transition to the terri-
torial format society, or European nations as the primary formation of nations, 
it will not have significant impact on the rate of macroevolution. This is likely 
to affect the degree of correlation. Only the total number of transformations can 
significantly affect the rate of evolution.  
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The result obtained for a global transition T8 = AD 3930 is strange only at 
first glance. In fact, it follows from the assumption that the global transition 
will be completed by another, rather than by modern Western, civilization. That 
assumption is based on the previous cases of societies' genesis. None of the 
civilizations of the past has made two macro-evolutionary transitions (i.e., pri-
mary) in the same cycle of genesis, although each of them passed through 
a chain of meso-evolutionary transformations (in fact, secondary) from the 
chiefdom to the wide formats.  

Numerous processes in modern society may have singularities in the math-
ematical sense (demographic, economic, and technological) that can destabilize 
social system. Nevertheless, until social evolution completes the Structural 
Phase, the society will have a simple response to the growth of any parameter 
in blow-up regime and even of a number of parameters – it simply collapses 
and rolls back along the evolutionary scheme (see Fig. 3) without transition in 
any new quality. That always happened in the course of past social evolution. 

In the event of the collapse of Western civilization due to the new migra-
tion of peoples (today, it seems, these are migrants from non-Western countries 
with prevalence of intolerant, and clannish, authoritarian social consciousness 
and values), we may face a new genesis of a new civilization, which in full cy-
cle can take around 1,750–2,000 thousand years (see Fig. 2). However, it is just 
an assumption. Western civilization may continue to lead the process of global-
ization and complete the Structural Phase of evolution, but even in this case it 
will take one or two phases of genesis – 250–500 years.  

The Nature of the Global Singularity 
The formation of a universal global society will become a true singularity relat-
ed to the metamorphosis of society's nature. The conditions for a transition to-
wards the global society and its new characteristics are a very interesting sub-
ject of a separate study. We only briefly denote them. The global society will 
have new features due to the fact that it will be single and will have no periph-
ery, which will not allow using the present evolutionary mechanisms for further 
social development. 

At the current Structural phase, the competition of societies, social and 
core-periphery inequality as well as the presence of the upper class are neces-
sary elements for the development. Global societies' sustainable development is 
impossible with these institutions. It will have to overcome social and regional 
inequalities, conflict forms of competition, consumer orientation of conscious-
ness, stop the depletion of the world's natural resources and enter into symbio-
sis with nature. The society will have to liberate a human being from wage la-
bor, which is a form of forced labor, and give an individual opportunity of vol-
untary, i.e., completely free activity.  
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Such society looks like a Marxist utopia only at the modern level of tech-
nological development and universality of value system. And if technolo- 
gies are able to develop progressively, then the values can reach a new level 
only through the crisis of existing value system and existing rationality. 

Meanwhile, evolution has enough time and can wait. Sooner or later the 
society will come to its new social nature. Human being's desire for self-
affirmation and self-realization in cognition will move forward further evolu-
tion at the Cognitive Phase. The social changes will be more rational, whereas 
now they are unintended outcome of societies' competition. The responsibility 
for the continuation of evolution, which was previously transferred from bio-
logical selection to the competition of societies, will now be transferred directly 
to human rationality. However, evolution will remain an objective and inevita-
ble process, since cognizable reality is objective and evolutionary purposes of 
reason, human or artificial, in reality are also objective. 

Conclusion 
The article proposes division of social evolution into three phases: adaptive, 
structural and cognitive. The period of the structural phase is about 
10,000 BC – 4,000 AD. The dynamics of primary structural transformations at 
this phase is described by the equation T(n) = – 11214 + 1893 n, where T(n) – 
is the moment of evolutionary transformation, and n – is the ordinal number of 
transformation. The rate of structural evolution is V = 1,893 years per transi-
tion. Global singularity as the completion of the structural phase of social evo-
lution and the transition to the universal global society-state is predicted by the 
model for 3930. 
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The Punctuated Equilibrium 
Macropattern of World System 

Urbanization and the Factors that Give 
Rise to that Macropattern 

 
Antony Harper 

 
Abstract 

Change in complex systems, system evolution, is itself complex. This paper is 
about world system evolution as it is reflected in the pattern of urbanization 
over the last 5,000 years. It will be shown that the pattern of urbanization as 
part of the immensely complex world system exhibits non-linearity in that it is 
neither smooth nor continuous but rather is punctuated by periods of rapid 
change interspersed between periods of stasis. This pattern was first described 
in biological systems by Eldridge and Gould (1972) for speciation, and much of 
the pattern of urbanization reflects the characteristics of punctuated equilibri-
um first described by those two authors. Specifically, this paper will investigate 
the phenomenon of punctuated equilibrium reflected in both the macro-pattern 
of urbanization over historic time, i.e. the evidence for punctuated equilibrium 
as reflected by data on urbanization and on the level of state development, and 
possible mechanisms for such punctuated behavior including the general model 
of self-organized criticality as developed by Per Bak (1996), the role of hyper-
cycle formation in punctuated equilibrium, the role of aromorphic processes, 
and the interaction between population, carrying capacity, and level of tech-
nology as represented by a very general math model. 

Keywords: world system, urbanization, punctuated equilibrium. 

Introduction 
Science is a human endeavor that identifies patterns in nature and then attempts 
to explain and give predictive value to those patterns by using tested, hypothet-
ical reasoning. History is rightly identified as a branch of science by a number 
of scholars, chief among them Peter Turchin (2003). This inclusion of history 
within the domain of science is due to its overlap with the social sciences, is 
also due to its domain subscribed by the domain of biology, a science, as histo-
ry is the history of a particular species, our species, Homo sapiens, and finally 
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is due to its being the last segment of a temporal record extending through the 
domain of paleontology to limits set only by what contemporary cosmology has 
discovered with that temporal record. All of these conditions are clearly under 
the scrutiny of a scientific lens, a lens that has been given sharp focus due to the 
quantitative efforts established by the Russian school of macrosocial dynamics 
led by Andrey Korotayev and Leonid Grinin and by the efforts of Peter 
Turchin's newly christened Cliodynamics. Even so, history is only recently 
coming under formal scientific scrutiny and has much to reveal. [Parenthetical-
ly, I would like to point out that the efforts of traditional historians, past and 
present, are in no way devalued by a more quantitative approach, but that 
a scientific history is not simply revelatory in its own right but also complimen-
tary and supplementary to the contributions of traditional historians and other 
social scientists.] It should further be noted that underlying the notions of ex-
planation and prediction is not just a fundamental understanding of phenome-
non or pattern but also of mechanism, i.e. how events and processes occur. It is 
to these ends, to explanation, prediction, and the revelation of mechanism, that 
this paper is focused, and, more specifically, on the reality of (relatively) abrupt 
change as it manifests itself in the macro-pattern of urbanization over the last 
5,000 years of world system history. 

As the overarching model applied in this paper is that the human world is 
a world system, a part of which is the process of urbanization, a note should be 
made here of the fact that many world system scholars do not agree with the 
extension backward in time of the existence of the world system to the begin-
ning of urbanization, historical urbanization, at approximately 3000 BCE. Chief 
among these critics is the doyen of world system analysis, Immanuel Waller-
stein, but there are others. The position, however, is taken that the world sys-
tem, albeit a loosely connected world system, does extend to that temporal 
horizon, and this position follows the lead of the late Andre Gunder Frank 
(Frank and Gills 2014) and others who suggest that the world system character-
istics of flow of capital, core-periphery structure, and cycles of hegemony and 
revolution are all evident phenomena prior to 1500 CE. It is within the context 
of a world system that the research for this paper was done and done explicitly 
to address the punctuated pattern of urbanization over the last five thousand 
years.  

Abrupt change in nature has been a subject of scientific study for some 
time. Phase changes in matter are an obvious example (see, e.g., Sole 2011 and 
Scheffer 2009) but more recently phase changes have also been identified 
and investigated in the study of mathematical chaos, in ecological literature, and 
in a variety of other fields. In 1972 a remarkable paper was coauthored by Niles 
Eldridge and the late Stephen J. Gould on the reality of punctuated change in 
the process of speciation. In this paper Eldridge and Gould (1972) showed that  
a literal interpretation of the evidence of the fossil record in light of the accept-
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ed theory of allopatric speciation suggested that the event of speciation was 
rapid, contra Darwin et al., not stately as the conventional wisdom of gradual-
ism would suggest. The event of speciation itself would occur in small, periph-
erally isolated populations of a larger biological species population. Lastly the 
actual event of speciation would consequently hardly ever be subject to preser-
vation in the fossil record. Eldridge and Gould also identified a second reality, 
that of stasis in the fossil record, and they defined stasis as oscillation about 
some average value, the oscillations being a result of microevolutionary ad-
justments to relatively stable local environments. The paper went on to explicit-
ly document examples of punctuation and stasis in both Pleistocene snails and 
Paleozoic brachiopods, specialty areas of research of both authors. Clearly, this 
paper ‘Punctuated Equilibrium: An Alternative to Phyletic Gradualism’ was 
a watershed event with respect to evolutionary understanding and forever 
changed the context within which evolutionary events would be understood. It 
was not without controversy. 

Eldridge and Gould went further than simply identifying a pattern in the 
fossil record, they established the reality of biological mechanisms being 
the motive forces for evolutionary patterns in the record, that is that the fossil 
record would only reveal pattern in which biological mechanisms, both extant 
and extinct, created. Specifically in the case of punctuated equilibrium, allo-
patric speciation was proposed as the mechanism that would produce the stasis 
and punctuation evident in the fossil record. While it would be inappropriate 
here to delve into a detailed explanation of allopatric speciation, there are two 
aspects of that theory which should be brought to the attention of the reader, 
the geographic distribution of local populations within a given species popula-
tion and within that distribution the potential for isolation and therefore (rela-
tively) rapid evolution of small, peripheral local populations. These popula-
tions would not preserve well in the fossil record but would change rapidly 
and would therefore represent tipping points in the speciation process. To reit-
erate, small, (relatively) isolated populations in a species population are poten-
tially subject to rapid change from which new species may arise, an event that 
is biologically explainable but is not well resolved in the fossil record. Conse-
quently, the temporal distribution of fossils should (and does) reveal both sta-
sis and punctuations. It is a position of this paper that this pattern of (relative) 
stasis and punctuation occurs by default of context over the course of Big His-
tory but is specifically evident in the macro-pattern of urbanization over 
the last five thousand years of world system history. 

A further comment on mechanism is needed here. The late Per Bak (1996), 
in his research on self-organized criticality (SOC) established a general mecha-
nism for the occurrence of punctuated evolution, and in fact in a brief conversa-
tion with Stephen Gould he asked if Gould had established a theoretical expla-
nation for punctuated equilibrium, upon which Gould acerbically replied, 
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‘Punctuated Equilibrium is a theory’. Sadly, Gould did not recognize the depth 
of Bak's question, that there had to be a mechanism of a mechanism, that punc-
tuated change required context, constraint, and process in order to occur, and 
that understood from this broader perspective (the mechanism) would yield 
greater understanding of the phenomenon of punctuated equilibrium in general. 
What Bak (1996) describes and Flyberg et al. (1993) proposed by way of 
mechanism of punctuated equilibrium is simply this; given a set of species with 
a range of selective values, using a specific selection process, the population of 
species is upgraded in a way that describes all species surviving above a given 
threshold selection. This process mimics the pattern of punctuated equilibrium 
in that periods of stasis (above some minimum selective value) are punctuated 
by periods of avalanches of change. This biological and theoretical aside is 
mentioned here, as it will be suggested that the periods of punctuation in urban 
area evolution over time may have an analogous mechanism. The emphasis 
here is on ‘may’. 

There is one more evolutionary perspective that should be addressed here 
with respect to the parallel processes of biological and social evolution, that of 
the Russian school of evolutionary thought. Specifically, the concept of aro-
morphosis (Grinin, Markov, and Korotayev 2009) has relevance here. Aromor-
phosis is the evolutionary process by which the evolution of grades of organiza-
tion occurs. Further, this process can occur relatively quickly and represents 
a qualitative jump in organization of either a biological or social system. Such 
events are usually followed by diversification in structure, although the diversi-
fication may occur sometime in the future, for example, in biological evolution 
the origin of the mammalian grade of organization occurred in the Triassic, 
however the adaptive radiation, that is the diversification of mammals, occurred 
in the Cenozoic, only after the extinction of (most of) the dinosaurs, which in 
turn swept the adaptive landscape relatively bare but available for occupation. 

It is the position here that the concept of aromorphosis as it applies to social 
systems has significance with respect to the punctuated phases of urbanization 
investigated in this paper. After all, urbanization at its base depends on agricul-
tural surplus, a surplus that allows the development of increased social structure 
and in turn relies ultimately on energy sources to be exploited more efficiently to 
support that social structure and its evolution. So, there is a positive feedback 
between the ability to produce food, the efficiency with which the food is pro-
duced, the release of human potential to invest in improved technology that will 
affect population growth and the social organization of that increased (and in-
creasing) population, a fraction of which has been freed from, in fact divorced 
from, direct food production. Such changes in social structure, that is the evolu-
tion of social structure, have not occurred continuously, but exhibit punctuation, 
and both the details of these aromorphic effects and their mechanisms will be 
addressed later in this paper. 
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It should be re-emphasized at this point that while identifying and under-
standing mechanism is an important goal, the initial and primary intent of this 
paper is to show that the pattern of stasis and punctuation represents the mode of 
urban area evolution within the world system, and of course it has also been sug-
gested that this pattern is characteristic of phenomenon within the larger context 
of Big History, as the concept of punctuated equilibrium certainly occurs well 
before the advent of cities or even of the genus Homo. However and again, the 
primary focus of this paper is to show that this punctuated pattern is very much 
a part of the pattern of urbanization over the last five thousand years.  

In order to demonstrate the evidence for punctuation and stasis in the evolu-
tion of urbanization within a world system context, modified data for maximum 
urban area will be used, and in graphical presentation it will be shown that there 
are three periods of rapid change which are positioned between three periods of 
stasis. It will further be shown that the three periods of rapid change differ from 
the periods of (relative) stasis not only in rate of change but also exhibit other 
characteristics which distinguish them. It will also be shown that associated with 
the initiation of these periods of rapid change is a threshold ratio value character-
izing the level of urbanization at the initiation point of rapid change. Beyond 
these indicators of change, it will be shown that the nature of the cue to begin 
periods of rapid change is the existence of a tipping point in the early stages of 
each of the three periods of punctuation, that is the periods of rapid change, alt-
hough at present it can only be casually inferred that the tipping points involved 
are indirect rather than direct. An inference will then be drawn that the change in 
tempo and mode of urbanization involves an interplay between rural, or at least 
less urban, and (more) urban populations. Finally, the rudiments of a model 
mechanism for the alternation between relative stasis and punctuation will be 
presented, the one which it is hoped will be understood to be at the level of 
a modest proposal only.  

It is important to note here that three papers were previously published, 
Grinin and Korotayev (2006), Korotayev (2006), and Korotayev and Grinin 
(2006), each also with quantitative data exhibiting punctuated change. If, for 
example, one views Diagrams 7, 9, and 10 of Korotayev (2006), Diagrams 1, 3, 
and 6 of Grinin and Korotayev (2006), or Diagrams 1, 3, 4, 6, 7, and 10 of Ko-
rotayev and Grinin (2006) as a representative sample, it can be seen that change 
over time of the dependent variable in each graph, for example, the number of 
developed states, world urban population, megaurbanization, particularly for 
cities with a population larger than 10,000, and territory controlled by devel-
oped states, is not monotonic, in other words not smooth and continuous, but is 
disjunct with periods of (relatively) rapid change punctuating periods of fluctu-
ation about some mean, all indicative of a pattern of punctuated equilibrium. 
A more detailed discussion of these findings will be undertaken in the forth- 
coming paper.  
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Materials and Methods 
The data used in this study came from three sources, Chandler's Four Thousand 
Years of Urban Growth: An Historical Census, World Cities by George Mo- 
delski, and the U.S. Census Bureau section on historical demography and are 
the same sources used in previous investigations (Harper 2010 and others). 
Both global and maximum urban area population data were natural log trans-
formed to allow graphical comparison over orders of magnitude. The specific 
data used to demonstrate punctuation and stasis were the continuous accumula-
tion (= summation) of differences between consecutive values of maximum 
urban area over the last five thousand years of world system history. All graph-
ical representation was done using SciDAVis software, and all regressions were 
done on a TI-84+ calculator. Further, it is a fundamental assumption of this 
research that all urban areas exhibit a Pareto/Zipf distribution. 

In order to show the distinction between periods of punctuated change and 
those of relative stasis, it will be necessary first to compare the overall trends in 
both total world system population and maximum urban area size. Once this 
has been done, punctuation and stasis will be demonstrated, and it will be 
shown that these periods quantitatively differ in a disjunct manner. In turn, it 
will be shown that the periods of quantitative disjunction reveal the presence of 
unique events associated with them, and in fact these change-motivating events 
that may be termed tipping points, as they meet a condition associated with 
tipping points, that of distinct changes in diversity (Lamberson and Page 2012). 

Finally, whenever research attempts to penetrate the depths of past time, 
there is always the criticism that the forces at play then were different than 
those at play now, permanently obscuring clear knowledge of the past. In fact, 
beginning with James Hutton and Charles Lyell, this criticism is the basis for 
the countering notion of uniformitarianism. Historical urban scaling studies 
(Ortman et al. 2013, 2014) have shown that the scaled relationships determined 
for contemporary urban areas also hold for past urban areas. This note is men-
tioned to underpin the fact that the methods used are applicable over the depth 
of time studied here.  

Results 
In Fig. 1a to follow the natural log-transformed data for both maximum urban 
area and the total world system are plotted against time, and it can be seen that 
there is general agreement in shape between the two plots.  

Specifically, an almost linear plot for total population (top curve) and a less 
linear but similar trend for the maximum urban area magnitude parallel each oth-
er over time up until the beginning of the 19th century, point 48 on the x-axis, at 
which point a steep increase in slope is apparent, being due of course to the early 
stages of the last phase of the Industrial Revolution (Grinin and Korotayev 2015). 
At a macro-level these plots are effectively tandem. In further support of this tan-
demness, when the upper plot, lnT over time, is plotted against the lower plot, 
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lnCmax over time, (see Fig. 1b) and a linear regression is generated for the plot, the 
relationship shown is essentially linear with R2 = .9179, the implication of this 
second graph being that there is a high correlation between the two plots in Fig. 
1a. Since the slope of the linear regression in Fig. 1b is slightly greater than one, 
the rate of growth of urbanization, as characterized by the magnitude of popula-
tion for maximum urban areas, with the assumption that urban areas of varying 
(slightly) greater than that of the world system population as a whole. 

 
Fig. 1a. The x-axis represents time in centuries, and the y-axis rep-

resents the natural log-transformed values of both the total 
world system population, top graph, and the maximum ur-
ban area values over the last five thousand years 

 
Fig. 1b. The x-axis represents lnT, where T = total population of the 

world system for a given century, and the y-axis represents 
lnCmax, where Cmax = population of the maximum urban area 
for a given century. The linear regression for this plot is: 
lnCmax = 1.0700 + 7.1594lnT, R2 = .9179 

But there is also evidence for non-linear and non-monotonic behavior of the 
system as a whole in this second graph, as on closer inspection, the plot of ma- 
ximum urban area values certainly does exhibit a general tendency of increase 
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but does so with significant and abrupt changes in slope that are both positive 
and negative. The upper curve does reveal two events of abrupt positive change 
in slope, one at point 26, that is 400 BCE, for one century which is then fol-
lowed by a lower slope than the data prior to 400 BCE, and the second at 
point 48, a population trend that we are currently in and the one aptly described 
by both Von Forester et al. (1960) and Korotayev et al. (2006a). However, the 
maximum urban area values show more frequent changes, three subsets of 
which are continuously positive, the first from 1600 BCE to 1200 BCE, the 
second from 700 BCE to 100 BCE, and the third, which we are, again, current-
ly experiencing, from 1800 CE through to the present (and most probably be-
yond). Each of these periods of rapid, positive change punctuate periods in 
which maximum urban area values fluctuate about some mean. It will be shown 
that these fluctuations appear to have both maximum and minimum values 
and that each succeeding period of fluctuation does so at a higher average level 
of maximum urban area population. These periods of fluctuation are analogous 
to periods of stasis a la punctuated equilibrium in that until conditions occur for 
rapid increase in maximum urban area values, that is punctuation of the equilib-
rium, any significant increase in maximum urban area value is relatively shortly 
followed by a decrease in that value. In other words, the fluctuations in maxi-
mum urban area size do so around a mean.  

These changes in pattern from ones of fluctuation about some mean and 
with maximum and minimum limits alternating with continuous and rapid in-
crease are more clearly represented by inspecting the pattern of summed diffe- 
rences in the natural log values of maximum urban area populations. The indi-
vidual differences in lnCmax from century to century are represented in Fig. 2a, 
and it can be seen that the values of these differences simply fluctuate about an 
average value which is above zero but show no indication of alternating periods 
of stasis and punctuation. Fig. 2b represents the plot of summed differences.  

 
Fig. 2a. The x-axis represents time in centuries, and the y-axis rep-

resents the differences in maximum urban area values from 
consecutive centuries. Note that there is no distinction be-
tween periods of stasis and periods of punctuation  
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Fig. 2b. The x-axis represents time in centuries, and the y-axis rep-
resents the summation of the differences in maximum urban 
area values from consecutive centuries, i.e. ∑∆lnCmax/cen- 
tury. The three periods of rapid change, from 1600 BCE to 
1200 BCE, from 700 BCE to 100 BCE, and from 1800 CE 
through the present, are more prominently represented as 
are the alternate periods of stasis 

If in turn, these three periods of rapid change and their preceding stasis are rep-
resented individually, the change from consecutive phases can be seen even 
more definitively. In Fig. 3 the period of stasis followed by rapid change are 
clearly displayed, and linear regressions of each are given. It should be noted 
that both the slopes and R2 values are distinctly different for each. In the prior 
period of stasis the slope is essentially zero, and the R2 value is extremely low, 
where as in the following period of punctuation the slope is .3020 and R2 is 
.9853, that is that approximately 98 % of the variation in the distribution 
of points is represented by the regression, while the regression for the period of 
stasis represents almost none of the variation. Considering the next set of stasis 
and punctuation periods, i.e., is from 1200 BCE to 700 BCE and from 700 BCE 
to 100 BCE, the same basic pattern is revealed. These data are represented in 
Fig. 4. Again, as in Fig. 3 both the slopes and R2 values are characteristic of 
each of the consecutive periods of stasis followed by punctuation. Also, the Y-
intercept value for this period of stasis is greater than the previous period, that 
is 2.3378 when compared to .3441, representing a higher plateau, a higher av-
erage value for the maximum urban area as a consequence of the previous peri-
od of punctuation. The final set of stasis and punctuation periods are represented 
in Fig. 5 below. As in the previous two sets of stasis followed by punctuation, 
both the slopes and values for variation are characteristic of their respective time 
periods, and, further, the Y-intercept value is yet again higher than the previous 
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Y-intercept value, as would be expected due to the period of punctuated growth 
separating the two periods of stasis. 

 

Fig. 3. Axes as in Fig. 2. The linear regressions for the periods,  
2900 BCE to 1600 BCE and 1600 BCE to 1200 BCE are  
respectively: Y = –.0064X + .3441, R2 = .0060, and Y =  
= .3040X – 4.0055, R2 = .9853 

 
Fig. 4. Axes as in Fig. 2. The linear regressions for the periods  

1200 BCE to 700 BCE and from 700 BCE to 100 BCE are re-
spectively: Y = –.0573X + 2.3378, R2 = .3759, and Y =  
= .3579X – 7.1455, R2 = .9732 
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Fig. 5. Axes as in Fig. 2. The linear regressions for periods 100 BCE 
to 1800 CE and from 1800 CE to 2000 CE are respectively:  
Y = .0198X + 2.4411, R2 = .1302, and Y = 1.7301X –  
– 79.6479, R2 = .9998 

As the previous results imply, there must be some change in the mode of urban-
ization and the relationship of urbanization to its reverse, this reverse process 
being labeled ruralization. One line of investigation which will be followed 
here will be to search for evidence of tipping points, specifically, and these tip-
ping points first occurring from relative stasis to a punctuated mode of urbani-
zation, and then, of course, whether the tips also exist from a mode of punctua-
tion returning to relative stasis. A tipping point will be understood to be a re-
sponse to continuous change of a given variable in a discontinuous way, and 
the evidence for such changes will be a disjunct distribution in diversity on ei-
ther side of the tip as calculated by: D = ∑1/p2, where p represents the frequen-
cy of some class of urbanization.  

With the previous description of the definition of D in mind, please consid-
er Fig. 6, which represents the distribution of D over the last five thousand 
years. It is apparent that over the period of time represented that both the mag-
nitude of D and the magnitude of changes in the magnitude of D decrease. Fur-
ther, there appear to be a number of instances in which D changes precipitous-
ly, specifically from 1600 BCE to 1200 BCE almost continuously, from 
700 BCE to 600 BCE, and from 1800 CE to 1900 CE. While the change in D 
from 800 CE to 900 CE appears to represent a significant change visually, it is 
clear that this peak does not represent a tipping point in which a stasis mode 
changes to one of punctuation, as it does not occur within the bounds of one of 
the three periods of punctuation identified previously. 
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Fig. 6. The X-axis represents time, and the Y-axis represents D.  

D was computed over a range of values which were fractions 
of the maximum urban area population for a given century. 
The graph implies that both the magnitude of changes in D 
and the absolute values of D decrease with time 

Fig. 7 immediately below represents the period of time from 1900 BCE to 1 CE 
which also includes the period of punctuation from 700 BCE to 100 BCE which 
marks the shift from the preceding period of stasis, 1200 BCE to 100 BCE, to 
the following period of stasis, 100 BCE to 1800 BCE. This graphical morphol-
ogy is consistent with the occurrence of a tipping point. Further, the linear re-
gressions for the three respective time periods have slopes of 1263.1728,  
–6502.259, and –772.6426. There are two other events meeting the criteria of 
tipping which are represented in Figs 8 and 9 to follow. Note that Fig. 10 which 
is a modified form of Fig. 9 is included for completeness, that is to show that 
the period of 400,000 years following the impact of the 14th century, effectively 
a reset period where the maximum urban area size is approximately one million, 
emphasizes the change in the magnitude of D with respect to the succeeding tip 
period. In both Figs 9 and 10 the pattern of regression is as in Fig. 8 with a posi-
tive slope for the period preliminary to the tip period, the very negative slope of 
the tip period itself, and then a less negative slope for the period succeeding the 
tip period.  
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Fig. 7. The X-axis represents time from 1200 BCE to 100 BCE, and 

the Y-axis represents D. Note that the sequence of regres-
sions from left to right in the graph is respectively: Y =  
= 1263.4141X – 20,633.4141, R2 = .8033, Y = –6502.259X + 
+ 167,174.305, R2 = 1, and –772.6426X + 24,558.0734 R2 = 
= .8963, a sequence which would be expected to span a tip-
ping event 

 
Fig. 8. Axes as in Fig. 7 but over the time span, 3000 BCE to 1200 BCE. 

Y = 820.5444X + 2134.3555 R2 = .4088, –7700.452X +  
+ 109,217.86, R2 = 1, and –946.5634X + 24033.7208 R2 =  
= .2869 
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Fig. 9. Axes as in Fig. 8 but over the time span, 100 BCE to 2000 CE. 

The linear regressions for the periods, 100 CE to 1800 CE, 
1800 CE to 1900 CE, and 1900 CE to 2000 CE are respective-
ly: Y = 72.9020X – 574.5061 R2 = .3163, Y = –2563.411X –  
– 129,446.947, R2 = 1, and Y = –347.759X + 18,644.347,  
R2 = 1 

 

Fig. 10. Axes as in Fig. 7 but over the time span, 1400 CE to  
2000 CE. The linear regressions for succeeding periods, 
1400 CE to 1800 CE, 1800 CE to 1900 CE, and 1900 CE to 
2000 CE are respectively: Y = 423.1254X – 16,852.8231  
R2 = .9844, Y = –2563.411X – 129,446.947 R2 = 1, and  
Y = –347.759X + 18,644.347 R2 = 1 

One further point, in Fig. 11 to follow a graph of the ratio of maximum urban 
area magnitude to total world system population is given. Note that the four 
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lowest points, all equal to or less than .0014, a value that appears to be 
a threshold point for system tipping. Three of these minimum values coincide 
with the beginning of each of the three periods of punctuation. The significance 
of the first value, the one not coincident with the beginning of a phase of punc-
tuation, will be treated in the discussion. 

 

Fig. 11. The X-axis represents time in intervals of one hundred years 
and begins at 3000 BCE. The Y-axis represents the ration, 
Cmax/T, where T = total population. Note the four arrows rep-
resenting minimum values for this ratio. The timing of three 
of these low values coincides with the beginning of a phase 
of punctuation 

 

Fig. 12. The x-axis represents time in century increments beginning 
with Ur III, 2111 BCE and extending to 1900 CE. The y-axis 
represents the chronological order of first occurrence of the 
developed states represented in Table 1 of Grinin and Koro-
tayev (2006) 
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Fig. 12 is introduced in concert with Figs 5, 9, and 10. Grinin and Korotayev 
(2006) suggest that developed states could not arise until a significant number 
of early states had formed and analogously the same holds true for the origin of 
mature states, i.e. that the existence of a significant number of developed states 
would be required prior to the advent of mature statehood. It can be seen that 
the frequency of developed states increases dramatically in the last seven centu-
ries. This is illustrated more clearly in Figs 13a and 13b. In Fig. 13a there is 
a clear increase in the frequency of existent developed states from 1300 CE 
(note the arrow at 1300 CE) to 1800 CE with a significant decrease in the fre-
quency of developed states in 1900 CE. If the accumulation of developed state-
centuries is graphed against time as in Fig. 13b, the graph appears sigmoid and 
the 14th century, again noted by an arrow, is at the beginning of this accelerated 
phase. All three of these graphs, Figs 12, 13a, and 13b, indicate a marked in-
crease in the frequency of extant developed states and at a time over which 
the Industrial Revolution occurred, a time leading to and overlapping with the 
origin of mature states. 

 
Fig. 13a. The occurrence of developed states over the last 4,100 years 

 

Fig. 13b. The accumulation of developed states centuries over the 
last 4,100 years 
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A Preliminary Math Model of Punctuated Growth 
An intuitively constructed mathematical model of punctuated growth is pre-
sented here, a model that is only a step above a reasonably well organized ver-
bal metaphor, but such mental constructs do have their utility, as I hope will be 
seen shortly. Over 50 years ago Richard Levins (1968) suggested that there are 
three conditions affecting the functional nature of math models: generality, pre-
cision, and reality, only two of which would be operational at any given time 
for a specific model. The model presented here is general and precise; however, 
its ability to reflect the reality of punctuated growth for any given system is 
limited, and in fact may well be non-existent. The precision of this model is in 
my opinion only significant in that explicit values of a variety of variable can 
be predicted, but as was mentioned, those values do not have reality. Even so, 
having a general model has its heuristic value. One more comment here, a ca-
veat, this model was specifically constructed to investigate the interplay be-
tween population, carrying capacity, and technology and makes no distinction 
between the world system population as a whole and the ever growing segment 
of that population dwelling in urban environments. 

The model will be described first, data generated by the model will be pre-
sented, and then an explanation of the significance of the model will follow in 
the Discussion. To follow are the four differential equations of the model with 
supplementary equations and definitions of all constants: 

dN1/dt = r1N1[K – (N1 + N2)], dN2/dt = r2N2[K – (N1 + N2)], dK/dt = 
= [T – (N1 + N2)]/K, dT/dt = T/[K – (N1 + N2)], 

where N = population size, K = carrying capacity, r1 = r01 + aN2, r2 = r02 +  
+ bN1, T = level of technology, and a and b as well as r01 and r02 are fitted con-
stants. Initial and constant values: N1 = 1.5, N2 = 1, K = 5, T = 2, a = .016,  
b = .011, r01 = .015, r02 = .02, dt = .1.  

Even at this level of relative model simplicity, the math modelling software, 
STELLA, had to be used to generate the following graphs. The model includes 
two interacting populations that exhibit positive feedback. This portion of the 
model was presented in Harper (2016) and is meant to show that population in-
teraction of this nature leads to the form of growth identified by Korotayev et al. 
(2006b) as hyperbolic. This effect is produced by the structure of the rates of 
growth of both populations, that is r1 = r01 + aN2 and r2 = r02 + bN1. These equa-
tions represent the condition that while each population has its base rate, either 
r01 or r02, the growth rate of each is enhanced by and dependent upon the other 
population. This dependency is represented by the terms, aN2 and bN1, where 
the constants, a and b, are greater than zero in value and represent the contribu-
tion of each population to the other's growth rate. However, complex systems, 
and the world system is nothing if it is not complex, have their limits.  
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Symbolic representation of limited population growth was first developed by 
Verhulst, and the same form of that representation, K – N, is used here. Speci- 
fically, the hyperbolic nature of these first two equations is limited by the term, 
K – (N1 + N2), implying that the two interacting populations occupy and ex- 
ploit the same environment. Also however, the two populations can im- 
prove their environments, thus increasing the carrying capacity of the environ-
ment they both share. This environmental improvement is brought about by the 
use of appropriate technology. Consequently, that environment is subject to 
change, and in this model is represented by the third differential equation, 
dK/dt = [T – (N1 + N2)]/K, in which it can be seen that as the total population 
grows with respect to a given level of technology, the rate of change of the envi-
ronmental carrying capacity decreases. As a result, the fourth equation in the 
model supplies a simple model of technological change in relationship to both 
population growth and change in carrying capacity. That equation is: dT/dt =  
= T/[K – (N1 + N2)], and its structure is such that as the carrying capacity of the 
total population is approached, technological improvement, here represented 
simply by the quantitative change of the variable, T, is increased. The results of 
a simulation with the constant and initial values given above, is shown in the fol-
lowing graph which is a result of the simulation running over 27 iterations: 

 
Fig. 14. The X-axis represents time in undefined units, and the Y-axis 

represents the magnitude of the total populations of both N1 
and N2. The stepwise nature of the graph is clearly evident 

It is evident that this graph, while representing population increase over time, 
does not represent continuous population growth but is characteristic of the 
structure of the graphs in Figs 2b, 3, 4, and 5. If the growths of both the carry-
ing capacity and technology are represented over the same periods of time, the 
result appears as follows: 
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Fig. 15. The X-axis represents time in unspecified units, and the  

Y-axis represents the magnitudes of both carrying capacity, 
Kay, and technology, again in unspecified units 

It can be seen that while the growth of technology is punctuated, the growth of 
the system carrying capacity is smooth(er) but with changing slopes indicating 
changing rates, but not of a punctuated nature. But if population size and the 
magnitude of technology are graphed as in Fig. 16 it can be seen that both seem 
to change in a similar fashion, although population change in this graph does 
not follow change in technology as suggested by Grinin and Korotayev (2006). 
This may be due to the resolution of the model, where dt = 1. The nature of 
these three graphs and their significance will be treated in the Discussion.  

 
Fig. 16. The X-axis represents time in unspecified units, and the Y-axis 

represents the magnitudes of both technological developments 
and total population size, also in unspecified units. The desig-
nation, Enn, represents (urban) population size 
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The nature of these three graphs and their significance will be treated in the 
Discussion.  

Discussion 
Preliminary to the discussion of the data introduced here, an elaboration of the 
previously introduced phenomenon of aromorphosis is necessary, as this is, as 
punctuated equilibrium is, one more model borrowed from the biological sci-
ences to elucidate the mechanism of given social science processes. Specifical-
ly, aromorphosis provides as model for change in level of organization of, in 
the case of this paper, a form of social order, that of urbanization. The sub-
stance of what follows is taken from Grinin, Markov and Korotayev (2009).  

If one considers Figs 2b, 3, 4, and 5, the punctuated phases of change asso-
ciated with the growth of urbanization are clearly represented, and in Fig. 2b 
specifically clear changes in the order of magnitude of maximum urban area 
can be seen, for example from populations of 100,000 to 1,000,000 during the 
period from 2100 BCE to 100 BCE, some 2,000 years but in which the actual 
changes in order of magnitude occur over much shorter times, approximately 
half that time, specifically from 1600 BCE to 1200 BCE and from 700 BCE to 
100 BCE. It is these periods of relatively rapid change for which aromorphosis 
is being invoked. 

Grinin, Markov, and Korotayev suggest rules for the occurrence of aro-
morphosis. Specifically, they suggest four necessary and sufficient conditions 
in order for aromorphosis to occur. First, the system about to undergo aromor-
phosis must exhibit enough diversity. This is required for the establishment of 
positive feedback between different segments of the system. [Note here 
that positive feedback underlays the rapidity with which an aromorphic 
change may occur.] In any evolutionary process for change to occur selection 
must occur, and for selection to occur there must be something to select. With 
regard to the actual process, block assemblage is one way in which an aromor-
phic jump may occur, however, there must be a diversity of blocks from which 
to choose. This is their second rule. The third rule suggests that there is a direct 
connection, a direct proportional relationship between diversity and innovation. 
The fourth rule requires that there be efficient selection mechanisms leading to 
intergroup competition. 

There are a variety of consequences to be noted for aromorphic processes. 
First, since selection occurs, there will be loss; selection always incurs a cost. 
Second, aromorphic change permits new adaptive zones to be exploited. Just as 
the evolution of the mammalian level or organization opened a variety of new 
adaptive zones and in a sometimes delayed fashion, that is mammals originat-
ing in the Triassic but only beginning their radiation in the early Cenozoic, for 
example, shrews, primates, hominins, the consequences of social aromorphosis 
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may be delayed. Grinin, Markov, and Korotayev give the example of iron me- 
tallurgy originating at a period of time well before its spread after the (so-
called) Bronze Age Collapse. Third, aromorphosis enhances system resilience, 
since multiple functions can occur at the newly evolved level of organization 
that could not exist previously. Fourth, as just alluded to, multiple (new) functions 
imply increased complexity, and, fifth, with this newly acquired complexity 
new evolutionary changes can occur. Finally, aromorphosis permits previous 
limitations to the system to be exceeded. In fact, this is at the basis for the evo-
lution of a new and higher level of organization to begin with.  

The data of this study reveal two broad conclusions, that the summed pat-
tern of change in maximum urban area population is similar to the pattern of 
punctuated equilibrium for speciation proposed by Eldridge and Gould and that 
the stasis phases are relatively different from the phases that represent punctua-
tion. In fact, the pattern is more broadly speaking one of stasis punctuated by 
phase changes or phase transitions to further states of stasis. There are then at 
least three issues to be addressed, first, to confirm the punctuated nature of the 
evolution of maximum urban areas and its implication for the pattern of urbani-
zation in general, second, to identify cues for the change from stasis to punctua-
tion and the return to stasis, and, third, to suggest some form of mechanism for 
these changes. 

The pattern of punctuated growth in urbanization has been alluded to by 
the following authors, Korotayev (2006), Grinin and Korotayev (2006), and 
Korotayev and Grinin (2006) and a mechanism mirroring punctuated growth 
has been proposed by Grinin, Markov, and Korotayev (2009). Regarding the 
dynamics of urbanization over time Korotayev has shown that while the overall 
pattern of urbanization is quadratic hyperbolic, because of the multiple agents 
operating within the world system over time, but largely mediated by feedback 
between population growth and the growth of technology intertwined with the 
accumulation of per capita surplus, the pattern of urbanization over time is not 
monotonic, that is smooth and continuous, but rather consists of periods of (rel-
ative) stasis punctuated by periods of more rapid growth. Review of Diagrams 
7, 8, 9, 10, and 11 in Korotayev (2006) will confirm this. Also, in this paper 
Korotayev divides the periods of urbanization into sets A, one through three, 
and B, one through three, corresponding to periods of rapid growth, the A set, 
and cyclical change, the B set. 

In tandem with this paper are two papers by Grinin and Korotayev (2006) 
and Korotayev and Grinin (2006) in which the specifics of political develop-
ment both from the perspective of a quantitative analysis, the former reference, 
and a comparative analysis, the latter analysis, are given. In the first reference it 
is shown that the evolution of early, developed, and mature states corresponds 
to the periods of relative stasis, with the periods of punctuation being inserted 
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in between each of these periods. In particular, the authors suggest that devel-
oped states are not possible until a significant number of early states exist, with 
the same holding for the existence of mature states, the implication that urbani-
zation itself created the environment for further urbanization. It is interesting 
that this verbal model suggests a threshold or tipping point has to be breached 
before the next level of both urbanization and state evolution could occur, also 
supporting the position of this paper. However, as will be seen further on these 
tipping points can be exceeded in differing fashions depending on the context 
of the level of development (and complexity) of the world system. As will be 
seen shortly, this has particular pertinence with respect to the degree of fit to 
the linear regressions applied to both punctuated and especially stasis phases of 
urbanization. 

As was noted in the initial portion of the Results section, in broad terms, the 
pattern of both population increase and maximum urban area increase is quite 
similar, and a very good linear fit of one set of log-transformed data against the 
other occurs with R2 = .9179. However, as was also mentioned previously, on 
only slightly closer inspection, the pattern of urban area increase is quite different 
in detail. Specifically, there are three periods of stasis punctuated by three periods 
of rapid change, and these periods of rapid change are qualitatively different not 
only with respect to the rate of continuous change noted but also with respect to 
the variability of these periods of punctuation. These periods of punctuation are 
from 1600 BCE to 1200 BCE, from 700 BCE to 100 BCE, and from 1800 CE to 
2000 CE, and linear regressions of the data of the three phases explain respec-
tively 98.58 %, 97.32 %, and 99.98 % of the variability exhibited in each set of 
data. With respect to the three periods of stasis, from 2900 BCE to 1600 BCE, 
from 1200 BCE to 700 BCE, and from 100 BCE to 1800 CE, and their respec-
tive linear regressions explain respectively, .6 %, 37.59 %, and 13.02 % of the 
variability. Clearly, during periods of stasis there is much greater variability, 
a fact that seems incongruous with respect to the term, stasis. The point of 
course here is that these respective phases of the summed values of log-
transformed values of maximum urban area magnitude are different both quan-
titatively and qualitatively. With regard then to the functional classification 
of state levels of evolution described by Grinin and Korotayev (2006), phases of 
stasis represent continuous adaptation of the world system at any given level 
of state organization, a process that will lead ultimately to movement to the 
next higher level of state organization. If these phase changes from punctuation 
to stasis and from stasis to punctuation are considered at a slightly finer scale, it 
can be inferred that interaction between differing segments of the total world 
system population are associated with these phase changes.  

Regarding the surficial contradiction of the nature of the periods of stasis 
with respect to their variability, one has only to consider the slopes of their lin-
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ear regressions to see that the variability represents oscillations about a mean 
for periods of stasis. Specifically, the slopes of the periods of stasis are all close 
to zero or horizontal, that is –.0064, –.0573, and .0198. This plateau-like nature 
of these periods has been noted before (Harper 2010; Korotayev 2006; Grinin 
and Korotayev 2006; Korotayev and Grinin 2006), and in slightly different 
form have been noted by Morris (2013). He specifically suggests that there 
have been plateaus with respect to maximum urban area magnitude of ten thou-
sand, one hundred thousand, and one million, and twenty-five million, and while 
I would use slightly different values of forty-thousand, one hundred thousand, 
one million, and most recently something above thirty-five million, given the 
margin of error in the proxy data used, the notion of stabilizing values of max-
imum urban area magnitude existing over periods of time is in agreement with 
the data at hand.  

It is interesting that the interaction between rural and urban populations 
seems to play a major role in the establishment of periods of stasis and punctua-
tion in the macropattern of urbanization. During periods of stasis the average 
maximum size of urban areas remains static but gamma, basically the variable 
indicating the distribution of urban areas as defined by a Zipf-Pareto distribu-
tion, increases implying that greater urbanization is occurring at urban area 
sizes below that of maximum. In other words, as the total population of the 
world system increases, even though the top end of the distribution of urban 
areas remains relatively constant, the total urbanized population can potentially 
increase due to the expanded sizes of sub-maximal urban areas. If one calcu-
lates the size of sub-maximal urban area populations while holding the maxi-
mum urban area population constant and allowing gamma to increase, the sizes 
themselves increase, and this is in fact the pattern seen from the 14th  century to 
the beginning of the 19th  century. During this period of time maximum urban 
area size remained essentially constant at approximately one million or slightly 
more, and yet the total population of the world system increased from 350 mil-
lion to 813 million and gamma increased from 1.3483 to 1.4112, a clear indica-
tion of increasing urban area size below maximum. Further, the increase in 
population was accommodated in a predictable way a la a Zipf-Pareto distribu-
tion. This effect is alluded to in both Diagrams 1 and 5 of Korotayev and Grinin 
(2006) in which the territory of developed states increased at a greater rate than 
did the urbanized population of the world system over essentially that same 
period of time. What is also implied here is that movement from the rural popu-
lation to urban areas, more so than the birth rate endemic to urban areas simply 
because the death rate characteristic of urban areas is higher than that of rural 
areas and also very often is higher than urban birth rates, is responsible for this 
growth in urban population. Further, with regard to the level of evolved state, 
early, developed, or mature, the change from a lower level of state to a higher 
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level requires that urbanization precedes the change. In fact, it is this increase in 
urbanization, especially at maximum size that contributes to the change from 
early to developed state and then from developed to mature state. However, 
phases of stasis may well involve increase in urbanization at lower levels of 
urban area size. Increase in urbanization does not always occur simply by dint 
of movement.  

As previously implied this is unquestionably not the end of the process, as 
technology plays a significant role in the evolution of both urbanization and 
level of state development. Korotayev and Grinin (2006) make the point that 
technology leads the process of urbanization and improvements, new evolved 
levels of technology, must occur prior to any increase in urbanization. They use 
a particularly effective example of the advent and spread of iron technology, 
suggested by them to initially originate with the Hittites. However, on collapse 
of the Bronze Age (at the eastern end of the Mediterranean) and due to the at-
tendant collapse of extensive trade routes at that time the production of bronze 
implements of war and peace, that is agriculture, was not possible. Instead, iron 
technology was adopted due to the relatively easy access of iron. This technol-
ogy required time to spread, so, since the evolution of urbanization follows the 
evolution of technology, urbanization at this time was delayed as was the evo-
lution of the developed state.  

A further point needs to be made here and is dependent on the work of Per 
Bak (1996) and Flyberg et al. (1993). These researchers have shown using 
a simple computer model of evolution that evolving systems self-organize 
in a punctuated fashion up to a critical point, a point which Bak labeled as the 
state of self-organized criticality (SOC). Further, the research of Bak, Flyberg, 
and others has demonstrated that the stepwise changes are due to changes in 
maximum fitness, with variability in the system being due to the range of fit-
nesses, which when minimum fitnesses are eliminated push the system to the 
next higher level. While I am not in the position of fitting such model expecta-
tions, the data at hand do fit the pattern of punctuated change and similarity of 
appearance is suggestive, that is if it looks like a duck, quacks like a duck, flies 
like a duck, and so forth, it is probably a duck. Unquestionably however, there 
is potential fallibility in this reasoning, since the duck in question could also in 
reality be a goose. Even so, I am invoking the reasoning of Bak et al., as they 
present a model consistent with the data at hand in that as a consequence one 
would expect fluctuations above (or about) some minimum or median value of 
stasis until a cue occurs for the system to move to the next higher level, and this 
is what the data here on the summed values of natural log-transformed magni-
tudes of maximum urban area reveal. [Parenthetically, I would like to mention 
that this research assumes that the world system has not reached the ultimate 
state of self-organized criticality but quite clearly appears to be headed in 



Antony Harper 327 

a direction that will lead at least to a level of self-organized criticality limited 
by the degree of urbanization and state organization, as any self-organizing 
system would unless of course collapse of some magnitude ensues.]  

In summary, the data presented in this paper, the data presented by Morris 
(2013), by Grinin and Korotayev (2006), Korotayev (2006), by Bak (1996) and 
by Flyberg et al. (1993) either support the notion of stasis in the macropattern 
of urbanization, that is the existence of some limiting mean about which oscil-
lation occurs, or provide an underlying mechanism for the existence of such 
a mean. It should be noted that saltation from one stasis mean to the next re-
quires an increase in either energy sources available or the technology to more 
efficiently exploit already available resources. This in turn supports the concept 
presented by Grinin and Korotayev (2006) that, as was mentioned previously, 
technological improvement precedes the development of urbanization to the 
next level. It should further be noted that the process being explained fits well 
with the concept of aromorphosis introduced at the beginning of this discussion 
(Grinin, Markov, and Korotayev 2009). That the narrative of human history 
should no longer be considered as a sequence of individual events per se, at 
least at the macro-scale, and that there is a clear evidence for punctuated change 
in human history at least as it is reflected in the evolution of urbanization and 
also for the existence of logico-deductive models to explain that mode of 
change should now be clear. What follows, even if somewhat repetitious, sup-
ports this notion.  

If Fig. 1a is inspected and compared with Fig. 2b, there is clear agreement 
with respect to overall form, but Fig. 2b shows clearer distinction between pe-
riods of stasis and periods of punctuation. It is for this reason that the summed 
values of changes in the natural log-transformed maximum urban area size 
were used. Also, to reaffirm, a graph of the individual values of the urban area 
data would not on inspection reveal any significant difference between periods 
of stasis and those of punctuation. Given the step-wise appearance of Fig. 2b, 
what is implied by its form? First, it is apparent that history at the level of max-
imum urban area evolution, and therefore urban area evolution in general and 
based on the assumption of urban areas being distributed in a Pareto-like fash-
ion, has not simply been ‘one damned thing after another’ (Toynbee 1976), but 
that there have been distinct periods or phases of history, each representing 
different modes of change. Again, the mechanism for these differing modes of 
change fit very clearly with the concept of social aromorphosis as developed by 
Grinin, Markov, and Korotayev (2009) and with the very general model of 
punctuated change in biological evolution as presented by Flyberg, Sneppen, 
and Bak (1993). Although, the combinations of stasis and punctuation do re-
peat, so, perhaps Toynbee should have said that history ‘is just one stasis phase 
followed by one phase of punctuation after another’. On the one hand, periods 
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of stasis represent fluctuations about some mean maximum urban area value of 
change or above some minimum threshold of the same a la Bak. On the other 
hand, phases or periods of punctuation represent movement of the world system 
as represented by maximum urban area change to new and higher levels of sta-
sis. These two distinct phases have associated with them distinctly different 
ranges of variation as mentioned previously, stasis with exceptionally low va- 
lues and punctuation with exceptionally high values. The implication of the 
former, I believe, suggests some form of system searching, while the latter sug-
gests some relatively rapid change, perhaps very closely canalized or perhaps 
of an autocatalytic fashion that occurs so (relatively) quickly that the system 
itself is responding in an exponential or hyperbolic way. A brief discussion of 
the following time periods, 2900 BCE to 1200 BCE, 1200 BCE to 100 BCE, 
and 100 BCE to 2000 CE will follow. Each of these periods represents a com-
bination of an initial period of stasis followed by a period of punctuation. 

The period from 2900 BCE to 1200 BCE is the most problematic, as it ex-
hibits several sequential fluctuations, only one of which is identified here as 
associated with a period of punctuation, the last and smallest fluctuation (see 
Fig. 3). The R2 value for the stasis phase of this period, .0060, is very low, con-
firming that the range of data, that is the fluctuation exhibited by the data, is 
considerable. All other fluctuations during this period are associated, I believe, 
with the initial establishment of empire and how that initial establishment in-
duced its own ecological overshoot as described in the book of the same name 
(Catton 1983) and as a result do not fit the criteria established for a phase of 
punctuation. (Parenthetically, aromorphosis must play a significant role directly 
in the initial establishment of empires, for example, the Akkadian and Ur III 
empires, but this appears not to be associated with a change in the level of ur-
banization, as urbanization should precede such territorial extension. However, 
such events in relation to energy acquisition are worthy of future research.) 
Note, for instance, that the period from 2100 BCE to 2000 BCE represents a 
decline in the Akkadian Empire and is also associated with very harsh climatic 
changes. The actual punctuation phase begins at 1600 BCE and follows a de-
crease in summed change from the previous century, in fact this point at which 
the punctuation begins represents the regressed mean value of the previous pe-
riod of stasis as can be seen from the graph. The beginning of this phase is 
a point shared by both initial stasis and the following phase of punctuation. 
Interestingly, this pattern is consistent with the change from stasis to punctua-
tion in the remaining two time periods as well. Of note here also is the fact that 
the ratio of maximum urban area value over the total population of the world 
system is at or less than .0014, a threshold minimum that holds for similar 
points in the other two periods. Why this particular minimum should hold 
is not clear. 
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In the second combined period of stasis and punctuation, from 1200 BCE 
to 100 BCE, a change from stasis to punctuation at 700 BCE is exhibited, and 
this occurs a century after the (approximate) beginning of the Axial Age as es-
tablished by Karl Jaspers (1953). The stasis before this point in time has  
R2 = .3759, implying that the range of fluctuation was considerably lower than 
that of the previous stasis phase, while that of the phase of punctuation to follow 
is R2 = .9732, which is consistent with the R2 values for the other two phases of 
punctuation. It is also interesting here that the stasis phase is shorter than the 
phase of punctuation, five hundred years as opposed to six hundred years, not 
inconsistent with the data of Bak but intuitively surprising in light of the length 
of the stasis phase of the previous period investigated. This period of lengthy 
punctuation reaches a regressed mean of one million for the size of the maxi-
mum urban area in the next stasis phase and spans the time when the first quasi-
global empires were established, the Han Empire and the Roman Empire. Trade 
also became essentially global at that time with the establishment of the Silk 
Road and the water routes of the Mediterranean Sea, Indian Ocean, and points 
east into Indonesia and along the eastern coast of China. As will be seen, this 
level of complexity required a considerable period of search time before cuing 
the next phase of punctuation. In more quantitative terms, the system search 
achieved low ratios for Cmax/T ≤ .0014 twice during this period of 2100 years, 
only one of which is associated with the phase of punctuated growth that we are 
now in.  

The third and final period to be considered extends from 100 BCE to  
2000 CE, is the longest of the three periods, and is the one we are all currently 
living in. The phase of stasis associated with period of twenty-one hundred 
years is the longest of the three phases investigated, and involves three peaks, 
two troughs, and a four hundred year period of actual stasis with little fluctua-
tion in maximum urban area magnitude before entering the final period of 
punctuation. This period of time spans the apogees of the Han and Rome em-
pires, the European Dark Ages, two monumentally significant plagues, Justini-
an's and the Black Death, the European Renaissance, the Age of Discovery, the 
evolution of democracies, and the list goes on and on, and with a variance value 
of R2 = .1302 is clearly a period of time when the distribution of points, of the 
change in maximum urban area magnitude, varies considerably about a linearly 
regressed mean. This is then a period of system's search before entering the 
current period of punctuated growth and represents an extended period of time 
over which new technologies affecting both the discovery of new energy 
sources, that is the fossil fuel triad of coal, oil, and gas, were not accessed in 
any substantial way until the middle of the 18th century CE. In turn, the three 
points of the current period of punctuation extending from 1800 CE to  
2000 CE and into the current time have a variance value of R2 = .9998. This is 
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a period of time in which the end phase of the Industrial Revolution (Grinin and 
Korotayev 2015) propelled the world into the Industrial Age followed by the 
post-Industrial Age, a time when the size of the maximum urban area increased 
from 1.1 million in 1800 CE to the megacity of Tokyo, which currently is ap-
proximately hosting a population of thirty-five million, and a time in which the 
exponent, γ, a measure of urban distribution, decreases from γ = 1.4112 to 
1.2099. The implication of this decrease is that there are now far more urban 
areas in which our population is housed than ever before, and consequently the 
last two hundred years have witnessed a massive movement of humanity from a 
largely rural existence to a largely urban one.  

As mentioned previously, this interplay between rural and urban popula-
tions, one currently shifting the balance in favor of urban occupation to the extent 
of 70 % of the world system population by 2050 has of course been going on 
since the Neolithic Revolution. What the previous portion of this discussion 
suggests is that new levels of urbanization have been achieved in a step-wise 
fashion, and that, further, this occurs against a demographic backdrop of more 
of less continuous increase in world system population. The relationship be-
tween the population as a whole and the process of urbanization will be ad-
dressed next.  

As can clearly be seen from Fig. 1, both the total population of the world 
system and the magnitude of maximum urban area show similar patterns of 
development over the last five thousand years, however, as has been already 
addressed, the detail of these patterns differs with the development of total 
population exhibiting a smoother pattern over all, while maximum urban area 
magnitude both increases and decreases against the background of more or less 
steady population change. Further, the exponent, γ, which characterizes the 
pattern of urbanization per time point and is predicated on the distribution of 
urban areas being Pareto-Zipf-like, also changes in a fluctuating pattern, in fact 
the mirror image of that of urban areas. It is particularly interesting to note that 
per stasis phase, the total population increases, while at the end point of each 
phase, the final value of maximum urban area magnitude is at the regression 
mean. In other words, while total population increases, and one would intuitive-
ly expect that maximum urban area magnitude would also, in the final point of 
that phase, one shared with the succeeding phase of punctuation, the maximum 
urban area value is exactly at the regressed mean. However, at the same time, 
the value of γ is maximum for the phase. What does this imply? It implies, 
I believe, that the increased population is housed in a greater abundance of 
lower level urban areas and that populations that were essentially not urbanized 
at the beginning of a given phase of stasis now are. 

The event of stasis is then characterized by the following process: After 
a period of continuous maximum urban area increase and against a background 
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of more or less continuous total population change, over the period of time as-
sociated with stasis, the increased total population is then housed in more urban 
areas of smaller scale. The process of stasis, of accommodating greater total 
population within a framework of both urban and rural environments, is done 
so also against a stable maximum urban area magnitude and exhibits fluctua-
tions about this stable maximum until the final fluctuation achieves some tip-
ping point at which maximum urban area magnitude increases for an extended 
period of time. Each upward movement of the system during stasis, that is each 
increase in maximum urban area magnitude with its attendant change in the 
frequency of lesser urban areas, can be thought of as an attempt to challenge 
the upper limit of the system set by the maximum urban area magnitude of that 
stasis period. 

There are also minimum sizes with respect to the regressed mean of any 
given stasis phase which seem to be roughly the regressed mean of the previous 
stasis phase. However, when the ratio of maximum urban area magnitude to 
total world system population is calculated, there appears to be a threshold min-
imum value at and below which is initiated the next phase of punctuation. That 
value is .0014, and this represents another way of considering the context in 
which a phase of punctuation originates. There are four such points as repre-
sented in Fig. 11, the last three of which correspond to the initiation of phases 
of punctuation. The low value point does not represent such an initiation and is 
probably a consequence of external factors; climatic factors are the most obvi-
ous candidate. It is proposed, then, that some sort of cue or trigger exists in 
which rapid, continuous urbanization follows from one stasis level to the next 
and as previously mentioned is controlled by a tipping point.  

Tipping points are points in a process in which the process itself changes 
rapidly. They may be thought of as phase changes, and there are broadly two 
types of tipping points, direct and indirect (Lamberson and Page 2012). Di-
rect tips are those in which a continuous increase in a given data set produces 
at some point a rapid increase in that same data set, while an indirect tip is 
one in which continuous change in one type of input causes a rapid change in 
a different type of output. An example of the former is, and an example of the 
latter is a diabetic slipping into a coma due to low blood sugar. Also, tips can 
be characterized by changes in either entropy or diversity before and after the 
point of tipping. In the case of entropy, the Shannon-Weaver index is used, 
H = –∑plnp, where p is the frequency of some entity, while changes in di- 
versity can be monitored by the formula: D = ∑1/p2. The second formula is 
used here.  

Figs 7, 8, and 9 represent graphs of the tips associated with the phases of 
punctuation from 1200 BCE to 100 BCE, from 3000 BCE to 1200 BCE, and 
from 100 BCE to 2000 CE. These graphs were listed out of chronological or-
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der, as the graph of change from 1200 BCE to 100 BCE was thought to be the 
most characteristic of tipping and was therefore presented first as a model 
against which the other two graphs could be compared. The tipping points 
themselves in each of these time periods fall between 700 BCE and 600 BCE, 
1800 BCE and 1700 BCE, and between 1800 CE and 1900 CE respectively. In 
each case the tip occurs after the actual punctuation phase begins. Why should 
this be?  

It is proposed here that the system continually fluctuates/oscillates around 
a stasis level the ceiling of which is continually tested. In this context then it is 
easy to understand that over time the testing of the ceiling of each stasis period 
will produce increasing sub-phases only the last of which will induce punctua-
tion. As a consequence of this, a tip to initiate punctuation would be expected 
to occur after the actual punctuation phase had begun. 

Any proposal of mechanism at the present point of this research must be 
put in the category of speculation, and so what follows is exactly that. Howev-
er, it is hoped that by presenting such a proposal thought will be stimulated to 
consider ways of testing the proposed mechanism or perhaps even addressing 
the problem, that of what causes the occurrence of tipping points and their at-
tendant phases of punctuation, from an entirely different context. Given this 
preamble, what follows is a mechanism consistent with the data used. 

First, it should be noted that in general terms a mechanism already exists, 
that of Flyberg et al. (1993) in which an evolving system moves to a position 
above a minimum selective threshold and then proceeds to test the upper 
boundaries of the selective environment until a new and higher minimum is 
achieved. The explicit problem that I see here is how this general notion can 
be matched to the specifics of the urban-rural dance that occurs during stasis 
to ultimately reach a tipping point. During phases of stasis diversity exhibits 
a general trend of increase, and as part of the mechanism to generate a tipping 
point it is proposed that this is a necessary condition. However, while in-
creased diversity is necessary, it is not sufficient, because diversity, and here 
diversity is meant as a proxy for specialization, does not imply linkage within 
the system. It simply refers to the differentiation of parts within the system.  
The linkages that are necessary really imply the establishment of positive 
feedback which will bring about the necessary urban growth to institute a 
phase of punctuation. In turn, positive feedback is a consequence of establish-
ing hypercycles, the entity proposed by Eigen and Schuster (1977) to exceed 
the limitations of the reproductive (and information) paradox that he discov-
ered and now bears his name. The question then is: What process establishes 
(a) hypercycle(s) which in turn create(s) the positive feedback to further cre-
ate a punctuated phase of urban growth? (For a simple and lucid explanation 
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of what hypercycles are all about, see Smith and Szathmary (1995), Chapter 4 
The Evolution of Templates, Section 4.5 The Hypercycle.) 

To answer this question the work of Padgett et al. in Padgett and Powell 
(2012) will be cited. Specifically this work is focused on how organizations and 
markets emerge from a milieu, an environment, of firms, skills, and exchanges. 
They suggest that such emergence is autocatalytic, the result of which is the 
development of one or more hypercycles and give a detailed explanation of 
emergence and probability of survival under a variety of conditions, for exam-
ple, a depauperate environment, an enriched environment, restricted emergence 
to a single hypercycle, and emergence involving the creation of multiple hyper-
cycles. The model to be used here is simply a hypercycle involving two entities, 
a rural population with its attendant characteristics and an urban population 
with its own adaptive characteristics. These two components exchange goods 
and services and in doing so create a hypercycle that sustains both. It should be 
noted here that this relationship has been noted earlier (Harper 2016) and in that 
model the emergence of hyperbolic growth is represented. The specific assump-
tions and points of the current model are as follows: 

1. The world system is a self-organizing system. 
2. As previously asserted, the model of self-organization is that of a hyper-

cycle. 
3. Hypercycles are sets of interconnected components which feed off each 

other and supply each other with the essential resources for existence. 
4. Hypercycles have limits with respect to their level of complexity and 

rate of function. 
5. During periods of stasis the world system hypercycle(s) organize in or-

der to make the next ‘jump’, that is to enter a phase of punctuation. 
6. In order to do this, diversity of components is maximized. 
7. A punctuation phase then ensues with its attendant loss of diversity and 

stops at the next (proximal) limit. 
8. Stasis begins again and diversity expands, albeit in a nonlinear and fluc-

tuating fashion. 
This verbal model can also be complimented by very general mathematics. 
A preliminary math model of punctuated growth was also presented, and 

the graphical data generated by this math model shows that a system operating 
with the explicit structure and constraints of the model exhibits punctuated 
growth. What is the implication of this type of growth for the world system? 
I believe that punctuated growth is an inherent part of the process of world sys-
tem growth as reflected by urbanization and in fact at a very coarse level of 
simulation is due to the interactions between population, carrying capacity, and 
technology; the model certainly implies this. Fig. 14 shows a pattern of popula-
tion growth not unlike that of world system population growth shown in any 
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number of publications by Korotayev and his colleagues, for example, Korota-
yev, Malkov, and Khaltourina (2006 a, 2006b, and 2006c) and is also similar to 
the patterns represented in Grinin and Korotayev (2006) and Korotayev and 
Grinin (2006). However, what is worth of a relatively simple model, a general 
model, of such system behavior?  

There are several benefits of such a model; three will be given here. As at 
its present stage of development the model only reveals a general level of simi-
larity with the data presented here and not explicitly matched values, its overall 
structure then is reminiscent of the general nature of such systems. The rapid 
change in population size is due to the hyperbolic nature of the growth of two 
interacting populations within the model. This is certainly in keeping with the 
pattern of world system population growth over the last five thousand years, 
the changes in urbanization level are, however, not continuous, also in keeping 
with world system behavior over the historical period, as are changes in tech-
nology. Of a more dubious nature is the pattern of carrying capacity change, 
which is not discontinuous but continuous with changing slopes associated with 
the punctuated changes in both population size and the level of technology. The 
model then suggests a mode of further research into the (more) explicit interac-
tions between these three variables.  

System size is also revelatory. The system represented by this math model 
is a small one, nothing like the level of complexity of the world system even 
though it exhibits some of the same behavior. Perhaps what is implied then is 
that the real system is either heavily buffered or that at different levels of or-
ganization processes at sublevels reach thresholds, tipping points, that cause 
response at higher levels. The process of social aromorphosis as detailed by 
Grinin, Markov, and Korotayev (2009) certainly would be consonant with such 
changes, and specifically associated with aromorphic changes would be chang-
es in the level of evolution of the state. 

Thirdly, the graphical system behavior suggests that thresholds are 
breached with respect to what the carrying capacity will allow, and the system 
as a whole responds very quickly due to the interaction of the two population 
systems. Considering hypercycle formation as a motivation for aromor- 
phic change then suggests that in the actual data for world system urbanization 
change the timing of such hypercycle formation must occur prior to punctu- 
ated change, and it is during these periods that evidence for such hypercycle 
formation should be searched for. While the periods of stasis as represented by 
the model do not exhibit fluctuations, it should be noted that such periods do 
exist over significant segments of model time, and this length of time is scaled 
to the punctuated change to follow. 

The model in both its verbal and mathematical forms proposed above is 
barely a shadow of its future self, and clearly there is a sense of vast incomplete-
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ness. First, the model barely exceeds the level of a narrative description. Second, 
mechanisms let alone mechanisms within mechanisms have yet to be defined. 
For example, consider the following two questions: How is diversity actually 
maximized? What establishes hypercycle limits and rate of function? Third, and 
for the moment finally, a specific form of the simple two component hypercy-
cle of rural-urban interaction has yet to be established, as has the analogue of 
Eigen's paradox with respect to the change in level of urbanization that the 
world system has exhibited over the last five thousand years of its history. 
However, even with this sense of ‘vast incompleteness’ identified, it is hoped 
that the proposed model will further thought and research on the mechanisms of 
punctuation and stasis that have characterized world system self-organization 
and therefore evolution over historic time. 

Summary 
1. Change in complex systems is neither simple in occurrence nor in mech-

anism. 
2. The phenomenon of punctuated equilibrium as first proposed and de-

scribed by Eldridge and Gould has broader application than simply to the pro-
cess of speciation and is common to a variety of Big History scenarios. 

3. While it is understood that punctuated equilibrium falls within the do-
main of biology and is therefore a phenomenon best studied within the 
domain(s) of science, it is the position of this paper that history is a science. 

4. The focus of this paper is the occurrence of punctuated equilibrium in 
the evolution of urbanization over the course of world system history, and 
world system analysis gives this paper its primary context. 

5. The work of Per Bak and others is also used not only to add to the con-
text of this study but also to provide a general mechanism for the process of 
punctuated equilibrium. 

6. Natural log-transformed data for both maximum urban area magnitude 
and the magnitude of total world system population constitute the raw data for 
this study. 

7. The summed data for maximum urban area magnitude was used, as it 
provided clearer evidence for the distinction between stasis and punctuation 
than did the unsummed data. 

8. It is assumed that per increment of time urban areas have a Pareto/Zipf 
distribution. 

9. There is clear similarity in pattern between the graphed data for maxi-
mum urban area and for total population over time. However, on close inspec-
tion, the data for maximum urban area reveals three phases of stasis separated 
by three phases of punctuation. 
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10. Punctuated patterns in world system change have been recognized 
previously with respect to urbanization, state evolution including state territory 
size, and the fact that state evolution has produced three different levels of or-
ganization, early, developed, and mature states which fit nicely with the pattern 
of punctuations and stasis investigated here. 

11. Each type of phase is characterized by its own R2 values. Those of 
phases of stasis are very low, implying great variation, and those of phases 
of punctuation are very high, implying that the process of punctuation is very 
directed. 

12. The research of Leonid Grinin and Andrey Korotayev with respect to 
both the formal and comparative quantitative analysis change of urbanization 
over time and the work of Andrey Korotayev on urbanization dynamics have 
particular significance here. 

13. A simple measure of diversity was used to identify the presence of tip-
ping points from stasis to punctuation. 

14. The existence of tipping points in the evolution of world system urba- 
nization implies that continuous change in diversity is interrupted at key points 
as the system switches from mode of a stasis to a mode of punctuation. 

15. Tipping points occur after the apparent initiation of punctuation due to 
the fact that during stasis the system fluctuates in urban area distribution as 
represented by γ, that is the system searches for the next higher level of urbani-
zation. 

16. Minimum values for the ratio, Cmax/T ≤ .0014, occur four times in 
world system history, three of which are associated with the apparent initiation 
of a phase of punctuation. 

17. The plateau-like nature of maximum urban area evolution has also 
been noted by Morris. 

18.  World system history at least as revealed here by the data on maxi-
mum urban area magnitude is not just an occurrence of events, one after anoth-
er, that is historically contingent events with little overall context, but is on the 
contrary a process with structure. That structure is a consequence of phases of 
stasis alternating with phases of punctuation. 

19. A mechanism is proposed in which it is assumed that the world system 
is a self-organizing system and uses as its mode of self-organization the hyper-
cycle. Hypercycle evolution is tied to the gain (= stasis) and loss (= punctua-
tion) of the diversity of urban area sizes.  

20.  The process of social aromorphosis is also evident as a contributing 
mechanism for punctuated change.  

21.  A simple math model of punctuated change was developed to show 
the general characteristics of that change as a result of the interaction between 
population, carrying capacity, and technology. 
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Mathematical Appendix 
Determination of p-values for D = ∑pm

–2.  
Given that the distributions of urban areas can be given by the formula,  

F = αC-γ, where F = frequency, α = Cγ, and γ = a fitted constant determined 
numerically from the equation, Cmax

γ – Cmax – – (γ – 1)T = 0 (for details of the 
derivation see Harper 2010) and assuming that the actual sizes for urban areas 
follow a distribution of 2m, where m = the index of urbanization, so that Cmax =  
= Cmax2

0, and urban areas having a frequency of 2 have m = 1, that is for the 
magnitude of C1 = [Cmax/2]γ, and for m = 2, C2 = [Cmax/2

2]γ, and so forth, then to 
find the total urban population for each m simply multiple the previous formula 
by 2m, that is Cmax2

m(1 – 1/γ). It is these values that are used for m = 0, 1, 2, and 3 
that are used to determine the appropriate p-value for the computation of  
D = ∑pm

–2 in the following way: 1. Compute Cm for m = 0, 1, 2, and 3. 2. Sum 
all values. 3. Divide each Cm by the total to compute each p-value. 4. Use the 
formula above to compute D.  
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