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Robot Teleoperation System Based on Mixed Reality

Congyuan Liang1, Chao Liu2, Xiaofeng Liu3, Long Cheng4, Chenguang Yang5,∗

Abstract— This work develops a novel robot teleoperation
system based on mixed reality. Combined with Leap Motion and
HoloLens, the system is able to offer a better operate experience
by allowing the operator to teleoperate a robot within a mixed
reality scene. Besides, we also design a simple writing task in
this paper, which verifies the proposed system’s validity.

I. INTRODUCTION

With the development of the robot manipulators, robots are

commonly applied in complex and hash environments, such

as space, earthquake rescue, etc. In some particular tasks, it is

necessary to control the robot with the help of teleoperation

technology[1][2]. Teleoperation is a process that the operator

controls the slave robot at a distance. The ”distance” here

can be understood as a physical distance, the slave robot

can be controled remotely, or it can also be understood as

a change in scale, for example, a surgery robot may work

on a microscopic level[3]. Most of teleoperation system are

included with: the human operator, the slave robot, master

device, communications and the environment[4]. In these

system, the human operator controls the slave robot through

the master device. The master device is used to collect the

information of the operator’s manipulation and then generate

commands and transmit it through communications. After

that, the slave robot will complete the task of interaction

with the environment following the commands.

With the help of Virtual Reality(VR) technology, it is pos-

sible to enable a real-time feedback by generating a virtual

reality scene. Junshen et.al.[5], have proposed a method to

enable the operator to control the pose of a camera by using

the Oculus Rift headsets. Salvatore Livatino et.al.[6], have

presented a novel Augment Reality(AR) interface. In [7],
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Yunsick Sung et al. developed a cleaning robot based on

virtual reality environment. A teleoperation system based

on Mixed Reality(MR) is presented in this article. Similar

as Augment Reality(AR), Mixed Reality(MR) is a variation

of Virtual Reality(VR)[8][9]. VR technologies are able to

immerse the user inside a synthetic environment completely.

During the processing, the user can not see the real world

around him[10]. Different from VR, AR/MR enable the user

to see the real world, with virtual objects In combination

with the real world environment, which means that, the

real objects in the real world scene and the virtual objects

generated are coexisted in the same space. Besides, MR

is usually particular refer to the technology achieved with

HoloLens, a Head-mounted display(HMD) developed by

Microsoft.

Fig. 1. HoloLens[11]

In this paper, Leap Motion, as shown in Fig.2, is used

to capture the human operator’s hand motion and then

generate position information for controlling the slave robot.

Developed by Magic Leap Company, Leap Motion is able

to trace the user’s hands’ trail by using infrared LEDs and

depth cameras[12].

Fig. 2. Leap Motion[13]

Teleoperation belongs to Human-Robot interaction(HRI)

[14], which has become a important topic. Many works have

been done on this topic, some of them are based on a hand

motion tracking device named Leap Motion. In [15], the au-

thors used Leap Motion to trace one of the human operator’s
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finger to imitate the writing motion with a robot. D.Bassily et

al.[16] developed a human-machine communication interface

between Leap Motion and a 6-DOFs robotic arm. Lorenzo

et al.[17] proposed a ROS integrated interface for remote

control a robot through the operator’s hands motion.

In this work, we employ HoloLens and Leap Motion

to develop a novel Human-Robot interface, to enhance the

experience of teleoperation.

II. SYSTEM DESCRIPTION

The robot teleoperation system proposed in this paper is

shown in Fig.3. The system is consisted with 4 parts: a

human operator, a Leap Motion controller, a slave robotic

arm and a Microsoft HoloLens. With the help of HoloLens,

the human operator is able to observe the slave robot’s move-

ment through a real-time mixed reality scene. Synchronously,

the human operator can also control the slave robot remotely

to complete the task by using Leap Motion.

Fig. 3. The robot teleoperation system based on Mixed Reality

A. Leap Motion

In this paper, we adopt Leap Motion as the hand motion

tracking device. Developed by Magic LEAP Company, Leap

Motion is a USB device with three infrared LEDs and two

depth cameras inside. With the help of these equipments, the

Leap Motion is able to track the user’s finger coordinates and

the position of the palms. Besides, the Leap Motion is also

used in combination with Head-mounted displays such as

Oculus Rift, to obtain a better human-computer interaction

performance.

Fig. 4. The interface of Leap Motion

B. Microsoft HoloLens

Released by Microsoft, HoloLens is a novel HMD. Differ-

ent with common augment reality device, HoloLens allows

the user observe the real world environment directly. Besides,

the user can also interact with content and information in

natural ways, such as gaze, gesture and even voice[18]. Of

note, the raw data provided by HoloLens sensors is not

available due to the patent protection[4]. Because of the

reason above, we have to use the API provided by Microsoft

exclusively.

Fig. 5. The interface of HoloLens

C. The slave robot

In our works, a 6-DOFs industrial robot is employed. By

using the API provided by the company, we are able to

control the robot by sending the end effector position.

Fig. 6. The 6-DOFs robotic arm used in our system

D. Unity

Developed by Unity Technologies, unity is a cross-

platform game engine. In order to generate mixed reality

scene, the Unity is used in our work. Using assets provided

by Leap Motion, we are able to obtain the virtual model of

hands in Unity. Furthermore, Unity is allowed to establish

communication with HoloLens by using function ”Holo-

graphic Emulation”, and transmit video stream to HoloLens.
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It’s worth mentioning that, to obtain the mixed reality

effect, it is essential to set the camera’s background color

black. Besides, we can also adjust the distance of the virtual

objects in ”inspector” panel. Besides, the quality of the

project should be chosen ”fastest”, so that the time delay

can be reduced to a lower level.

Fig. 7. The interface of Unity

E. The Structure of the robot teleoperation system

In this paper, we built up the robot teleoperation system

with the Leap Motion and the robotic arm’s provided APIs

based on C++. We also developed a communication program

based on UDP, to transmit the command to the robot in real

time. The implementation steps are listed below:

1, Using Leap Motion to capture the user’s gestures

information.

2, Defining a trigger that the palm is closed or not, start

tracking the position of the palm while detecting the palm is

closed.

3, Convert the palm’s position to the slave robot’s Carte-

sian coordinates with the converting algorithm discussed

below.

4, Generate commands applying to the slave robot accord-

ing to the result of the converting algorithm, then transmit

these commands through UDP socket.

The user can observe the slave robot’s movement through

HoloLens, what’s more, the virtual model of the hand gen-

erated by Leap Motion is also integrated into the scene for

obtaining a better interaction experience.

III. COORDINATE SYSTEM CONVERSION

This section mainly discuss the development of the robot

teleoperation system based on mixed reality.

In the process of building this system, it is the key point to

transfer the palm’s coordinates to the salve robot’s Cartesian

coordinates, so that the end of salve robot’s manipulator can

move in pace with the human operator’s palm. To address

with this problem, we developed a converting algorithm

specifically.

A. The coordinate system of Leap Motion

In order to mapping the coordinate values captured from

the Leap Motion controller to the robot-defined coordinate

system. What’s more, the coordinates provided by Leap

Fig. 8. The implementation steps of the system

Motion are in units of millimeters(mm). That means, if the

palm’s position is identified as (x, y, z) = [110,−120, 130],
the position of the palm in real world should be x =
+11cm, y = −12cm, z = 13cm, accordingly.

The origin of the Leap Motion’s coordinate system is

defined as the top, center of the device, specifically, the

palm’s position will be identified as [0, 0, 0], while the user’s

palm is on the top, center of Leap Motion. Using a right-hand

coordinate system, the coordinate system of Leap Motion

controller can be shown as Fig.9:

Fig. 9. The coordinate system of Leap Motion Controller[19]

In our work, it is essential to interpret position data for

adapting the coordinate system of the slave robot. As the

slave robot is working in a 3-dimension space, we adopt all

three axes provided by Leap Motion controller.

Commonly, developers are able to use the following equa-

tion to make the conversion between these two coordinates:

xneed = (xLM − LMstart)
LMrange

needrange
+ needstart. (1)
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where

LMrange = LMend − LMstart

needrange = needend − needstart.
(2)

What’s more, it is necessary to discuss an important

function named InteractionBox, which is responsible for

defining a cubic area within the Leap Motion controller’s

field of view.

Fig. 10. The InteractionBox of Leap Motion Controller[20]

For obtaining a better performance of tracking, the Leap

Motion will change the InteractionBox’s size by the field

of view as well as the ”user’s interaction height setting”.

Nevertheless, this feature will cause a phenomenon that, there

may have bias between the normalized coordinates of a point

and the normalized coordinates of the point in the real world

environment.

In our work, the data captured by Leap Motion is used to

control the slave robot directly, the problem mentioned above

will trigger a large error and make the slave robot perform

poorly. In some particular task, this issue will even bring

damage to the objects inside the workspace of the robot.

To address with this problem, we saved a single Interac-

tionBox object and adopted it to normalize all the points in

the Leap Motion’s field of view.

B. Converting Algorithm

In order to to interpret position data obtained from Leap

Motion controller for adapting the coordinate system of the

slave robot, we further developed a converting algorithm.

Assuming that, at the initial point, the palm’s

coordinates in Leap Motion’s field of view is

PLeap(x
Leap
0 , yLeap

0 , zLeap
0 ), at the same time, it’s

coordinates of the slave robot is Pr(x
r
0, y

r
0, z

r
0), At

time t, the coordinates are PLeap(x
Leap
t , yLeap

t , zLeap
t ),

Pr(x
r
t , y

r
t , z

r
t ), respectively.

By defining parameters above, the converting relationship

can be expressed as below:

⎧⎨
⎩

xr
t = xr

0 + C1(ΔxLeap
t )

yrt = yr0 + C2(ΔyLeap
t )

zrt = zr0 + C3(ΔzLeap
t )

(3)

where C = (C1, C2, C3) are undetermined parameters,

ΔPLeap = (ΔxLeap
t ,ΔyLeap

t ,ΔzLeap
t ) are the change value

of the palm coordinates detected by the Leap Motion con-

troller, Consider that, the coordinate system of Leap Motion

controller is not match with the coordinate system of the

slave robot, they can be expressed as below:

⎧⎨
⎩

ΔxLeap
t = zLeap

t − zLeap
0

ΔyLeap
t = xLeap

t − xLeap
0

ΔzLeap
t = yLeap

t − yLeap
0

(4)

In this experiment, for enhancing the performance of

teleoperation, we set C = (4, 2.7, 40), after a list of test.

It should be mentioned that, the position data collected by

Leap Motion controller will show up with large fluctuations,

which are usually caused negative effects to the control.

We also designed an appropriate filter to address with this

problem.

{
ΔxLeap

t = 0,ΔxLeap
t ∈ (−∞,−6)

⋃
(6,+∞)

ΔxLeap
t = 0,ΔxLeap

t ∈ (−0.6, 0.6)
(5)

⎧⎨
⎩

ΔyLeap
t = 0,ΔyLeap

t ∈ (−∞,−3)
⋃
(6,+∞)

ΔyLeap
t = −1,ΔyLeap

t ∈ (−∞,−1)

ΔyLeap
t = 1,ΔyLeap

t ∈ (1,∞)

(6)

{
ΔzLeap

t = 0,ΔzLeap
t ∈ (−∞,−5.6)

⋃
(5.6,+∞)

ΔzLeap
t = 0,ΔxLeap

t ∈ (−1, 1)
(7)

C. The Slave robot workspace

As mentioned above, we are able to control the slave 6-

DOFs robot by providing the coordinates of the end-effector.

Nevertheless, in some particular situations, the coordinates

we send is not in the robot’s workspace. To protect the robot

as well as objects around it, it is necessary for us to figure out

the slave robot’s workspace and limit points in a reasonable

threshold value.

Under the assumption of knowing the slave robot’s DH pa-

rameters, we can calculate the homogeneous transformation

matrix with the following equation:

i−1Ai =

⎡
⎢⎢⎣
cos θi − sin θi cosαi sin θi cosαi αi cos θi
cos θi cos θi cosαi − cos θi cosαi αi sin θi
0 sinαi cosαi di
0 0 0 1

⎤
⎥⎥⎦ .

(8)

We are able to calculate the the coordinates of the slave

robot’s base by using the coordinates of the end-effector:

nX0 = 0A1
1A2...

n−1An ·Xn. (9)

Where n represents the DOF of the slave robot, while

X0 = [x0, y0, z0, 1] ,nX0 = [xn, yn, zn, n]represents the

coordinates of the slave robot’s base, the coordinates of the

end-effector, respectively.

Combining with the slave robot’s range of movement

shown as Table.1:
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TABLE I

THE SLAVE ROBOT’S RANGE OF MOVEMENT

Joint range of movement

J1 ±0.02mm

J2 −160◦/+ 10◦

J3 −25◦/+ 235◦

J4 ±180◦

J5 ±105◦

J6 ±360◦

It should be mentioned that, the slave robot has a software

protection mechanism to protect it from moving outside the

specified workspace. While the software protection mech-

anism is triggered, the robot will enter emergency stop

state immediately, and the process of teleoperation will be

interrupted. To address with this problem, we further develop

a workspace restraint for our teleoperation system, which can

be expressed as follow:

{
zrobott = 223.399, zrobott ∈ (223.399,∞)
zrobott = 164, zrobott ∈ (−∞, 164)

(10)

{
xrobot
t = 365, xrobot

t ∈ (365,∞)
xrobot
t = 224, xrobot

t ∈ (−∞, 224)
(11)

{
yrobott = 60, yrobott ∈ (60,∞)
yrobott = −60, yrobott ∈ (−∞,−60)

(12)

After coordinate system conversion done by converting

algorithm discussed above, we can assume that the coor-

dinate of the palm and the end-effector of the slave robot

is matched approximately. What’s more, with the help of

workspace restraint, we can make sure that the robot’s

software protection mechanism won’t be triggered while the

human operator’s manipulation is non-compliance.

IV. EXPERIMENTAL RESULTS

In this paper, to verify the validity of the teleoperation

system, we designed a specific task, in which the human

operator teleoperate the slave robot to write a simple Chinese

character.

As mentioned above, the robot teleoperation system is

consisted with 4 parts: the human operator, a Leap Motion

controller and a slave robot, as shown in Fig.11:

With the help of Leap Motion controller, the human

operator is able to control the slave robot remotely. At the

same time, the operator can also obtain a real-time visual

through HoloLens. The mixed reality scene is generated

by Unity3D and HoloLens, to offer a better teleoperating

performance for the operator.

During the teleoperational process, the operator can obtain

a mixed reality scene as shown in Fig.12:

Fig. 11. The operator teleoperates the slave robot

Fig. 12. The Mixed Reality Scene observed from HoloLens

Through HoloLens, the operator is able to observe the

slave robot and a virtual model of the hand, which make

the process of teleoperation more intuitive. Besides, with the

help of the mixed reality visual feedback, the operator is able

to move the hand refer to the virtual model, the difficulty of

controlling the slave robot is reduced.

In this task, we set the virtual model of hand’s position

as P (x = 0, y = −0.3, z = 2), that means, in the operator’s

view, the virtual model is 2 meters far away.

During the task, we need to define a trigger for determin-

ing if the teleoperation is running or not, so that the operator

can start or stop the process at any time he/she want.

In our experiments, we define making a fist as the trigger.

If the Leap Motion detected that the operator has made a fist,

the program will start recording the position of the palm, and

generating commands to control the slave robot.

The task we designed for this section is that, by using

the robot teleoperation system, writing a Chinese character

”Wang” with the 6-DOFs slave robot, as shown in fig.13.

In the experiments, by using the robot teleoperation system

based on mixed reality, the human operator is able to finish

the task with the slave robot. Besides, the operator can obtain

a real-time visual feedback made with mixed reality scene.

During the experiment, with the help of the visual feed-

back transmitted by HoloLens, the operator is able to adjust

the operation timely to obtain a better performance of con-

trol, and the workspace restraint also limits the movement of
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the slave robot within a specified space.

V. CONCLUSIONS

In this paper, we mainly developed a robot teleoperation

system based on mixed reality. The teleoperation system was

consisted of four parts: the human operator, a Leap Motion

controller, a Microsoft HoloLens, and a slave robotic arm.

Furthermore, to improve the performance of the teleopera-

tion, we also presented a converting algorithm to convert the

coordinate system of Leap Motion to the coordinate system

of the slave robot. By employing the workspace restraint, the

slave robot was able to rise superior to the operator’s misop-

eration. Besides, the teleoperation system also offered a real-

time visual feedback to the operator, by generating mixed

reality scene and displaying with the Microsoft HoloLens

Head-mounted display. We also designed a simple task, in

which the human operator teleoperated a 6-DOFs robotic

arm to write a simple Chinese character. The experiments

have shown that, with the proposed teleoperation system,

the process of teleoperation could be effective.

(a) (b)

(c) (d)

(e) (f)

Fig. 13. Writing a Chinese character with the slave robot
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