
 

 

Abstract 

 

A common practice for addressing the problem of 

verifying the presence, or the consent of a person in many 

transactions is to utilize the handwritten signature. Among 

others, the offline or static signature is a valuable tool in 

forensic related studies. Thus, the importance of verifying 

static handwritten signatures still poses a challenging 

task. Throughout the literature, gray-level images, 

composed of handwritten signature traces are subjected to 

numerous processing stages; their outcome is the mapping 

of any input signature image in a so-called corresponding 

feature space. Pattern recognition techniques utilize this 

feature space, usually as a binary verification problem. In 

this work, sparse dictionary learning and coding are for 

the first time employed as a means to provide a feature 

space for offline signature verification, which intuitively 

adapts to a small set of randomly selected genuine 

reference samples, thus making it attractable for forensic 

cases. In this context, the K-SVD dictionary learning 

algorithm is employed in order to create a writer oriented 

lexicon. For any signature sample, sparse representation 

with the use of the writer's lexicon and the Orthogonal 

Matching Pursuit algorithm generates a weight matrix; 

features are then extracted by applying simple average 

pooling to the generated sparse codes. The performance 

of the proposed scheme is demonstrated using the popular 

CEDAR, MCYT75 and GPDS300 signature datasets, 

delivering state of the art results. 

 

1. Introduction 

In spite of the technological advancements of our digital 

era which are applicable to numerous smart city 

applications, the most familiar manner for validating the 

identity of a person in a wide range of daily transactions, 

utilizes the handwritten signature [1]. This behavioral trait 

is considered to be the outcome of the joint interaction 

between a person's specific motoric procedure and his/hers 

taught scripting customs. Typically any acquisition 

methods of the handwritten signature can be broadly 

divided into two major categories [2]: In the online case, 

the characteristics are captured in real time  using 

specialized acquisition devices, while in the offline or 

static case the formed signature trace is being depicted 

with a digital image, as a result of a scanning procedure. 

Offline signature verification systems (SV's) which rely 

solely on motionless images have been reported to perform 

poorer when compared to dynamic systems; however their 

use may be inevitably required in several occasions such as 

forensic applications [3]. In their effort to provide efficient 

SV',s researchers have considered a plethora of feature 

extraction methods, i.e. ways that transform any input 

image into a multidimensional vector. Given a number of 

reference signature samples, it is anticipated that a reliable 

feature space will retain a number of significant 

characteristics of the signing process by means of forming 

compact clusters. A considerable number of feature 

extraction methods rely on the evaluation of global and/or 

local signature descriptors [2]. Throughout the years, 

particularly during the last decade, a diversity of methods 

which employ feature extraction for offline SV has been 

presented with notable results for verification tasks; 

examples are Granulometric Size Distributions [4], 

Extended Shadow Code (ESC) and Directional 

Probabilistic Density Functions (DPDF) [5, 6], variations 

of Local Binary Patterns (LBP) [7, 8, 9] Histogram of 

Oriented Gradients (HOG) [10, 11], surroundness [12], 

curvelet transform [13], Directional Code Co-occurrence 

Matrix (DCCM) [14], Speeded Up Robust Features 

(SURF) [15, 16], partially ordered sets [17], Bag-Of-

Visual Words [18], Slant [19], Discrete Radon Transform 

(DRT) [11, 20], Modified Direction Feature (MDF) [21], 

Optical Flow [22], Graphometrics [23], Scale Invariant 

Feature Transform (SIFT) [24], Morphology [25]. Another 

distinction between SV's is whether they are writer 

dependent (WD) or independent (WI) with the majority of 

SV's being WD's i.e. for each writer a personal and 

dedicated model is created [26]; recently mixed 

implementations have been also presented [6, 27] with 

notable results.  

The contribution of this work is to propose a new and 

novel parsimonious modeling of the static handwritten 

signatures. Parsimony, a biologically inspired notion has 
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been exploited lately in a plethora of pattern recognition, 

machine learning, and computer vision applications. As an 

example, sparse representation (SR) provides a compact 

signal representation, and offers better compression 

performance compared to methods based on orthonormal 

transforms. Sparse representation has been the object of 

scientific interest for quite a long time [28, 29, 30]. Its aim 

is to provide a parsimonious representation of a signal by 

means of a linear combination of only a few atoms, which 

are members of an overcomplete set or dictionary. Sparse 

representation has been found extremely useful in 

scientific disciplines which among others include face 

recognition, image super-resolution and denoising [29].  

In this work, the problem of writer-dependent signature 

verification is addressed [27], in which one model is being 

built for each writer, based on dictionary learning 

algorithms. This methodology utilizes a feature vector, 

constructed by average pooling of the corresponding 

sparse-representation coefficients, delivering state-of-the- 

art performance in terms of verification error. In addition, 

the proposed method employs only genuine samples for 

creating the dictionaries. To the best of author's 

knowledge, this is the first work in the literature that 

exploits sparse representations for offline signature 

verification. In [31] the authors present a method for writer 

identification based on sparse representation of 

handwritten structural primitives, called graphemes or 

fraglets, while in [32] the authors propose a novel online 

signature verification technique based on discrete cosine 

transform (DCT) and sparse representation. This is clearly 

not our case since a) The proposed method exploits static-

offline signature samples and generates the characteristic 

feature space of a person with the use of a limited number 

of only genuine samples via the K-SVD algorithm [29], b) 

the dictionary elements are learned and not hand-crafted 

like i.e. DCT, and c) we perform signature verification and 

not writer identification. In the proposed method there is 

no need for any kind of predetermined feature extraction 

analysis which corresponds to any fixed image analysis 

models; the signal patches used are simply one 

dimensional rearranged sets of overlapping local 5 5 

neighborhoods of the signature pixels. Then, given a 

specific writer dictionary all questionable signature 

samples, authentic or simulated, are represented with the 

use of this specific dictionary by means of the Orthogonal 

Matching Pursuit algorithm (OMP). An important issue of 

the proposed method is that it actually requires a limited 

set of genuine signatures for dictionary learning; 

consequently the extracted features are adapted to those 

samples only, something that can be useful in cases of 

forensic interest. Dictionary learning takes place over the 

entire signature image plane.  

The training procedure employs only genuine and 

random forgery samples since it has been stated that the 

use of simulated forgeries for training SV's is intractable 

[5, 27]. The computation of different writer's dictionaries 

is performed only for the genuine class of each writer, 

since usually the properties of the simulated forgery class 

are not available during the training stage. Evaluation of 

the testing stage is carried out with the use of the of the 

equal error rate (EER) between the false acceptance rate of 

simulated forgeries (FAR(S)), and false rejection rate of 

the genuine forgeries (FRR), with the use of the receiver 

operating characteristic (ROC) curves. Experiments with 

three well-known datasets namely CEDAR, MCYT and 

GPDS300 have been carried out in order to provide the 

corresponding verification metrics. 

This work is organized as follows: Section 2 provides 

an overview of the proposed approach. Section 3 gives a 

brief description of sparse representation and K-SVD. 

Section 4 describes the feature extraction method while 

section 5 discusses the verification protocol and the 

experimental results. Finally, section 6 draws the 

conclusions. 

2. System architecture 

Figure 1, presents the overall system architecture. In the 

proposed WD approach, during the enrollment stage and 

for one specific writer, a population GenN  of some 

genuine reference signature samples ,  1:writer
Gi GenR i N=  is 

enrolled along with a number of random forgeries 

,  1:writer
RF RFR i N=  in order to create the reference signature 

dataset { , }writer writer writer
Gi RFRSD R R=  of size ( )Gen RFN N+ . 

After typical preprocessing steps which include 

thresholding and thinning, the K-SVD dictionary learning 

algorithm is sequentially activated by each one of the 

GenN

1 1

writer

×
D

GenN
RFN

Figure 1: Overview of the proposed system. 
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writer's genuine reference signatures writer
GiR in order to 

initially create and further update the writer's individual 

characteristic dictionary 1 1

writer

×
D based on the entire images. 

For the first genuine signature sample that belongs to the 

reference set the initial dictionary 1 1,1st sample

writer

×
D  is being 

created with the use of the K-SVD algorithm. Next and for 

each one of the remaining genuine reference samples the 

initial dictionary is being updated in order to provide the 

final 1 1

writer

×
D dictionary according to figure's 2 content. 

Next to the enrollment stage is the learning stage. For 

each input signature, the preprocessing procedure is 

applied with the addition of an equimass segmentation step 

[33, 34], which creates four equimass segments denoted 

hereafter as 2 2 ,  1: 4x

gI g = . The OMP algorithm computes 

the sparse coefficients given the 1 1

writer

×
D dictionary for the 

entire signature image along with its four equimass 2 2x

gI  

segments. Figure 2 depicts an algorithmic illustration of 

the dictionary learning procedure for the 1 1

writer

×
D case. The 

result is the creation of five representation matrices 

A which contain the sparse coefficients derived by the 
1 1

writer

×
D  dictionary. The learning stage of the classifier, 

incorporates the genuine and its random forgery reference 

subsets in order to provide the best training parameters 

according to a cross-validation procedure which 

maximizes the Area under Curve (AUC).  

During the testing stage, any questioned signature 

sample is first subjected to the preprocessing and sparse 

coding sequence (similar to the learning phase) and the 

corresponding feature is being presented to the trained 

classifier which computes a score value. Posterior analysis 

provides the EER performance metrics. 

3. Sparse representation principles 

Sparse representation or approximation is the scientific 

discipline which represents a signal with a linear 

combination of a set of dictionary elements or atoms in 

such a way that only few of the resulting coefficients are 

non-zero. In this context, dictionaries are usually 

overcomplete in order to promote sparsity while the actual 

atoms can be derived either from the discretization of 

functions like over-complete DCT [31] or directly learned 

from the data, as in the presented scheme. In the latter 

case, the problem of simultaneously learning an 

appropriate dictionary and computing the sparse 

representation of a set of M - training signals, stored in the 

matrix n MR ×∈X , {( ) },T n

j j R= ∈X x x  as n-dimensional 

column vectors, can be defined as follows: 

 

 { } 0

2

,
min s.t.

iF
ρ≤−

A D
X DA a       (1) 

where K MR ×∈A , { }( ) , 1...
T

i i M= =A a , K

i
R∈a  is 

the matrix which holds the corresponding representation 

coefficients, K is the number of atoms in the dictionary 
n KR ×∈D  , and ρ   is the largest number of non-zero 

coefficients allowed in each signal’s representation defined 

hereafter as sparsity level. The solution to the above 

optimization problem is usually approximated by 

following a two-step iterative procedure, consisting of the 

sparse coding and dictionary update phases. During the 

coding-approximation phase, the sparse representation of 

the training samples is estimated given a (temporary) 

dictionary. In the second phase, the dictionary atoms are 

updated so as to better represent the samples, given the 

coefficients derived from the previous step. This procedure 

is repeated until some termination criteria are met. The 

dictionary obtained at the final iteration can be utilized for 

the sparse representation of new samples, using the same 

coding technique as in training. Although the sparse 

coding problem is a known NP-hard combinatorial 

problem it is usually approximated using either greedy 

algorithms [35] or convex relaxations [36]. In this work we 

follow the approach of Orthogonal Matching Pursuit 

(OMP), known to be effective in a variety of applications 

and computationally lightweight. For the dictionary 

learning we utilize the K-SVD algorithm [37]. 

3.1. OMP representation 

Given a dictionary [ ]1 2, ,..., Kd d d=D , n

Kd R∈ and any 

sample x , OMP follows a greedy approach by 

sequentially selecting the atoms with the highest 

correlation to the respective sample’s residual. At a step 

: 0s s ρ< ≤  the selected atom is given by:  

 

1arg maxs k s
k

k d −= r       (2) 

Input: #NGEN Genuine 

Reference Signatures

#NGEN 

Genuine 

signatures

1
st

sample

Acquire sample
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Initialize 

K-SVD with 

patches of 1st

signature

Update 

K-SVD

Output:

Global  Dictionary
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1:

 (
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)
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×
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1 1

writer

×
D

writer
GiR

 
Figure 2: Sequential 1 1

writer

×
D learning algorithm for NGEN 

genuine reference samples. 
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where 
1s−r is the current residual. Once an atom is 

selected, the signal is projected onto the span of currently 

selected atoms as: ( )ˆ
ss C

+

=a D x , where 
1s s sC C k−= ∪ is 

the set of indices pointing at the currently selected 

dictionary atoms, and 
sC

D is the subset of dictionary 

indexed by 
sC . The new residual is now given by 

ˆ
ss C s

= −r x D a . The process is repeated until ρ atoms are 

selected or the residual magnitude becomes zero. The 

initial conditions are 
0C = ∅ and 

0 =r x , and the final 

sample’s sparse representation is formed by a vector  
T KR∈a whose only non-zero entries are given by 

ˆ
finala located at the respective positions indicated by 

finalC . 

In this work we utilize the batch-OMP implementation 

[38], which makes use of Cholesky decomposition in order 

to reduce the computational cost of repeated re-

projections. 

3.2. K-SVD 

Given a set of training samples X  and the 

corresponding set of sparse coefficients 
( )t

A  computed 

using OMP for the dictionary ( ) ( ) ( ) ( )
1 2, ,...,t t t t

Kd d d =  D at 

iteration t, the goal is to produce a new dictionary ( )1t +
D  

such that: 

 

( )

( ) ( ){ } ( )
1 0

2
1

, 1,...,min s.t.
t

t t t

i
F

i Mρ
+

+
≤ =−

D

X D A a  (3)  

 

Now, let’s define a group of indices 
k

ω , pointing to 

training samples that use the atom 
( )t

k
d  as follows: 

 

( ){ }|1 , 0
k

k Ti i M iω = ≤ ≤ ≠a        (4) 

 

where k

Ta  denotes the k-th row of the matrix 
K NR ×∈A , 

which holds the coefficients that correspond to the k-th 

atom. With the use of 
k

ω , we define a matrix kK

k
R

ω×
Ω ∈  

with ones on the ( )( ),k i iω entries and zeros elsewhere. An 

overall-representation-error matrix can now be defined as: 

 
( )t j

k j T

j k

d
≠

= −E X a         (5) 

expressing the current error in the representation of 

training samples, due to all atoms except the k-th. In other 

words, 
k

E  contains the information that remains 

unexplained by the current representation. Thus, the k-th 

atom can be optimized so as to better represent this 

information. The multiplication k k

T kω = Ωa a  creates a 

vector using only the non-zero coefficients of k

Ta . In 

addition, 
k k k

ω = ΩE E  shrinks the matrix 
k

E  by discarding 

the columns corresponding to training samples that are not 

currently using the k-th atom. The K-SVD algorithm 

updates the k-th atom by applying Singular Value 

Decomposition (SVD) on the matrix 
k

ω
E  by finding the 

closest rank-1 matrix so that T

k

ω =E UΔV . The updated 

value 
( )1t

k
d

+
of the kth atom is defined as the first column of 

U , and the new coefficient vector k

ωa   as the first column 

of V  multiplied by ( )1,1Δ . This process is repeated for 

each atom, producing an updated dictionary. It is 

important to note that during the update, each atom’s 

support stays the same, thus retaining the overall sparsity 

conditions derived from sparse coding. The new dictionary 

is consequently used by OMP in order to produce the 

updated sparse coefficients
( )1t +

A , and the procedure is 

repeated until the overall representation error becomes 

smaller than a threshold, or a maximum number of 

iterations tmax is reached. The initial dictionary ( )0
D is 

usually filled with random values from a normal 

distribution with zero mean and unit variance. 

4. Feature extraction 

Following the description provided in the previous 

section and prior to: a) the dictionary learning stage and b) 

any OMP representation, the matrix n M
R

×∈X of any input 

signature image 1 1 2 2{ , }g
× ×∈I I I  must be properly defined 

and organized. For any signature pixel in 1 1 2 2{ , }g
× ×∈I I I  

with ( ),i j - coordinates belonging to either the entire 

signature trace 1 1×I (e.g. for the case of dictionary learning) 

or an equimass g-segment 2 2 ,  1: 4x

g g =I  an elementary 

rectangular window defined hereafter as the patch ( , )
N

p i j  

of size p pN N× is imposed in order to locate and store the 

local neighborhood pixel intensities. Next, each patch 

( , )
pNp i j is vectored and stored with a one-dimensional 

column vector: ( , ) 1 ,( ) ( )
p

i j n D i j

NR p k∈x  , with 1:k n=  and 

p pn N N= × . The union of the image patches 

(i, j)({ } )nR∈x on the entire image 1 1×
I or any 2 2x

gI  segment 

finally defines the matrix n M
R

×∈X as:  

 

1 1 2 2

(i, j)(i, j)

( , )  ( , )  { } or  { }, g 1: 4x x
gi j i j∈ ∈= = =I IX x X x    (6) 

 

where the number 1 1 2 2
( , ) {   }gM i j or× ×= ∈ I I  corresponds 
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to the number of the 1 1×
I  or 2 2x

gI  signature pixels. The 

value of the patch size pN has been to five for this work, 

i.e. 25n = , since previous literature research [17] 

indicates that patterns detected within this window size 

provide state of the art results. It has been observed also 

that the increase of the patch size pN  to values way 

beyond five (e.g. eleven and above) usually results to 

conditions in which the number of atoms is greater than the 

number of training patches-signals something that causes 

the fail of the K-SVD algorithm. The K-SVD also fails for 

the cases of applying the equimass segmentation of non-

complex types of signatures into a number of segments 

greater than four (e.g. a segmentation grid of 8 × 8; instead 

of a 2 × 2 which is the case for this work). A reduction in 

the number of atoms may resolve this, issue but at the 

expense of risking a poorer verification performance. 

Furthermore, the feature dimensionality increases 

unnecessary. Figure 3 depicts an example of patch 

formation for some pixels of the 1 1×
I  and the four ( 2 2

g
×I ) 

image segments. Throughout the conducted experiments, 

the working parameters of the K-SVD algorithm were set 

as follows: number of maximum iterations tmax=50, number 

of atoms K=60 in order to ensure the over-completeness 

(as a rule of thumb we use a number of atoms greater than 

twice the patch size dimension) and 3ρ =  for the sparsity 

level in order to provide an overall 5% total sparsity. The 

systematic study of how all the parameters involved in the 

sparse representation stages affect the verification 

performance, although interesting is beyond the scope of 

this work.  

Following, for any other input signature after 

preprocessing and segmentation, the feature extraction 

stage utilizes the OMP in order to create the 
1 1

1 1

K
R

××

× ∈
I

A  

along with the local 
2 2
gK

g
R

××
∈

I
A  sparse coefficient 

matrix. Then, inspired by [39], the feature vector f is 

simply formed by average pooling the sparse coefficients 

corresponding to  each atom and concatenating the 

resulting values to a vectors. Let us denote the feature 

5
( , )p i j

5
( , )p i j

5
( , )p i j

5
( , )p i j

5
( , )p i j

5
( , )p i j

5
( , )p i j

,
( ),   1...25

i j

Np k k =

, ( ),   1...25i j

N
p k k =

,
( ),   1...25

i j

Np k k =

,
( ),   1...25

i j

Np k k =

 
Figure 3: Patch formation and creation of the representative 

set X from the 
1 1×

I  or the 
2 2
g
×I  signature traces. The patch 

size pN  equals five. 

2 2
gK

g

××
∈

I
A 

1 1

1 1

K ××

× ∈
I

A 

2 2

1

×
I

×

×

2 2

1

×
I

1 1×
I

Figure 4: Feature extraction example. Features are the averages of each decomposition row. a) Rearranged 1-D 
1 1×

I patches and 

corresponding 
1 1×A  sparse coefficients. b) Rearranged 1-D 

2 2
1

×I patches and corresponding gA , (g=1) sparse coefficients. 

K=60. Feature dimensionality equals to 300.
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vector { }1 1 2 2,{ }
g

f f f× ×=
I I

 where:  

1 1

1 1 1 1 1 1

2 2

1 1, , 1 1
1

,g , 2 2
1

1
{ }, 1... ,:  ( , )

1
{ }, 1... ,:  ( , )

g

h h
c

h h g g

cg

f f h K f h c

f f h K f h c

×

× × ×

×

××
=

×
=

= = =

= = =





I

I I I

Sg

I

A
I

A
I

  (7) 

Given that the number of atoms K equals to 60, the 

overall feature dimensionality is easily perceived to be 300 

(( 1 1×I + 4 2 2

g

×
I ) ×  60). Figure 4 provides the graphical 

depiction of the feature extraction method. 

5. Verification protocol 

5.1. The datasets 

Three widely used signature datasets were used in order 

to test the proposed system architecture. The first one was 

created at CEDAR, Buffalo University [40]. For each one 

of the 55 enrolled writers, a total of forty-eight signature 

specimens (24 genuine and 24 simulated) confined in a 50 

mm by 50 mm square box were provided and digitized at 

300 dpi. The simulated signatures found in the CEDAR 

database are composed from a mixture of random, simple 

and skilled forgeries. The second signature database used 

was the off-line version of the MCYT signature database 

[41]. A whole of thirty (15 genuine and 15 simulated) 

signature samples were recorded for each one of the 75 

enrolled writers at a resolution of 600 dpi. The last 

signature database used was the GPDS300 signature 

database [7]. It contains 24 genuine signatures and 30 

simulated forgeries of 300 individuals stored in an 8-bit, 

grey level format. A remarkable property of this dataset 

stems from the fact that the acquisition of signature 

specimens was carried out with the aid of two different 

box sizes: the first box had dimensions of 5 × 1.8 cm wide, 

while the second box had dimensions of 4.5 × 2.5 cm. As a 

result, the files of the GPDS dataset include images having 

two different aspect ratios; this phenomenon conveys a 

structural distortion highlighted during the feature 

extraction procedure. Due to the diverse acquisition 

settings for the three aforesaid signature databases and 

given that the patch size exploits information within a 5 × 5 

grid, while the GPDS dataset images are present within 

two different aspect ratios, the trimming levels for the 

CEDAR, MCYT and GPDS datasets have been set to one, 

two and four correspondingly. 

5.2. Methodology 

For each one of the writers-users of a specific dataset, 

the building of a classifier begins by enrolling randomly 

GenN genuine reference signature samples for the 

dictionary learning procedure. The number of GenN in this 

work has been set to five ( GenN =5) in order to address 

cases with a limited number of samples. Then, the 
1 1

writer

×
D dictionary is evaluated sequentially by employing all 

the genuine reference samples and is considered as the 

handwriting model of the specific writer.  

In the training stage, the genuine enrollment set is 

complemented by the negative class representatives in 

order to form the training set. The negative class is 

composed from RFN =10 out of 54/74/299 samples 

(according to the selected dataset), by picking up one 

random sample from 10 out of the remaining writers. Each 

one of the GenN and  RFN  samples is analyzed with the 

use of the OMP algorithm and the claimed 
1 1

writer

×
D dictionary matrix. Next, the corresponding sparse 

coefficients A , are evaluated along with their final 

features: ( 10) 300Ngenf R + ×∈  in order to provide the positive 

and negative class   300NgenRω⊕ ×∈  and 10  (300)Rω− ×∈  Thus, 

a corresponding training feature population [ , ]ω ω⊕ −  is 

used as an input to a binary, radial basis SVM classifier. A 

holdout cross-validation procedure returns the optimal 

operation values of the { optC , optγ ) parameters with 

respect to a maximum value of the Area Under Curve. In 

addition, the cross-validation procedure (CV) returns each 

writer's classifier output scores (CVS) conditioned on the 

positive ω⊕  class samples CVS ⊕ . 

Finally, the testing stage utilizes the remaining genuine 

signatures, the skilled forgeries (S) and a number of 

44/64/289 random forgeries (R) by taking one random 

sample from the other writers which were not part of the 

training set. In order to obtain results that are comparable 

to those reported in the literature, we employ for 

evaluation the receiver operating characteristic (ROC) 

parameters. The FAR(S) and 1-FRR error rates are 

computed as a function of the sliding threshold whose 

extremes are located between the minimum and maximum 

values of the CVS ⊕ cross validation procedure of each 

user. The EER: FAR(S) = FRR is then computed. The 

experiments were repeated ten times and their average 

values are reported. As in [27], two forms of EER were 

considered. The first was the EERuser-threshold: using user-

specific decision thresholds; and the second was the 

EERglobal_threshold using a global decision threshold. 

Furthermore, the calculation of the FAR and FRR rates 

with the utilization of a predetermined threshold is 

accomplished with the a-priori knowledge of the cross 

validation procedure scores CVS ⊕ . Specifically, this hard 

threshold value is the one which corresponds to the 50% of 

the average of the genuine CVS ⊕ scores for each writer. 

For completeness, at this specific threshold point, the 
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random forgery-(R) FAR(R) error rate is evaluated by 

employing the genuine samples of the remaining writers of 

the testing set. 

5.3.  Results 

Table 1 presents the associated verification results 

according to the aforementioned protocol. We noticed that 

the performance of the proposed system was quite good in 

both terms of equal error rates as well as hard decision 

error rates. However, it is clear that there is a difference 

between the error rates that are reported between the 

EERuser-thresholds and the EERglobal_threshold. The EERuser-

thresholds results are superior to the ones provided from the 

EERglobal_threshold. In other words the best decision threshold 

is not the same for each writer. This can be partly 

explained, by the absence of simulated samples during the 

training phase which conveys undoubtedly a bias in the 

selection of the optimal SVM parameters and the 

distribution of the genuine CVS ⊕  scores. 

The feature extraction method relies on the average 

pooling of the sparse coefficient matrices 
1 1×A and/or 

gA  

as equation (7) describes. Another popular type of pooling 

in sparse feature extraction is the max pooling [30]. In this 

work the max pooling has been also tested both 

independently and in cooperation with the average 

pooling. However we report that the verification rates 

obtained in both cases through the max pooling operation 

were not as high as those of the average pooling.  

The magnitude of the sparse coefficients and their 

relation to the verification efficiency has also been 

addressed in this work. Traversing of any sparse 

representation matrix (#pixels)KR ×∈A  across a fixed line 

number [1... ]T

L L k∈A , provides a way for assessing the 

contribution of the L -atom to the reconstruction of the 

neighborhood of pixels for the entire signature image. In 

order to study the impact of the magnitude of each atom 

into the verification process and identify potentially 

important feature components the following protocol was 

followed: for each batch of sixty average pooled features a 

sorting was carried out according to their absolute value. 

Then the verification protocol was adapted to use only the 

s -most significant features with s   having values of five 

up to sixty with an increasing step of five with the 

corresponding feature dimensionality to lie in the interval 

from 25 up to 300. The produced results showed clearly 

that although there is a monotonically decrease of the 

verification error with respect to the number of significant 

features, the use of the entire sixty features per pooling 

provides the best verification results. Figure 5 provides a 

graphical depiction of the EERuser-thresholds verification error 

as a function of the s -most significant features. 

An appraisal of the verification efficiency of various 

signature verification systems is always a clouded task 

given the diverse parameters used in  the training and 

testing stages like a) the number of training samples, b) the 

use of genuine or simulated forgeries during the training 

stage, something which affects seriously any selection of 

the decision threshold, c) the use of random or/and 

simulated forgeries during the testing stage and d) the 

selection of WD or WI strategy [17, 26]. One possible 

solution for addressing this diversity could emerge from 

the use of datasets from the signature verification contests 

initiated by E. v. d. Heuvel [42] and continued for many 

years. This is especially important, because at some 

contests very few genuine signatures were provided. Table 

2 outlines and compares the best results of our proposed 

method (EERuser_thresholds) with a number of WD and WI 

related methods for the three utilized datasets on an EER 

basis. According to these results, for all the exploited 

signature datasets the proposed method provides 

verification results which surpass those reported in the 

literature at the time of the submission of this work. 

6. Conclusions 

Parsimony, a biologically inspired notion has been 

exploited lately in a plethora of pattern recognition, 

machine learning, and computer vision applications. 

Besides representation, sparse algorithms and techniques 

TABLE 1:  VERIFICATION ERROR RATES (%)  FOR CEDAR, MCYT75 AND GPDS300. NGEN=5. 

 

Dataset FRR FARrandom FARskilled EERglobal_threshold EERuser_threshold

CEDAR 7.32 0.34 6.83 7.58 2.78 

MCYT-75 7.32 0.35 10.4 8.43 3.67 

GPDS300 6.91 0.33 6.22 7.21 2.70 

Figure 5: EERuser_threshold for the three datasets as a function 

of the number of most prominent atoms. 
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find an ever increasing number of applications related to 

image classification and recognition. Signatures being a 

particular class of image signals exhibit a degenerate 

structure and lie on a low dimensional subspace. Sparse 

representation is well suited for handling this problem, 

approximating the subspace utilizing the sparsity principle 

and an overcomplete set of basis signals. In this work, a 

SR-based method is tested successfully to the signature 

verification problem. 

Initially a dictionary is extracted from the signature 

training samples utilizing square patches, densely sampled, 

along the signature trace. Dictionary atoms are adapted to 

the particular characteristics of the extracted image 

patches, and represent important directions of this space. 

Next, in the coding stage every patch of the query 

signature is approximated utilizing a few dictionary atoms 

with the corresponding weight coefficients. The sparse 

matrix of the weight coefficients contains all the required 

information for signature reconstruction while at the same 

time this information can be used for classification 

purposes. In the feature extraction stage of the proposed 

scheme, the representation coefficients are used to produce 

a global signature descriptor, by simply averaging the 

coefficients corresponding to every atom, over all patches. 

Despite the averaging operation that destroys and 

disregards the spatial information, the produced feature 

vector proves to be quite discriminative, delivering state-

of-the-art verification performance. This is attributed to 

the compact and efficient signal description attained by the 

sparse representation.  

Regarding future research, we intend to explore at least 

the possibility to use sparse representation and dictionary 

learning for designing writer independent dictionaries 

along with the use of local average pooling. In addition, 

we plan to test this algorithm to several new datasets in 

order to provide a more generic infrastructure regarding 

signature verification. The code implementing the 

proposed scheme can be provided upon request.  
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