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Abstract—In-network queuing in the Internet-style networks
enables the distributed operation and scalability across the
network at the cost of excessive delay and tardy flow completion
times. Data center networking, in contrast, are proposed to depart
from this classical approach and avoid in-network queuing all
together. In this new class of network solutions serving inter-
data center traffic, a densely packed fairly local area network
of stationary end hosts are often managed by a single entity,
allowing for fine-grained management and scheduling of flows
across the data center.

The overall objective of this work is to develop a framework,
from first principles, which relies on the unique attributes of data
centers to propose a transformative novel networking architecture
with increased level of efficiency and significantly smaller latency.
By separating the control and data planes, the proposed hybrid
architecture avoids in-network queuing and results in significantly
lower delay. The critical technical challenge is to design end-
end circuit switching mechanisms that account for monitoring as
well as circuit reconfiguration delays. Furthermore, the design
has to minimize the computational complexity of the scheduling
algorithm as well as the cost of monitoring across the network. In
this context, this paper underlines a family of recent technologies
and networking advances as promising enablers and discusses the
most significant set of challenges.

I. INTRODUCTION

As it has been recently observed in the networking lit-
erature, the data center networking must significantly depart
from classical and Internet-inherited networking in order to
allow fine-grain management and scheduling of the flows of
data [1], [2]. This departure from classical networking has
been motivated by the strict low-latency requirements of the
applications and the feasibility of large-scale yet centralized
management of the network. In other words, any given data
center is managed, more or less, by a single entity whose
objective is to organize densely packed servers (end nodes)
into a highly optimized large-scale distributed and parallel
computation infrastructure.

In this position paper, we propose a framework, from first
principles, which relies on the above unique attributes of data
centers as well as technological advances in various aspects
of networking, to propose a potentially transformative novel
architecture with increased level of efficiency and significantly
smaller latency. Our proposed architecture shares important
attributes with recent networking solutions such as pFabric [1]
and Fastpass [2] that aim at (near-)zero in-network queuing.
However, our framework sharply deviates from prior work on

(near-)zero in-network queuing in that we propose a hybrid ar-
chitecture consisting of physically distinct monitoring/control
and data planes. The physical separation and decoupling of
the monitoring/control plane from the data plane allows for
the optimization of the attributes of each component of the
network. To start, we envision a centralized controller that
exercises (very) tight control over end-end flows in form of
a dynamic (fine-grained) circuit switching in the data plane:
which top of rack (ToR) switch can send packets and what
paths packets take. The proposed dynamic fine-grained circuit
switching matches the flow rates to the available network
capacity at the time scales of the monitoring and control
instead of matching the rates over longer time-scales as it is
done with distributed congestion control.

This means that the optimized operation of the data plane
depends on how tight the monitoring and control of the
centralized scheduler is relative to the dynamics of the traffic
demand across the network. Hence, the second component
of the proposed framework is a dedicated (and physically
distinct) network providing secure, reliable, and ultra-low
latency channel from ToR and core switches to and from the
centralized controller. In other words, we push the monitoring
and control functionalities (which are critical for fine-grained
dynamic circuit switching) away from data-plane into an
entirely separate network which is optimized for ultra-low-
latency operation of monitoring the traffic demands and control
of switches.

The remainder of the paper is organized as follows. In
Section II, we elaborate on the proposed architecture. We detail
the network architecture as well as the temporal processes
enabling the control and operation of the network. This rises
to a generalization of the concept of cross-bar scheduling with
non-negligible reconfiguration time. In Section III, we address
the feasibility of the proposed architecture by discussing a
variety of technology enablers: open-flow switches, optical-
switches, and wireless radio access technologies. In Section ??,
we discuss some of the major challenges in scaling the
proposed solutions and discuss areas of future work.

II. SYSTEM MODEL: SEPARATION OF
MONITORING/CONTROL AND DATA PLANES

A. Network Architecture

As shown in Fig. 1, we consider a set of N top of rack
(ToR) switches, labeled by {1, 2, . . . , N}, which are intercon-
nected by a network. Each ToR switch can serve as a source
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Fig. 1. Network Architecture: Reminiscent of SDN architecture, the proposed
solution relies on a separation of monitoring, control, and data planes. The
proposed separation, however, goes beyond logical separation and is achieved
via physically separated networks.

and a destination simultaneously. We aim for no queuing in
the core network, hence all the queuing occurs in the edge of
the network, i.e. within the ToR switches. Each ToR switch
maintains N − 1 edge queues (either physically or virtually),
which are denoted by Qij , where j ∈ {1, 2, . . . , N}\{i}.
Packets going from the ToR switch i to j are enqueued in
the edge queue Qij before transmission.

Let S(t) ∈ {0, 1}N×N denote the end-to-end connectivity
(also known as schedule) at t, which indicates the circuits
established between the ToR switches. Accordingly, Sij(t) = 1
indicates that a circuit from ToR i to ToR j exists at time t,
and Sij(t) = 0 means that there is no connection from ToR i
to ToR j. Note that Sii(t) = 0 for all t and i ∈ {1, 2, . . . , N}.
We also assume at any t each ToR can only transmit to at
most one destination, and can only receive from at most one
source, i.e.,

∑
i Sij(t) ≤ 1,

∑
j Sij(t) ≤ 1. Furthermore, S(t)

should be such that for any pair of Sij(t), Si′j′(t) > 0, there
exists non-blocking circuits available across the data center to
transmit packets simultaneously from ToR switch i′ to j′. Let
S be the set of all feasible schedules (respecting the bi-section
bandwidth and parallel scheduling requirements).

Let Aij(t) and Dij(t) be the number of packets arrived
at and departed from queue Qij at time t, respectively. Let
Lij(t) be the number of packets in the edge queue Qij at
the beginning of the time slot t. For ease of notation, we
set Aii(t) = Dii(t) = Lii(t) = 0 for all t and write
A(t) = [Aij(t)],D(t) = [Dij(t)],L(t) = [Lij(t)], where
A(t),D(t),L(t) ∈ IINN×N

+ . It is clear that in order to achieve
small delay the central controller’s objective must be to ensure
a small L(t) at all time. On the other hand, in practice the
arrival processes Aij(t) is random and not fully predictable.
In other words, central controller must design the departure
process D(t) such that it tracks the arrival process A(t) as
closely as possible. On the other hand, so long as Qij holds
sufficiently large number of packets, Dij(t) ∝ Sij(t). This
means that in order to ensure small delay, the central controller
designs the schedule carefully to respond to the network traffic
condition and the backlog state L(·).

Fig. 2. Timing diagram for different scheduling strategies. (a) Quasi-static
monitoring: Series of schedules determined in a single schedule computation,
and some schedules could depend on out-dated queue information when being
deployed. (b) Active monitoring: Each schedule is computed based on the most
up-to-date edge queue information.

1) Stability and Capacity Region: An edge queue Qij is
strongly stable if its queue length Lij(t) satisfies:

lim sup
t→∞

1

t

t∑
τ=1

E{Lij(τ)} <∞

and we say the system of queues is stable if Qij is strongly
stable for all i, j ∈ {1, 2, . . . , N}, i 6= j. A scheduling policy
is said to stabilize the system if the system is stable under
that scheduling policy. With this notion of stability, we define
the capacity region C of the network as the set of all traffic
rate matrix such that there exists a scheduling policy which
stabilizes the system.

The capacity region is given by the interior of the convex
hull of the feasible schedules F [3], that is

C =

{∑
S∈F

αSS :
∑
S∈F

αS < 1, αS ≥ 0, ∀S ∈ F

}

We call a random ergodic arrival process {A(t)} with long-
term traffic rate matrix λ = [λij ] ∈ IRN×N , where λij =

E{ 1
T

∑T
t=1Aij(t)}, admissible if λ ∈ C. Furthermore, we

define the traffic load as ρ(λ) = max{r : λ ∈ rC̄, 0 < r < 1},
where C̄ is the closure of C.

B. Temporal Structure

One of the main attributes of our work is to identify three
distinct time sequences associated with monitoring, computa-
tion, and schedule reconfiguration.

Definition 1. Let {tMk }∞k=1 denote the time instances that the
state of edge queues are uploaded to the centralized scheduler.
Specifically, the information available at the sheduler is a
subset of the edge queue lengths {L(tMk )}∞k=1.

Note that with a careful design of monitoring/control plane,
as we will see in the next section, we can ensure high reliability
in the estimated values and low noise across any network, so
long as we allow ∆m to be sufficiently large.

Definition 2. Let {tCk }∞k=1 denote the time instances when a
set of new schedules are computed. A scheduler could generate
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one schedule or multiple schedules, which depends on the
scheduling policy used.

Definition 3. Let {tSk }∞k=1 denote the time instances when the
schedule is reconfigured. The schedule between two schedule
reconfiguration time instances remains the same, i.e.

S(τ) = S(tSk ), ∀τ ∈ [tSk , t
S
k+1 − 1]

Each of the three processes is associated with a correspond-
ing delay as described below.

Definition 4. Let ∆m be the delay of the monitoring process.
This means that the edge queue lengths at time tMk , L(tMk ),
is available at the scheduler after time tMk + ∆m. Therefore,
at any time instance t, the edge queue lengths information
available at the scheduler is the set {L(tMk )}nk=1, where n =
max{k : tMk + ∆m < t}.
Definition 5. Let ∆c be the delay of the computation process
of the scheduler generating a set of new schedules. This means
that the schedules computed at time tCk are available (could be
used) after time tCk + ∆c.

Definition 6. Let ∆r be the reconfiguration delay associ-
ated with establishing a new schedule across the network.
During the period of schedule reconfiguration, no packet
transmission could occur in the network. This means that
∀i, j ∈ {1, 2, . . . N}, ∀k ∈ IIN+, and 0 ≤ τ ≤ ∆r, we have
Dij(t

S
k + τ) = 0.

The above abstraction allows us to map the practical
challenges in form of a delay ∆m + ∆c + ∆r; for example,
the beginning of a schedule at time t, S(t), is actually being
reconfigured at time t−∆r. The computation of this schedule
began at time t−∆r −∆c, and the computation is based on
information of edge queues at time t−∆r −∆c−∆m. More
precisely, S(t) is only selected based on L(t − ∆m − ∆c)
and will take effect at time t + ∆r. Fig. 2 illustrates this ab-
straction. In other words, the above timing parameters restrict
the scheduling algorithms from using spontaneous edge queue
information.Note that in this work, we are primarily interested
in the case of ∆c ≈ 0, while ∆m,∆r > 0, since we imagine
the computation power in a data center to be fairly ubiquitous.

The problem of low complexity dynamic circuit switching
with non-negligible monitoring and reconfiguration delays,
∆m,∆r > 0, constitutes a topic of extensive research, building
on prior work on cross-bar switch scheduling [4]. Our proposed
solution relies on the temporal structure discussed above
and hence on considering the timing process associated with
monitoring/control and scheduling individually. The benefit
of this approach is that by considering the monitoring and
scheduling processes separately, we can rely on dynamic
monitoring even in face of limitations in rate of scheduling.
Dynamic monitoring allows for on-line and adaptive selection
of scheduling times (and hence scheduling rate). This deviates
from the existing approaches as we will discuss next.

In [5], a closed loop scheduling policy based on the
Birkhoff and von Neumann (BvN) theorem [6] is proposed.
The BvN theorem states that any admissible doubly stochastic
matrix can be decomposed as a convex combination of per-
mutation matrices. The BvN scheduling policy [7] assumes
the knowledge of the arrival statistics and relies on a BvN

Fig. 3. Timing diagrams for: (a) Periodic scheduling: While each schedule
is dependent on the most up-to-date edge queue information, the schedule
update is done periodically. (b) Adaptive scheduling: The scheduler frequently
monitors the queue information and computes schedule weights. The schedule
reconfiguration time instances become aperiodic. Each schedule is computed
based on the most up-to-date edge queue lengths.

decomposition of arrival rate matrix into a set of schedules.
The preposed traffic matrix scheduling (TMS) policy [5] falls
in the class of fixed batch scheduling policies proposed in [8]
in the context of switching with non-negligible reconfiguration
delay, ∆r > 0. The scheduling policies in [5] and [8] both
involve “quasi-static monitoring”: selecting series of schedules
based on a single schedule computation process. When mon-
itoring and computation times are identically coupled, gener-
ated schedules may depend on very out-dated information, as
shown in Figure 2 (a). In [9], it is shown that it is always
beneficial to employ “active monitoring”: schedules must be
selected based on frequent and up-to-date queue information,
as shown in Figure 2 (b). In other words, decoupling the
monitoring and scheduling process in order to allow for active
monitoring results in significant improvements.

To account for the non-negligible reconfiguration delay,
hence the loss in the duty cycle, much of the prior work
either rely on the explicit traffic statistics or a conservative
upper bound to restrict the rate of schedule reconfigurations.
In other words, most prior work consider a periodic choice
of scheduling times, i.e.tSk = kT , k ∈ IIN+, where T would
be the mean schedule duration and is selected appropriately.
In contrast, under the Adaptive MaxWeight (AMW) proposed
in [9], the times to perform schedule reconfiguration are not
limited to the multiples of T , which had to be chosen with
some knowledge of ∆r and traffic load. Instead the schedule
reconfigurations can occur sooner or later depending on the
current state of the system, which in turn is a result of prior
effective switching rate. Figure 3 illustrates this two classes of
the central control operation.

III. TECHNOLOGICAL ENABLERS AND PROMISING FIRST
STEPS

A. SDN and OpenFlow Protocol

The software defined networking (SDN) concept aims to
allow network operators to manage network elements through
abstraction of low-level functionalities such as switching and
routing. This is now usually done by the separation of the
control and data plane in the network: The physical switches
(data plane) in the network perform forwarding functionalities
according to their own flow tables; whereas the flow tables are
manageable by a (remote) software-based controller (control
plane) through a secure channel, as shown in Fig. 4. OpenFlow
[10] is a standardized protocol that implements the SDN
concept. Through OpenFlow protocol and its circuit switch
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Fig. 4. Components of an OpenFlow-enabled switch

addendum [11], the switching functionality of a packet switch
or either a circuit switch can be treated as flows managed by
flow tables, as suggested in [12].

The control over the flows through OpenFlow protocol is a
perfect technology enabler for the proposed architecture, since
the centralized controller could then configure the schedule of
the network by directly manipulating the flow tables of the
network switches.

We envision the proposed architecture to operate three main
functionalities:

(1) Collect edge queue information from ToR switches

(2) Compute the schedule based on collected edge queue
information

(3) Configure circuit schedule by modifying flow tables
of network switches

With the controller manipulating the network switches
through OpenFlow protocol, the functionality (3) could be
realized. In the following subsections, we further discuss on
suitable candidates for the functionalities (1) and (2).

B. Adaptive MaxWeight Scheduling Algorithm

The scheduling algorithm is the key to the efficient use of
the data bandwidth provided by the underlying network. The
temporal structure of our proposed architecture allows for our
scheduling instances to be adapted to reconfiguration delay ∆r

and traffic dynamics.

Considering the reconfiguration delay ∆r (which can ac-
count for the circuit setup time required through OpenFlow
protocol and/or physical restriction on the swtiticing rate
of optical devices) gives rise to a new class of scheduling
algorithm. Fo instance, we expect the Adaptive MaxWeight
(AMW) [9] to be a candidate scheduling algorithm.

Fig. 5 shows the delay performance of the AMW compared
with a periodic scheduling policy Periodic MaxWeight (PMW)
[9] under zero monitoring delay. It is clear that the AMW
achieves lower delay at any traffic load even if the period of the
PMW is tuned to the optimum. The performance gain comes
from the fact that the AMW continuously assess the effective-
ness of the current schedule and reconfigure the schedule only
if it is worth to do so. The result demonstrates the benefit of
extensive monitoring and computing. These results, however,
only hold under the assumption that monitoring delay ∆m

is negligible. In fact, Fig. 6 shows that the performance sees
significant degradation as the monitoring delay increases above
50 µsec.

Fig. 5. Mean queue length versus traffic load ρ under a nonuniform traffic.
The TMS policy reconfigures the schedule q = 10 times within qT time
duration.

Fig. 6. Mean queue length versus monitoring delay ∆m under nonuniform
traffic. The traffic load is fixed as ρ = 0.3. The edge queue state is
monitored/updated every microsecond, tMk+1 − tMk = 1µs for all k.

C. Wireless Monitoring/Control Plane

The low-latency monitoring of the states of the edge queues
is the crucial part of the control operations carried out by the
centralized scheduler. Furthermore, it is important to complete
this monitoring operation with very low delay in order to
compute efficient schedules. In a companion paper [14], we
have demonstrated that the monitoring/control plane can be
realized by a simple single-hop wireless network based on
mmWave multiple-input multiple-output (MIMO) radio access
technology. As an initial design for the monitoring plane,
in a companion paper [14], we consider some well-known
enabling technologies. To start with, Orthogonal Frequency
Division Multiple Access (OFDMA) [15] is investigated as the
digital modulation scheme. OFDMA is a particularly efficient
modulation scheme when the delay spread of the wireless
channel is relatively small. Moreover, due to the orthogonal
transmissions of the ToR switch signals, the receiver structure
is fairly simple to implement for OFDMA. Finally, we can
also make use of the static nature of the channels from the
ToR switch to the centralized scheduler. Once the frequency
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responses of these channels are accurately estimated, we can
allocate frequency resources to ToR switches by using a
spatially adaptive scheme that only depends on the locations of
the ToR switches and scatterers in the environment. In addition
to OFDMA, we propose the utilization of the MIMO and
beamforming at the transmitting and receiving units in order
to improve reliability of communication both by increasing the
received power via pencil-beams and also by decreasing the
intersymbol interference (ISI) thanks to the reduced number
of multipaths.

IV. NEXT STEPS AND FUTURE RESEARCH

With the technology enabler discussed above, we expect an
fully integrated zero in-network queueing network architecture
could be developed. The process would start from a proof-of-
concept prototype and follow by the deployment on existing
networks. Mininet [16] is a container-based emulation testbed
that is suitable for experimenting with OpenFlow protocol. We
expect to implement the controller described above and test
the feasibility of the proposed architecture as the first proof-of-
concept prototype. The full compatibility of Mininet and Open-
Flow protocol allows smooth migration from emulation testbed
to real deployment on OpenFlow-enabled switches. Therefore,
along with the development of the wireless monitoring plane
over ToR switches, the fully integrated network architecture
could be further expected to be realized on existing OpenFlow-
enabled networks.

Beyond the implementation of the proposed network ar-
chitecture, there is an abundance of future research directions
and challenges. In most data center applications, the flow
completion time is usually a more desirable measure of perfor-
mance over the per-packet delay. While, the per-packet delay
performance is an important performance measure, in a data
center, it is far more critical to further consider scheduling
algorithms that aim to optimize the flow completion time.
In particular, we expect to combine salient design feature of
Adaptive MaxWeight algorithm with those of Shortest Remain-
ing Processing Time (SPRT) to minimize flow completion time
via prioritization of flows based on flow size and consider this
as a future research direction.

Another area of future work aims to lower the complexity
of Adaptive MaxWeight algorithm mentioned above. We be-
lieve that the concept of the adaptive policies is general enough
to transform the plethora of low complexity scheduling algo-
rithms in the literature (e.g. [17], [18]) into ones that address
the reconfiguration delay. To be specific, the core idea of the
adaptive policies is to obtain a measure of the effectiveness
of the current schedule, and by continuously monitoring the
edge queue information, the scheduler is able to determine the
“right” time to reconfigure the circuits to the “right” schedule.
Low complexity algorithms related to MaxWeight policies
such as the randomized scheduling algorithm proposed by
Tassiulas [18] could inherently take the schedule weight as
the measure as in the Adaptive MaxWeight algorithm. The
tradeoff between the complexity and the delay performance is
another important question of future research interest.

As given in our companion paper [14], the monitoring
delay achieved by the OFDMA mmWave MIMO radio access
technology increases as the size of the data center becomes

very large. This trend is summarized in Fig. 7. In particular,
as the number of ToRs grow beyond 550 or so, our simple
proposed OFDMA mmWave MIMO radio access solution
fails to achieve lower latency. As a result, designing wireless
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solutions with lower delay is an important area of ongoing
research. For example, to address the inefficiency caused by the
preallocation of the system resources and orthogonalization of
access (subcarrier allocation in OFDMA) , Asynchronous Code
Division Multiple Access (A-CDMA) modulation is likely to
provide significant performance improvements. Another direc-
tion of future research involves developing communication
strategies that are efficient in the finite block length regime.
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