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Abstract

There are much heavy studies on handwritten character recognition (HCR) for nearly previous four decades. The research on
some of the common script like Arabic, Indian and Chinese has been done. This manuscript presents a survey of character
recognition on Arabic script, and most of the popular published paper methods are summarized and also analyzed different
methods for building a robust system of HCR and included some future research on recognition direction of handwritten
character. The paper analyzed and presented various algorithms with respect to preprocessing methods, segmentation meth-
ods, feature extraction methods and various classification approaches of the Arabic character recognition.

Keywords Character recognition of Arabic handwritten - Artificial neural network - Freeman chain code - Fuzzy systems -
Genetic algorithms - Hidden Markov model - Neural network - Support vector machine

Introduction

Recognition system of Arabic character endeavor to recog-
nize text characters which converts into machine executable
format (digital format) that can be treated thorough charac-
ters’ processor software either offline or online. Character
recognition is active area in pattern recognition and image
processing due to its application in various fields and can
contribute massively to the automation process development
and can develop the interaction among human and machine
in many applications, comprising of check verification,
office automation and data entry applications.

Arabic character recognition and its nature is a com-
plex problem in numerous applications of artificial intel-
ligence, particularly in the time of characters’ recognition
of connected cursive. This is because of both the Arabic
databases dictionaries and scarcity and the Arabic writing
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cursive nature in both forms of handwritten and printed.
Most recognition methods of characters utilized in Arabic
characters’ recognition from existing methods are adopted
to utilize over handwritten characters of Chinese ad Latin;
yet, other methods are improved for segmentation of Arabic
character only.

Another dimension of Arabic characters’ complexity
forms different shapes based on their locations inside the
word. The result, unexplored character recognition of hand-
written Arabic has.

Character recognition categorizes into two recognitions
of Online character and Offline character. Offline recogni-
tion means that the handwritten text on a paper optically
is captured that then existing like an image. Online recog-
nition means that the text written on any digital device is
performed as time function and strokes’ order. Recognition
of online character is more robust in comparison case with
recognition of offline character since extra information about
various writing styles, pressure, strokes order etc. is avail-
able in case of online character recognition.

Huge studies over handwriting recognition of various
languages like Japanese, Chinese and English are found. By
contrast, researches on character recognition of Arabic script
do not receive enough attention.

Neural network approach considered as arising technique
in handwritten character recognition field by utilizing ANN
indicated to artificial neural network implementations was
that networks employ specific learning rules to change the
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Table 1 Shapes of Arabic characters in different locations

No. Name Isolated | Beginning | Middle | End No. Name | Isolated | Beginning | Middle | End
1 Alif | | [ = 15 Dhad | o= — —= oA
2 Baa - - - . 16 Tah L -k L L
3 Tea < — — L 17 Dha o L Y L
4 Thea & = = S 18 Ain & — —= =
5 Jam z - - o 19 Ghen | ¢ —< — o
6 Haa c - - = 20 Fa - 4 -4 e
7 Khaa ¢ - - f— 21 Qaf 3 3 -5 (-
8 Daal 3 2 X > 22 Kaf 4 =< < oL
9 Thaal 3 3 2 . 23 Lam Jd - -1 J-
10 Raa B B) > - 24 Meem | - —a — —
11 Zaay J B > - 25 Noon | ¢ = L O
12 Seen o — o= 26 Ha ° = — —
13 Sheen U — — i 27 Waw | 5 g} > >
14 Sad o= —a —a o 28 Yaa $ - —= -

links which are weights among their nodes. Such networks - =TT - 2T T

can be fed with data from an input picture and trained to Hamza Fatha Kesra Dummah sukkuan Mada’ah

output characters in one or more forms [1]. Many ANN’s
structures are found as Adaline, back-propagation, Kohonen,
Madaline, Perceptron and many others. Back-propagation
ANN considered as most common method utilized since it
is effective and has very simple implementation [2].

Characteristic of Arabic Characters

Arabic utilized as the main language in all Arab countries of
East, Northern and Middle Africa. People original language
in 26 countries is the Arabic with approximately 300 million
from native speakers and 250 million from non-native speak-
ers. It is also central to other languages in the Muslim world
such as Farsi (Persian), Pashto, Sindhi and Urdu. Some lan-
guages in China like Kirghiz, Kazakh and Uighur are all
written utilizing the modified script of Arabic.

Arabic language has 28 characters, and its words from
right side to left side are written with no upper case or lower
case. Each character has various shapes relying the character
location within the word considered as character isolated,
middle end and beginning as displayed in Table 1. Arabic
characters built with two components which are one funda-
mental component along with secondary components. Usu-
ally the secondary component size is smaller than that of the
main component. Both the secondary component and the
character shape are used to distinguish between the char-
acters in Arabic language. The number of secondary com-
ponents varies from one to three points and may be located
on either the upper, lower or middle part of the character.
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Fig. 1 Diacritic marks
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Fig.2 Various forms of Tanween

The improvement in Arabic recognition systems is a more
challenging task.

A character may be formed with mark of diacritic or a
vowel written under or over it, as in Fig. 1. Kesra always
wrote below letters. Mada’ah, Dummah, Sukkun and Fatha
always wrote above letters. Special character or diacritic
which can be written with different positions can be Hamza.
Diacritics are signs that form short vowels characters or
other character sounds, like endings of syllable and Tanween
which represent the n sound addition at word end which is
usually represented with double Fatha (=), Dummah (2) or
double Kesra (:3) as shown in Fig. 2, which are written below
the character called double Kesra and which are written over
the character called double Fatha and double Dummah.

Another diacritic mark is the Sha’ada which is written
above the letter in the Fatha, Kesra and Dummabh case,
Sha’ada looks like number 3 rotated by 90° clockwise as
written in Fig. 3. A Sha’ada utilized to display that there is
double of the character which stress the syllable; meaning
the character Sukkun after another character of the same
along with a various diacritic marks is came; so to avoid the
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Fig. 3 Different forms of Sha’ada

case of writing two same characters, a Sha’ada wrote along
with short vowel diacritic implicitly forming another charac-
ter that is not wrote explicitly. For the purpose of recognize
among words, the diacritics are very significant in writing, a
single diacritic can change completely the meaning of word.
For example, "3 which is Arabic word with a sukkun
above the last letter baa pronounced “thahub” which means
gold and with diacritic Fatha above character baa make the
word pronounced “thahaba” meaning went which is past
tense of word go.

In regular Arabic writing, diacritics not broadly utilized
and usually the professional readers understand from the
context the meaning of word. But for non-Arabic reader, it
may be difficult to capture the meaning and could lead to
misunderstanding of the text being read.

Several Arabic alphabet characters share the same shape
and are distinguished only in number and position terms
of dots on the letters. These dots might be ascenders if put
above the Arabic character, or desenders if located below
character. Basic shapes are shown in Fig. 4, there are two
shapes of which each is used for three letters, six shapes of
which each is used for two letters and the remaining ten are
used for one letter each.

Arabic writing has also some ligatures those are excep-
tions to linking character’s rules. Most commonly utilized
is the laam-alif, nyn, which is the combination of “laam” and
“alif” and so many others. These ligatures are not standard
and are not presented by all fonts. Various fonts may contain
various ligatures depending on the writing style presented
by the font.

Additional characters: Ta-Marbuta, n3_;», Hamza, « and
Alif-Magsurah, . The Ta-Marbuta can only be added to a
character ending and is a special form of the letter. It can be
written in two forms: isolated () or final (5 ). Examples of
words with Ta-Marbuta are: 3 :;c, 33 5. The Hamza, ¢, can be
considered as an additional letter, descender or ascender also
may be written with various forms; every form is offered a
different name. It can be put above the character alif, below
character alif and above waaw, by itself with different forms
as displayed in Fig. 5.

Hamza is also associated with some characters as dis-
played in Fig. 5. Also it can be part of the character kaaf, 4.
The Alif-Magsurabh, ¢, is pronounced Alif (j) and it is always

s 3 2

Fig.5 Different forms of Hamza
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Fig.6 Stages of Arabic character recognition

written at a word ending which is not last letter in the Arabic
alphabet ¢ and is distinguished by the two dots absence.
There are nine Arabic letters; Sad (u=), Dhad (_z), Tah
(1), Dha (3,), Fa (), Qaf (3), Meem (¢), Ha () and Waw (5
) that have closed loops. This made the closed loop a sig-
nificant feature in recognition characters of Arabic script.

Literature Review

Character recognition system involved several stages as dis-
played in Fig. 6. Individual stages are discussed in detail in
the following paragraphs.

Preprocessing

The preprocessing phase goal is used to remove each ele-
ment in word image which are not helpful in process of rec-
ognition. Preprocessing stage involves several techniques
utilized to image enhancement to make appropriate seg-
mentation, which are normalization; normalization is the
process to converting to standard size for images of the ran-
dom size. In [3], found a popular defined size, skeletoniza-
tion and thinning. The technique of thinning will convert the
binary image of character into one pixel thick image used by
[4]. Thresholding in this technique includes converting gray
input images into document images of binary type for getting
good features from the image [5], skew detection and cor-
rection [6], noise removal; the basic noise objective removal
which is to eliminate all bit-patterns which are unwanted
those did not have any value in the result. The technique of
median filtering utilized in [3] for the purpose of remove
noise, horizontal projection profile in [7], filterization in [8]
and smoothing in [9-11].

$seueddga | te |

u5w|J)| 5=|tcc|

Fig.4 Arabic alphabets
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Segmentation

The segmentation is considered as the most complex stage
in recognition. The goal of segmentation is to dividing the
text into its sub-units such as lines, words, characters or
strokes. Segmentation is a significant stage because it has
an effect on the recognition rate [12, 13] and the basic source
of errors in recognition. There are several methods used for
this purpose.

Segmenting a line into words; after segmenting the docu-
ment into lines, the line is segmented into words. Segment-
ing the lines into words depend on the space between the
words. Longer spaces separate words while short spaces
split sub-words. Some of the methods analyze the distances
between connected components to segment the words [14].
Word segmentation into characters; this part of segmenta-
tion includes segmenting a word to individual characters.
The Arabic cursive nature made words’ segmentation into
individual characters a complex work. There are different
techniques applied for character segmentation [12, 15].
Technique of segmentation depended on thinning where
the character skeleton provides fundamental information
about character shape. Number of algorithms suggested for
extracting the skeletons [16]. In [17] traced from right side
to left side the thinned word for the purpose of the seg-
mented detected points.

Segmentation technique relying on subset approach, in
[18] another segmentation method used for text recognition
which depends on analysis of subset of documents which
are three main subset domains. To avoid detection, failed
authors used the skeletonization method, which did the cor-
rection in the situation of false alarms to build the segmenta-
tion of vertically connected characters.

Segmentation technique relying artificial neural networks
denoted by ANNS utilized to achieve the valid segmentation
points. In [19], authors proposed a technique for segmenting
Arabic handwritten texts based on ANNs. Authors identified
points of pre-segmentation through utilizing topographic
features of every characters connected block like holes and
density of black pixel. The ANNs then used to achieve these
segmentation points. The potential manually points are clas-
sified to invalid and valid segmentation points also those
points pass as input with their features to ANNS to do train-
ing [15].

In [20] proposed a new novel algorithm for vertical seg-
mentation. For the purpose to locate the segmentation points
used the word image thinning to fetch the width of stroke
of one pixel and to detect the ligatures of Arabic characters’
geometry and shape are used in the segmentation procedure.
The proposed segmentation approach is worked with touch-
ing characters, in case of ligatures touching segmentation
existing between the characters of consecutive closed and

SN Computer Science
A SPRINGER NATURE journal

the existence of ligatures within characters in the case of
open characters.

Feature Extraction

It considered as the pattern recognition heart. In Arabic doc-
uments of handwritten also printed, the features are essen-
tial representation of the information which extracted from
the text image. This information should have been identical
characteristics of the character or the word which make it
different from another. Feature extraction is very problem
dependent [14]. Features are extracted from the image of a
word/character which is expected to represent the shape of
the images. This information goes onto the classifier to help
in the classification process. Extraction methods of feature
are different from one application to another. Techniques
that succeed in one application may not be successful for
other applications [21]. So, the appropriate selection tech-
nique for extract features stills the most significant step for
gaining high accuracy rate in recognition. Values which are
distinguished for objects in various categories and similar
for objects in the same class are considered as good features.
Features of Arabic handwritten texts can be categories into
the following:

Structural Features

It is like loops, dots, branch points and endpoints. These
types of features were used by [22-26]. In [23], structural
features used the length and width of the character, if there is
a right or left character to connect to it, if it has a loop or not
and if there is a character complement such as the shape of
zigzag (Hamza), three point, one point or two point. In [24]
utilized features like holes, loops, cusps, vertical lines and
strokes. In [25, 26] used the features dots and their position,
directions, strokes, width and height of the stroke, intersec-
tion of line segments and loops.

Statistical Features

Statistical features analyze the spatial pixels’ distribution
by counting local features at every pixels and leading a
statistics set from local features distributions [27]. Statisti-
cal features as pixel densities, chain code directions histo-
grams, moments and zoning. Pixel densities features used in
[28-30]. In [28, 30] number of pixels and sum of pixels of
white and black were used, detecting black and white points
were used as statistical features. Moment invariants were
used by [31] used scale, orientation and center of gravity.
Vertical and horizontal projections used in [7, 23]. In [23],
used the longest spike which represented the baseline. In [4],
used start-point also end-point of a character features and
branch. Wavelet transforms features used by [32]. Determine
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the body and secondary part, position of the part above or
below, loop and Radon transform of the characters were
used in [5, 33]. Code of chain feature used in [34]. Zoning
where a character separates into no overlapping or overlap-
ping parts and the density character distribution pixels in
various regions are analyzed. In [35], authors measured the
character contour direction through separating the image
character into zones. Then, histograms of chain codes are
used to compute contour direction in these regions.

Global Transformation

This technique converts pixel representation into more com-
pact shape. These techniques represent the signal through
linear series combination of simpler well-defined functions.
The series expansion fits compact encoding by the linear
combination coefficients [36]. Common transformation tech-
niques used in character recognition are: Discrete Cosine
Transform [37], Hough Transform [38], Fourier Transform
[39] and Wavelets [40].

Classification Approaches

Classification is the fundamental character recognition sys-
tem stage in which the features in feature extraction stage
are fed as input to the model for identification and recogni-
tion. Common methods in the classification stage are based
on: HMM which indicated to Hidden Markov Model, SVM
which indicated to support vector machines, artificial neural
networks which denoted by ANN, k-NN which indicated
to fuzzy logic, k-nearest neighbors, genetic algorithm and
others. In [41], methods are applied to achieve good seg-
mentation to get better recognition rate using the Hough
transform and skeletonization for text segmentation and
Gaussian mixture modeling framework method. That cov-
ers the possible false correction to create proficiency vertical
connected characters’ text segmentation. The segmentation
of the Arabic words is pointed as a two class problem.

K-Nearest Neighbor

It is denoted by K-NN that is among the easiest of every
machine learning algorithm. It is a method utilized for
objects classification relying inside feature space the clos-
est examples of training [42] via the object majority vote
being assigned to class most popular between its k closest
neighbors with its neighbors the object is classified.

Hidden Markov Models

Hidden Markov Models use a sliding window of text
line image to convert a two-dimensional image to a

one-dimensional feature vector [43]. In [9], authors used a
HMMs algorithm with various explicit distributions for the
duration of state and fusion structural and statistical features.
In [32], authors used wavelet transform features extraction
and presented the edge detection of the character features
with Hough transform.

Neural Network

The fundamental purpose of research of neural network
is to build a machine which works as human brain works.
Neural networks utilized in a widely of various fields to
get solution for wide issues’ range. Unlike brains of human
which can memorize and identify the characters like digits
or characters, computers handle them like binary graphics.
Thus, algorithms are required to recognize and identify all
characters. Back-propagation algorithm was used in [11] for
recognition. In [8], authors presented sequenced networks
to recognition of the characters with 120 features for each
character’s image. In [4], the neural network algorithm of
back-propagation was also used with histogram features. In
[22], they have designed radial-basis neural network classi-
fier, investigated and compared among results of four differ-
ent artificial neural network models.

Fuzzy Logic Approach (FL)

FL is a soft computing approach relying “degrees of truth”
instead of popular logic of “true or false”. A lot of research-
ers have utilized FL for recognition [29-31, 34].

Neuro-Fuzzy

Many researchers used Neuro-Fuzzy approach [24, 44, 45].
In [5], they used Fuzzy logic with ART neural networks.
In [45], proposed a method to recognition of the isolated
characters of Arabic language using fuzzy logic approach. In
[30], described an online Arabic handwritten characters’ sys-
tem. In this system, authors used a fuzzy neural network for
classifying Arabic characters. Preprocessing methods used
smoothing operation and cursive characters. The extrac-
tions of features from all characters are the physiological
parameters of neuron of the equation displaying the script
curvilinear velocity. The recognition stage is the Beta fuzzy
neural network which has 100 neurons inside hidden layer
and inside output layer 55 neurons. In [3], proposed a recog-
nition system of Arabic characters using wavelet transform
to extract features. Authors used an approach of neuro-fuzzy
for character recognition.
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Table 2 (continued)

Details of result/Description

Features extraction/Classification

Authors Preprocessing

A two-level algorithm of decoding was suggested to increase

Densities features of black pixel and directional density/

Detection of baseline, smoothing, contour and normaliza-

[55]

the speed of the procedure of recognition while preserve

HMM this indicated to Hidden Markov Model

tion

the accuracy of recognition and decreased the decoding

complexity step

Features of chain code with 16-FCC/SVM, neural network Recognition rates of writer-dependent along with their

Not specify

[56]

standard deviation relying on the utilized original charac-

and function of radial-basis

ters number compared to rates of reference utilizing 30 or

10 letters per class for classifiers of both SVM and RBFN

Without deformation of skew and slant, feature of CCH cre-

Features of chain code with histogram of cyclic FCC and

Not specify

[57]

ated a rate of recognition around 90.1% also 91.4% was for

cyclic-CCH. With deformation of skew and slant, the rate

8-FCC/Pruning/Growing + Sigmoid RBF

of recognition of feature of CCH reduced into 60.3%, also

cyclic-CCH reduced into 67.9%
Suggested performs of PSO better than the suggested DE

features of chain code with 8FCC/used neural network

Thinning

[58]

which can be appeared through comparing their result of

standard deviation, max and average. The time of compu-

tation reduced twice

Approaches Summary

In system of recognizer, the most popular approaches are SVM
which indicated to support vector machine, ANNs which indi-
cated to artificial neural networks and HMMs which indicated
to Hidden Markov Models. But, some of multiple classifier or
fusion displayed very excellent and accurate result comparing
to others. Different techniques of feature extraction have been
discussed and noticed that also scripts type affect the accuracy
results. For example, in Arabic script, the dots in among of
characters and on below afford researchers many challenges
to solve them while characters of Chinese script have many
strokes which vary among one individual to another. Hand-
writing with slant is so complex to recognize which needs
appropriate stage of preprocessing to correct them before fea-
tures extraction. Also continuous writing requires segmenta-
tion into isolate characters. In Table 2, discussed handwritten
character recognition phase contains classification, feature
extraction and preprocessing for Arabic script. In Table 3,
discussed some research paper which utilized FCC.

Different Methods Comparison

Recognition of handwriting as mentioned earlier can be done
through different methods. From the methods discussed above
for Arabic script, often neural network is a method utilized
for recognition of writing, containing handwriting. In almost
all situations, the neural network accuracy is very high. Other
methods are widely reliable with recognition of writing. The
simplicity of method did not determine that method will be
good for recognition of handwriting. Recognition of handwrit-
ing must be accompanied through a procedure of training and
also more samples would be better. Every method has their
advantages and disadvantages. In methods of HMM, the weak-
ness is that a problem with segmentation. For the method of
zoning, the weakness is that in the document image must be
many zones due to otherwise the recognition level of accuracy
will be minimal. In the neural network, the time needed for
long time of training because neural network is containing in
the study of deep learning, but neural network has good hand-
writing recognition accuracy due to more training of neural
network will result with more precise recognition of writing. In
Table 4, displayed some of other popular and common meth-
ods in Arabic script.

Conclusion

The purpose of this paper to supply a detailed survey of
published work of research in the sequential stages of Ara-
bic handwriting character recognition along with special
concern toward each stage techniques. Different works on
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Table 3 Freeman chain code in handwritten character recognition

Authors  Preprocessing Features extraction/classification

Result details/description

[41] Not specify
and function of radial basis

[50] Not specify
8-FCC/pruning/growing + sigmoid RBF

[51] Thinning

Features of chain code with Histogram of cyclic FCC and

Features of chain code with 8FCC/ used neural network

Features of chain code with 16-FCC/SVM, neural network Recognition rates of writer-dependent along with their

standard deviation relying on the utilized original char-
acters number compared to rates of reference utilizing
30 or 10 letters per class for classifiers of both SVM
and RBFN

Without deformation of skew and slant, feature of CCH
created a rate of recognition around 90.1% also 91.4%
was for cyclic-CCH. With deformation of skew and
slant, the rate of recognition of feature of CCH reduced
into 60.3%, also cyclic-CCH reduced into 67.9%

Suggested performs of PSO better than the suggested DE
which can be appeared through comparing their result
of standard deviation, max and average. The time of
computation reduced twice

Table 4 The disadvantages and advantages among methods

Method Advantages

Disadvantages

Neural network

It has been proven successful used for many handwrit-
ing and computer recognition. When CNN is trained,

Long training time. In order for high accuracy in the
training process should use many samples

then the image recognition will be accurate

Semi-incremental
Time of waiting won’t be so visible

HMM and incremental

Considers the latest strokes and previous segments.

The way it works is more complex than the pure incre-
mental method. It should be accompanied by other
methods can not only semi-incremental only

The recognition stage is simpler than semi-incremental, There is a problem with the segmentation process

also is one of the simplest factors that make it simpler

is because it only sees the state

Line and word segmentation Line and words segmentation approach for printed
documents to project a powerful process

K-Nearest neighbor
accuracy
Slope and slant correction
writing recognition
Neuro-fuzzy and ensemble ~ Accuracy results are quite high

Fuzzy logic and zoning Accuracy results are quite high

Segmentation process simpler and the accuracy of the

Can’t detect pattern

Reliable enough for writing recognition because of low Low accuracy. In order for high accuracy in the training

process should use many samples
Not maximal for handwriting recognition

Line segmentation components affect accuracy

The number of zones in an image must be many, because
if a little then the accuracy will be smaller

systems of HCR are reported with the trends of research,
discussed the method being utilized in the modern systems
of HCR, and the hardness happens in the researches. Also in
this work discussed the accuracy of recognition and future
work. Found that various characteristics such as feature
extraction, preprocessing, classification and segmentation
method have been utilized with different accuracy levels.
The neural network method has the highest accuracy and the
method with lowest accuracy. The method of slant and slope
correction has the lowest accuracy. Experiments showed that
SVM and neural network gained better popularization abil-
ity than classifier of both MLP and also K-nearest neighbor.
MLP achieves slightly better popularization ability than
HMM.
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