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Featured Application: To detect and classify semiconductor wafer defects in order to help
determine the cause(s) of the defects.

Abstract: Due to advances in semiconductor processing technologies, each slice of a semiconductor is
becoming denser and more complex, which can increase the number of surface defects. These defects
should be caught early and correctly classified in order help identify the causes of these defects in the
process and eventually help to improve the yield. In today’s semiconductor industry, visible surface
defects are still being inspected manually, which may result in erroneous classification when the
inspectors become tired or lose objectivity. This paper presents a vision-based machine-learning-based
method to classify visible surface defects on semiconductor wafers. The proposed method uses deep
learning convolutional neural networks to identify and classify four types of surface defects: center,
local, random, and scrape. Experiments were performed to determine its accuracy. The experimental
results showed that this method alone, without additional refinement, could reach a top accuracy in
the range of 98% to 99%. Its performance in wafer-defect classification shows superior performance
compared to other machine-learning methods investigated in the experiments.

Keywords: deep learning; semiconductor wafer defects; convolution neural network;
automatic inspection

1. Introduction

In the progress of semiconductor design methodologies [1-5], more and more integrated circuit
components can be patterned then etched onto semiconductor wafers. This is true especially in the
DRAM (dynamic random access memory) industry, where, in addition to the demands of increasing the
speeds of access and longer lifespans, there are other demands to be met: for example, each successive
generation of the DRAM chips must become smaller and more compact, so that more memory can be fit
into an even smaller space. But as the pressure for meeting these demands increases, the probabilities
of manufacturing process-based defects appearing on the surface of the wafers also increases, and the
yield becomes more likely to decrease. Since it appears that the defects are linked to fabrication steps in
the process, the problem of identifying and classifying defect patterns on the wafers is inseparable from
the problem of improving the manufacturing yields. The figure below, Figure 1, show the basic-block
diagrams of a semiconductor manufacturing process. The purposes of some of the basic blocks are:
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Thin-film processing: the use of physical or chemical means to perform vapor deposition of
crystals on thin film.

Chemical-mechanical polishing: the principle of polishing to flatten the even contours on the wafers.
Photolithography: using photoresist for exposure and development, so as to leave the photo-masked
pattern on the wafer.

Etching: to remove materials from the surface of the wafer by physical or chemical means wherever
the surface is not protected by the photoresist.

Diffusion and ion implantation: to use physical phenomena of heat diffusion to alter the
semiconductor’s electrical conductivity, then ionize the surface substance, then control the
electrical current magnitude to control the concentrations of ions.

Oxidation: to reduce the damage that can occur during the ion implantation stage.
Metallization: mainly to perform the connections of metals.

The types of manufacturing processing problems that can occur could involve robot handoffs,

contaminations, flow leakages, etc. Semiconductor engineers are able to use the defect patterns on the
wafers to locate problems in the process, which would then become clues in helping improve the yield.
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Figure 1. The semiconductor manufacturing diagram.

Kaempf [6] identified, in general, that manufacturing defects can be classified into three types:

Type-A, Type-B, and Type-C.

1.

Type-A defects are evenly random with a stable mean density. This type of defect is generated
randomly, and no specific clustering phenomenon is visible, as shown in Figure 2a. The cause of
this type of defect is complex and not fixed to particular patterns. It is difficult to find the cause
of this type of defect. This type of yield abnormality can be reduced by improving the stability
and accuracy of the process.

Type-B defects are systematic and repeatable from wafer to wafer. This type of defect has obvious
clustering phenomenon, as shown in Figure 2b,c. The cause of this type of defect can usually
be found by the distribution of defects on the wafer, which is used to find abnormalities in the
process or machine, such as the misalignment of the mask position during photo development or
excessive etching during the process, etc.

Type-C defects vary from wafer to wafer. This type of defect is the most common occurrence in
semiconductor manufacturing. That is, it is a combination of Type-A defects and Type-B defects,
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as shown in Figure 2d. In this type of defect, it is very important to eliminate the causes for
random defects and keep systemic defects, so that engineers can find the cause of anomalies.

l.l...h
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Figure 2. Wafer defects: (a) random defect, (b) repeatable defect, (c) systematic defect, and (d)
combinational defect.

There are many different types of defects, both visible and invisible. However, based on Kaempf’s
classification system [6] and suggestions from engineers about different types of visible defects with
known causes, the wafer-defect images will be grouped into four major classes: random, local, center,
and scrape, for this study. Examples of these four major classes are shown in Figure 3. The defects in
the random type are almost randomly distributed across the entire surface of the wafer. The defects in
the local type are concentrated on the edge of the wafer but do not exhibit linear or curvy characteristics.
The defects in the center type are concentrated around or near the center of the wafer in circular or
ring-like patterns. The defects in the scrape type exhibit linear or curvy distribution from the edge
moving toward the center of the wafer.

L.
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Figure 3. Defect types: (a) center, (b) local, (c) random, and (d) scrape.

These four classes of defect have known possible cause. The likely causes of each of these types of
defects are:

e Center type: due to abnormality of RF(Radio Frequency) power, abnormality in liquid flow,
or abnormality in liquid pressure.

e  Local type: due to silt valve leak, abnormality during robot handoffs or abnormality in the pump.

e Random type: due to contaminated pipes, abnormality in showerhead, or abnormality in
control wafers.

e  Scrape type: mainly due to abnormality during robot handoffs or wafer impacts.

If the defect type can be correctly identified, then by the use of the process of elimination,
the engineers can localize the cause(s) of the defects in the process and thus should be able to correct
them and increase the yield.

In previous studies on wafer defects, R. Baly et. al. [7] used an SVM(Support Vector Machine)
classifier to classify 1150 wafer images into two classes, high and low yields and reported to have
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achieved an accuracy of 95.6%. H. Dong et al. [8] used the machine-learning algorithm of logistic
regression to detect whether a wafer contains defects in order to predict yield, and the testing was done
using synthetically generated images simulating six types of wafer defects; F-scores (F-measure) varying
from 77.9% to 96.6% were reported. L. Puggini et al. [9] used random forest as a similarity measurement
to separate faulty wafers from normal wafers using a total of 1600 wafers in the experiment; however,
no accuracy was reported. M. Saqlain et al. [10] used a voting ensemble classifier (SVE) using density
as a feature to detect wafer defect patterns using 25,519 unequally distributed wafer images containing
eight classes of defects: center, donut, edge-local, edge-ring, local, random, scratch, and near-full,
and the paper reported that it was able to achieve an average of 95.8% accuracy. X. Chen et al. [11]
proposed a light-weight CNN model for training and classifying 13,514 28 x 28 wafer images into
4 classes: no defect, mechanical defects, crystal defects, and redundant defects; however, the paper
did not mention how many images were used for training, but it did report that an average of 99.7%
accuracy was achieved, which included a 100% detection rate on wafers with no defect.

In the current semiconductor manufacturing industries, the inspection process for visible defects
still mostly relies on manual labor for errors. However, identification by manpower alone will
eventually result in false identifications due to fatigue and lack of objectivity. Therefore, the purpose of
this research is to find a reliable machine vision-based method to correctly identify and classify the type
of wafer defects in the hope of replacing manual inspection. This paper investigates methods involved
using variants of the convolution neural networks, which are deep-learning neural networks and have
been shown to be effective in various complex vision-based tasks, because they are able to learn the
nonlinear relationship(s) between the inputs and the expected outputs [12]. In the following section,
we will discuss the parameters and design of the proposed convolution neural network, followed by
experimental comparisons with the performances of other machine-learning methods presented in the
literatures. In the conclusion section, we will discuss possible improvements and future works.

2. Methodologies

The system flowchart for the training portion of the primary method being investigated is shown
below in Figure 4. In this initial study, 25,464 raw images with visible defects were collected online from
the WM-811K [13] dataset, which contains 811,457 semiconductor wafer images from 46,393 lots with
eight defect labels. Based on experiments performed in this paper, a few wafer images exhibit multiple
types of defects and have only a single label: this is a limitation of this dataset. From this dataset, only
images with visible defects were chosen for the purpose of this paper. However, these wafer images
were acquired from different lots with different image acquisition methods, so the raw images do not
have a uniform definition of defects. For the purpose of this investigation, a uniform definition would
be better. So for uniformity, each raw image is preprocessed to extract only the area containing the
wafer by blackening the image areas outside the wafer to remove them from consideration. Then,
the contrast of the wafer area is enhanced before being binarized using threshold(s) obtained via the
OTSU [14] algorithm. The purpose of binarization is to emphasize the defects. This operation is then
followed by redefining the areas without defects as having the same grayscale value, while the defects
are redefined using white pixels. The final step is to normalize the image to 256 x 256 pixels, while
making sure that no white pixel is unintentionally removed by the normalization. About 75% of all the
normalized images are used to train the convolution neural network, which include features extraction,
features condensation, and classification. After training, about 25% of the normalized images are
used for testing, and an additional 40 images are used for validation. For this paper, all 25,464 wafer
images were labeled, 19,112 images were randomly chosen from each of the four types for training:
center: 4464, local: 4680, random: 5928, scrape: 4040. These four classes were grouped from the eight
defect labels in WM-811k due to similarities in the causes of the defects. The number of wafer images
chosen for testing is 6312, and 40 images, 10 from each type of defect, were reserved for validation.
The other method we investigated in this paper is the use of transfer learning on pretrained faster
R-CNN models, which will be discussed later.
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Figure 4. The system flowchart.

2.1. Convolution Neural Network

The architectures for the convolution neural network come in many different flavors [15]. However,
the fundamental architecture must contain convolution layers with activation functions, pooling layers,
and fully connected layer(s) for combining features before classification, as shown in Figure 5.
The convolution layers extracted the feature maps, then the pooling layers concentrate the feature
maps using various functions, such as maximizing or averaging values within a given window in
order to reduce the processing complexity for the following layers. These layers are followed by a fully
connected layer(s) before the classification. The proof of the effectiveness of CNN in feature extraction
has been discussed in the literatures [16], so it will not be repeated in this paper. During the training
phase, each of the labeled images is provided as input, and the CNN is expected to output the correct
label. The entire training phase can take a long time, depending on the value set for number of epochs
or the convergence threshold.
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Figure 5. The layers of a convolution neural network.

Each convolution layer consists of a weight matrix w and a bias b: the values of w and b would be
initialized and updated during the training of the layer. The output of each convolution layer would
be [17]:

xf =o( Z w,-x;_1 xkf.]. + b?) (1)
i€FM;
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where [ is the layer, FM is the feature map, k is the convolution kernel, b is the bias, and o(.) is the
activation function for each connection from i to j. The activation function is, generally, the ReLU
function [17], where ReLU(x) = max (0,x), and

ReLU(x) = max (0, x), and

1, if x>0 @)
i =
axReLU(x) { 0, otherwise

After experimentations probing for a good design, the following CNN network design is proposed
for this investigation. In this design, the input layer accepts 256 X 256 images, and the middle layers
contains five convolution layers with ReLU activation functions. Four of the convolution layers
are followed by max pooling layers with 2 x 2 windows, and the last convolution layer with ReLU
activation function is followed by one average pooling layer with a 2 x 2 window. The averaging
pooling layer, which would then be the last pooling layer before the fully connected layer, is followed
by a softmax function [17] used to map the output for classification. This proposed design for the CNN
network is chosen based on a good tradeoff between the amount of training time and accuracy for the
256 X 256 input images.

2.2. Transfer Learning on Faster R-CNN

The training of a CNN network takes a long time, especially with a large dataset. In this paper, we
also investigated whether the training time can be reduced by using the transfer learning technology
on pretrained deep learning neural networks. For this purpose, a special type of CNN, the faster
R-CNN [18], is chosen. Faster R-CNN is a variant of the CNN deep-learning neural network first
proposed to address the object detection problem. It differs from the standard CNN network shown
in Figure 5 by the addition of a detection network for a set of possible regions containing objects by
forming bounding boxes at different scales, which is termed the region proposal generation network.
The block diagram of a faster-R-CNN network is illustrated in Figure 6.
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Figure 6. The block diagram of a faster-R-CNN network.

The technology of transfer learning is to extract the parameters of a trained deep-learning neural
network, such as weights and bias, and apply them to the same type of network but for different
purposes and domains, plus some additional training for the images with new classes, so that the new
classes can be generated using smaller training sets. For example, take a network trained to detect
different objects and use it instead to locate handguns [19]. The use of transfer learning in deep-learning
neural networks has an advantage that the network does not need to be trained from zero, which
may take a long time, and has shown to be effective in certain applications. The proof of effectiveness
of transfer learning has been discussed in the literature [20]. In this paper, we take two pretrained
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faster-R-CNN models on different datasets for object detection, COCO [21] and KITTI [22]—which are
available in the Tensorflow package [23]—and use them to detect wafer defects on a subset of training
images. Due to the reduction in the training set, additional images can be added to the testing set.

2.3. Comparisons and Validation

The testing and validation results of the proposed CNN wafer defect classifier will be presented
in the next section. Comparisons will be made with other machine-learning-based classifiers presented
in the literatures: SVM [7], logistic regression [8], random forest [9], and weighted average (or soft
voting ensemble) [10]. The characteristics of these classifiers are:

e SVMis a well-known supervised classifier that performs by separating classes using hyper-planes,
which are called support vectors.

e Logic regression is a variant extended from linear regression. The main algorithm of logistic
regression is used in a binary classification algorithm to solve linearly separable problems.

e Random forest is an algorithm that integrates multiple decision trees, which is applied to the
combination of various decision trees of different subsamples of the original data set.

e Weighted average or soft voting ensemble (SVE) is a voting classifier integration method,
the decision value of the classifier is assigned a higher weight to improve the overall performance
of the overall classifier. Mainly, the results from the conventional classifier are input into the SVE
method to summarize and obtain the final wafer defect classification results.

Unless otherwise specified, the default settings will be used for the above classifiers in the
experiments. The validation will be done using 40 randomly chosen images that were not in the
training or testing dataset. The result will show whether further training is required for the proposed
CNN classifier.

2.4. Evaluation Measurements

In the first two experiments, the confusion matrix and the accuracy measure are used to present
the classification results for ease of visualization. This measurement works the best when the number
of classes is few. It presents the correct classified results along the diagonal entries in a tabular format.
The incorrectly identified results are off the diagonal, and the class to which they were wrongly
classified can easily be identified.

The definition of accuracy measure is as follows: [10]

All Wa fer Images in the Same Class Correctly Identified
All Wafer Images Labeled In the Same Class

Accuracy = 3)

This measure defines how well a classifier performs for a certain class. The overall accuracy is just
the average of all the accuracy measures for all the classes.

In the last experiment, we selected additional measures, include precision, recall, and the
F-measure. Precision is the measure of how close the predicted results are to the actual value. Recall is
the measure of the classifier’s ability to predict all the data of interest. The F-measure is a trade-off
between these two, and its value is high when the predicted results and the actual results are close to
each other. The definition of precision, recall and F-measure is [10]:

Wa fer Images in the This Class Truly Identified
All Wafer Images Classified in This Class

Precision = (4)
Wafer Images in the This Class Truly Identified

Recall = All Wa fer Images Labeled in this Class

©)

2 X Precision X Recall
F-M =
easure Precision + Recall ©)
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The AUC (area under the roc curve) measure is the area under the ROC curve [10]. The ROC
curve is a plot of Recall vs. the False Positive Rate, which is:

Wa fer Images in the This Class Falsely Identified
All Wafer Images Not In This Class

False Positive Rate = (7)

That shows the degree of reparability within the same class. The higher the AUC value implies that
the classifier is better at predicting each label class or distinguishing between different defect classes.
These are all measurements used in previous papers [7-10] as measurements for the effectiveness of
their classifier.

3. Results

Three experiments were performed to evaluate the performance of the proposed CNN, as well as
the use of transfer learning on pretrained faster-R-CNN models for wafer image inspection. The first
experiment compared the testing results of the trained CNN classifier vs. a well-known machine
classifier, the SVM, using 6312 testing images. The results will be visually displayed using the confusion
matrices. The second experiment evaluates two transferred learned faster-R-CNN models retrained
using fewer, 16,000, training images and 9411 test images. The last experiment will compare the results
of the trained CNN classifier vs. logistic regression (LR), random forest (RF), and weighted average
(soft voting ensemble, SVE) in terms of precision, recall, F-measure, and AUC for evaluations and
comparisons. These are the measures used to help identify the effectiveness of a classifier. Finally,
the validation results of the proposed CNN model will be shown.

3.1. CNN vs. SVM

In this experiment, the default values for the parameters are used for the SVM classifier to classify
the input features into four classes. The proposed CNN uses the parameters mentioned above and is
set to train for 100 epochs. Figure 7 shows examples of correctly classified images by the proposed
CNN classifier but missed by SVM. The results of the performance comparison between the proposed
CNN classifier and the SVM classifier using the confusion matrices and accuracy measure are shown
below in Table 1. The numbers of correctly identified wafer defect images are displayed in bold
numbers. Based on the numbers in the diagonal entries of the confusion matrices and the accuracy
measurements, it is clear that the proposed CNN classifier outperforms the SVM classifier for every
type of defects investigated.

i . &I N “— 5
(b) (9 (d)

Figure 7. Examples of correctly classified images: (a) center, (b) local, (¢) random, and (d) scrape.




Appl. Sci. 2020, 10, 5340 90f13

Table 1. Confusion matrices of SVM and CNN classifications.

Proposed CNN Model Accuracy
Center 1250 4 9 1 98.89%
True Class Local 5 1430 21 24 97.00%
Random 10 19 2696 3 98.83%
Scrap 5 11 16 808 96.19%
Predicted Class 97.73%
SVM Accuracy
Center 1212 0 10 42 95.89%
True Class Local 22 1065 185 208 72%
Random 41 26 2358 303 86.44%
Scrap 22 68 134 616 73.33%
Predicted Class 83%

3.2. Transfer Learning Using Faster R-CNN (COCO vs. KITTI)

The pretrained faster-R-CNN models used in this experiments were trained on two different
datasets: COCO and KITTI. Their performance comparisons on wafer defect classification using
confusion matrices are shown below in Table 2. The parameter settings are: input size of 256 x 256,
four additional classes, 4000 samples from each defect class for retraining, and 50 training epochs.
The technology of transfer learning was utilized, and a smaller training set, compared to the proposed
CNN model, was used to train these models. Because of this, a larger test set, 9411 test images,
can be used to test these faster-R-CNN models. A quick glance at the results will show that the
KITTI-pretrained faster R-CNN performs slightly better than the COCO-pretrained model in most
cases. Their accuracies are comparable to the proposed CNN model even with a smaller training set
and shorter training time.

Table 2. Confusion matrices of faster R-CNN trained on COCO and KITTI datasets.

Ccoco Accuracy
Center 2183 11 30 8 97.81%
True Class Local 9 2305 20 6 98.50%
Random 10 15 2936 3 99.06%
Scrap 11 55 12 1942 96.14%
Predicted Class 97.88%
KITTI Accuracy
Center 2208 11 8 5 98.92%
True Class Local 10 2276 15 39 97.27%
Random 7 14 2942 1 99.26%
Scrap 2 30 2 1986 98.32%
Predicted Class 98.44%

3.3. CNN vs. LR, RF, and SVE

In the third experiment, the parameters for the classifiers to be tested all use default values.
The results of the performance comparison between the proposed CNN classifier with logic regression
(LR), random forest (RF), and SVE classifiers using precision, recall, F-measure, and AUC are shown
below in Table 3. The best performances are displayed in bold characters. Again, a glance at these
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values shows that the performance of the proposed CNN classifier is better than the other classifiers
being investigated.

Table 3. Classification results of various methods.

LR RF SVE CNN

Center  89.88 94.22 92.54 98.89

Precii Local 70.49 85.75 83.91 96.62
recision - pandom  86.25 95.18 95.78 98.83
Scratch 75 89.66 81.36 96.19

Center  77.85 82.70 87.31 98.43

Recall Local 31.0 57.37 55.78 97.68
eca Random  77.53 88.76 89.33 98.32

Scratch  16.12 32.23 39.67 96.65

Center 83.44 88.08 89.85 98.66

EM Local 43.13 68.74 67.01 97.15
easure  pandom  81.66 91.86 92.44 98.57

Scratch  26.53 47.41 53.33 96.42

Center  99.45 99.57 99.80 99.85

AUC Local 93.08 98.36 98.75 99.68

Random  99.95 99.97 99.98 99.79

Scratch  91.21 96.90 97.90 99.75

3.4. CNN Validation

The validation of the proposed CNN model was performed using 40 reserved wafer images,
10 from each defect class, and the result is shown in Table 4. It shows that 38 out of the 40 images
were classified correctly. Two images, one in each of the center and local defects, appears to have been
misclassified. A closer examination of these two misclassified images shows that they both exhibit
multiple types of defect, yet only one type was labeled, as the example in Figure 8 shows. The wafer
image in Figure 8 was labeled as a local defect, but both local and scrape-defect types can be observed.
Since this study only included the four main types of defects and did not include mixed types, the two
images were misclassified.

Table 4. CNN validation results.

Defect Type Sample Size Correct
Center 10 90%
Local 10 90%
Random 10 100%
Scrape 10 100%
Total 40 95%

-

Figure 8. Wafer image exhibiting both scrape and local defect types.
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3.5. Discussion of Results

In previous studies, R. Baly et al. [14] achieved an accuracy of 95.6% in classifying 1150 wafers into
two classes, normal and faulty, using an SVM classifier. L. Puggini et al. [16] did a similar experiment
using random forest as the similarity measurement using 1600 wafer images. However, both the
number of wafer images and the number of classes were too few and would not be able to help
semiconductor engineers to identify the sources of the defects. The experiment of H. Dong et al. [15]
using logistic regression on synthetic images lacks useful performance evaluation on real wafer images.
The experiment of M. Saqlain et al. [17] using a voting ensemble classifier on eight classes of defects
achieved an accuracy of 95.8% on 25,519 unequally distributed wafer images. X. Chen, et al. [19]
trained and tested a light-weight CNN with 13,514 28 x 28 wafer images with four classes, including
one for no defect and report an average accuracy 99.7%. Not only were the few defect classes not
very helpful in helping to identify the causes of the defects, the image size could be too small to catch
smaller, but still visible, defects. For example, assuming a wafer size of one inch in diameter, 28 x 28
can classify a defective pixel no smaller than 0.1 cm?, while 256 x 256 can be useful in classifying a
defective pixel as small as 0.01 cm?. Compared to these previous studies, the proposed CNN classifier,
shows better performance with real, larger wafer images, as shown using the proposed measurements.
However, to ascertain this, experiments were designed to compare the proposed CNN classifier against
the classifiers mentioned using the same test dataset.

In the experiments performed in this paper, 256 X 256 wafer images with defects were trained
and classified into four classes, each with known causes, and compared with methods presented in
previous studies: SVM, logistic regression, random forest and soft voting ensemble. Because the testing
test sets are the same, the performance results can then be compared. According to the experiment
results shown above, the proposed CNN architecture with 19,112 training samples performed better
than the other methods in terms of accuracy, precision, recall, F-Measure, and AUC. With this we can
conclude that the proposed trained CNN model can more accurately classify defective wafer images,
according to the four classes with known causes of defects, than the other methods. With an input
size of 256 x 256, it should be possible to capture smaller defects than the light-weight CNN model
proposed by X. Chen et al. [19]. In terms of accuracy, the proposed CNN classifier achieved an average
accuracy of 98.88%, while the SVM achieved only an average of 83% across the four tested defect
types. In the comparison experiment against the other classifiers, SVE and RF methods achieved nearly
90% in average precision; however, lower F-measures in the local and random classes indicate that,
as classifiers for the given test dataset, their performances lag behind our proposed CNN classifier.
However, the AUC measurements show that the SVE may be slightly better than the proposed CNN
classifier in the random class.

In the transfer learning experiment using two pretrained faster-R-CNN models, by re-using the
pretrained models from Tensorflow [23], it was possible to retrain them using a smaller training set for
a few new classes that were not in the original labels. By running a larger testing set of 9411 wafer
images through these retrained models, the results show that the KITTI model was a slightly better
performer than the COCO model, and the overall performance in terms of accuracy was no worse than
the proposed CNN model with a larger training set. Based on the result of this experiment, the use of
the technology of transfer learning appears to be a feasible avenue of research in the future for wafer
defect classification.

4. Conclusions

In this paper, two ways to use the deep learning convolution neural networks to classify
semiconductor defect images were presented. The first way is to train a carefully designed CNN with
five convolution layers using 19,112 images of semiconductor wafer with defects, and the second way
is to use a pretrained faster R-CNN and apply transfer learning using just 16,000 images. Both ways
achieved similar performances, but discovering which way is better requires additional investigations.
Regardless, both methods seek to present reliable alternatives to manual inspection of semiconductor
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wafers. Because the raw materials used in the semiconductor industry are expensive, and defects
caused by the manufacturing process can result in great losses, thus careful inspection of different types
of defects would help the engineers to locate and fix the problem at its source(s) and improve the yield.

The results of the experiments presented in this paper show that the use of convolution neural
networks in classifying wafer images can be a feasible alternative to manual inspection and have been
shown to perform well above other known machine-learning methods, such as SVM, logistic regression,
random forest, and soft voting ensemble. However, the misclassification that occurred during the
validation phase shows that the proposed design can be further improved. In future research, other
defect types, including mixed types, should be added into the types of defects to be classified and,
if possible, there should be an increase in the number of training samples used in future investigations.
There are plans to investigate the effective methods for classifying defect images using other flavors of
the convolution neural network architectures in the future, including the Mask R-CNN [24].
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