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ABSTRACT The conventional rate control algorithm does not fully consider the characteristics of the
Human Visual System (HVS). To address this problem, in this paper, a perception based Coding Tree
Unit (CTU) level bit allocation algorithm for intra High Efficiency Video Coding (HEVC) is proposed, which
aims to minimize the perceptual distortion of each CTU under a given bit rate constraint. Firstly, to better
represent perceptual distortion, Perceptually Weighted Mean Squared Error (PWMSE) is adopted instead of
Mean Squared Error (MSE). Then, the relationship between Rate (R) and Perceptually Weighted Distortion
(Dp) is formulated by the proposed R-Dp model. Finally, the perceptual weighting factor derived from the
R-Dp model is used to guide CTU level bit allocation. Experimental results show that the proposed algorithm
achieves 6.27% bit rate reduction and 0.38 dBBjøntegaard Delta PerceptuallyWeighted Peak Signal to Noise
Ratio (BD-PWPSNR) gain on average. Under other seven quality evaluation metrics, the proposed algorithm
achieves from 1.57% to 8.95% average bit rate reduction while maintaining the perceptual quality, which
significantly outperforms the benchmark schemes. Moreover, the proposed perception-based CTU level bit
allocation algorithm also maintains a high rate control accuracy, which reaches 99.997%.

INDEX TERMS Perceptual coding, bit allocation, rate control, high efficiency video coding.

I. INTRODUCTION
With the development of multimedia video technology, Ultra
High Definition (UHD), Three-Dimensional (3D), and Vir-
tual Reality (VR) videos are becoming more and more pop-
ular. In the foreseeable future, the demand of realistic visual
experience will lead to a broader development of Wide Color
Gamut (WCG), High Dynamic Range (HDR) and light field
technology [1]. Simultaneously, it brings explosive growth in
data volume as well, which challenges the multimedia video
data storage and transmission. An efficient video coding stan-
dard is always desired for academic and industrial societies.
H.265/High Efficiency Video Coding (HEVC) [2] standard
has doubled the coding efficiency of H.264/Advanced Video
Coding (AVC) [3]. This greatly improves the performance
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of video coding, but more coding gains are supposed to be
achieved from the perceptual perspective. Perceptual coding
can further remove the perceptual redundancy, and bring
better compression efficiency and visual experience, which
has been studied by more and more scholars. In video coding,
one of the most important modules is rate control, which tar-
gets at effectively meeting the dynamic channel bandwidth.
Generally, the process of rate control can be divided into two
steps. The first one is bit allocation, which determines the
optimal target number of bits in Group of Picture (GOP),
frame and Coding Tree Unit (CTU) levels. The second one is
the value of the Quantization Parameter (QP) determination
with the R-Q or R-λ models.

In general, the rate control algorithm is developed accord-
ing to the mathematical models of R-Q, R-λ, D-λ, etc. A rate
control algorithm based on the R-Q model was proposed
in [4]. Subsequently, Li et al. [5] established R-λ model to
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determine the values of QP, which significantly improved the
rate control accuracy and was incorporated into the HEVC
test Model (HM) version 10.0 [6] to replace the R-Q model.
However, this bit allocation algorithm was only utilized for
non-intra frames. Thus, the proposals of JCTVC-M0257 [7]
and JCTVC-M0036 [8] were proposed for intra frames.
In JCTVC-M0257, intra frame bit allocation was guided by
the linear correlation between the number of bits and the Sum
of Absolute Transform Difference (SATD). Recently, a new
GOP level bit allocationmethodwas presented in [9] tomatch
the HEVC GOP coding structure accurately. Guo et al. [10]
proposed an effective frame-level bit allocation method to
improve video coding performance and maintain high preci-
sion of bit rate control in HEVC. Li et al. [11] constructed the
D-λmodel and developed an optimal bit allocation algorithm.

To further exploit the redundancies in human perception
distortion, many scholars began to study perceptual video
coding [12]. There are many perceptual quality prediction
models, such as Structural Similarity Index Metric (SSIM),
Gradient Magnitude Similarity Deviation (GMSD), picture
wise Just Noticeable Difference (JND) [13], etc. With SSIM,
the game theory was employed [14] to guide the CTU level
bit allocation for intra frame. Moreover, SSIM based rate
control algorithms were proposed in [15] and [16]. Based on
the gradient information, Yang et al. [17] utilized gradient
magnitude similarity deviation [18] in the CTU level bit
allocation. A gradient based R-λ model for the intra frame
rate control was proposed by Wang et al. [19]. In addition,
a bit allocation algorithm based on saliencywas also proposed
in [20]. Sun et al. [21] proposed a new perception-based intra
frame coding optimization algorithm that adaptively updated
bit allocation for the salient and non-salient regions. Texture
complexity and motion information were used to measure the
temporal-spatial masking effect, whichwere used to guide the
rate control algorithm in [22]. Although thesementionedmet-
rics could remove the perceptual redundancy to some extent,
the performance can be further improved for the compressed
image or video from the perceptual quality perspective.

The algorithm of Perceptually Weighted Mean Squared
Error (PWMSE) [23] is the state-of-the-art perceptual quality
evaluation metric, which is more consistent with Human
Visual System (HVS). The metric of PWMSE used a ran-
domness map to measure the masking effect of HVS and
simulate the process of the initial part of HVS to remove the
imperceptible signal [23], which can better capture the char-
acteristics of HVS. Since the consumer of the video stream
is the end-user, the perceptual characteristics should be fully
considered. So we employ the PWMSE quality metric in this
paper. Therefore, a perception based CTU level bit allocation
algorithm for intra High Efficiency Video Coding (HEVC) is
proposed.

The major contributions of this paper are
1) A novel CTU-level bit allocation method is proposed,

in which the conventional distortions such as MSE,
SAD, are replaced by a perceptual distortion to reflect
the real human perceived quality. Then, the associated

perceptual weighting factor is derived and utilized in
HEVC to guide the bit allocation in CTU level for rate
control.

2) Four models of Rate (R) and Perceptually Weighted
Distortion (Dp) are formulated in a statistical manner,
and two of them are separately incorporated into the
video codec and compared. In addition, two parameter
estimation methods are proposed for model parameters
determination.

3) In addition to PWMSE, seven mainstream perceptual
metrics are adopted for coding performance evaluation,
which illustrate that the proposed algorithm is efficient.

The remainder of this paper is organized as follows.
In Section II, the problem and motivations are presented.
The proposed perception-based rate and distortion models
are illustrated in Section III. In Section IV, two R-Dp models
are adopted to derive the perceptual weighting factor of each
CTU. In SectionV, the perception-based CTU level bit alloca-
tion algorithm for HEVC is described in detail. In Section VI,
the experimental results and analyses are presented. Conclu-
sions are then drawn in Section VII.

II. PROBLEM AND MOTIVATIONS
At present, the intra frame-based CTU level bit alloca-
tion algorithm utilizes the MSE or Mean Absolute Differ-
ence (MAD) of the co-located CTU as the weight for bit
allocation, but this method measures pixel by pixel difference
between original and reconstructed images, which does not
fully consider the perception characteristic of HVS. From the
subjective perspective, there is a model of visual masking
effect for the human eye [21]. As shown in Fig. 1, although
the values ofMSE are identical in Figs. 1(b) and (c), the visual
qualities of these two images are different. The visual quality
of Fig. 1(c) is significantly better than that of Fig. 1(b).
Because of the distortion in Fig. 1(c) is mainly located in
the background of trees and weeds, the distortion perceived
by the human eye is relatively small; while the distortion
in Fig. 1(b) is mainly located in the foreground of the person
and some flat areas. These areas have weak masking effect
and are sensitive to distortion, so humans can easily detect the
distortion. The perceived image qualities vary with the video
contents and regions although they have the same MSE.

Inspired by this observation, a perception-based CTU level
bit allocation algorithm is proposed in this paper for HEVC
in the intra coding scenario. The coding resource of bits is
supposed to be allocated according to the masking effect
of HVS. A smaller number of bits will be allocated to the
coding unit with significant human eye masking effect, i.e.,
less sensitive, and vice versa.

III. PERCEPTION-BASED RATE AND DISTORTION MODEL
A. PERCEPTUAL DISTORTION MEASUREMENT
There are many existing perceptual image quality metrics,
such as SSIM, MS-SSIM, VIF, GSMD, FSIM, and VSI, etc.
The perceptual quality model PWMSE proposed in [23],
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FIGURE 1. Different perceptual qualities under the same value of MSE.
(a) Original image, MSE = 0. (b) The distortion located at foreground, MSE
= 48. (c) The distortion located at background, MSE = 48.

which captures the perceptual characteristics of the HVS and
has more consistency with human perception.

The PWMSE is adopted to represent the perceptual distor-
tion with the randomness value in this paper. In a randomness
map, the larger the random value, the stronger the masking
effect, the less distortion can be perceived by the HVS and
vice versa. The process of the visual signal received by the
HVS is represented with a linear transfer function, many
researchers treated the Contrast Sensitivity Function (CSF) as
the spatial Modulation Transfer Function (MTF), and used it
to define characteristics of initial processing in HVS. Hence,
perceptual distortion 1DF [23] is expressed as

1DF = F∗ (I− Id) , (1)

where I is the original image, Id is the distorted image.
The symbol ∗ represents the convolutional operation, and the
function F is the spatial low-pass filter of the CSFmodel [23],
whose element F(u, v) can be presented by

F(u, v) =
(
α + βξu,v

)
e−γ ξu,v , (2)

where ξu,v is the spatial frequency at (u, v) and α, β, γ are
constant parameters. PWMSE is calculated in [23] as

PWMSE = ln

 1
HW

H∑
i=1

W∑
j=1

1DF (i, j)2 × S(i, j)

 , (3)

where 1DF (i, j) is the element of perceptual distortion 1DF
at (i, j) position, S(i, j) is the randomness map value at (i, j)

position. W and H are the width and height of the image,
respectively. We use PWMSE to measure the distortion of
the reconstructed videos. It is reported in [23] that the perfor-
mance of PWMSE is much higher than the conventional per-
ceptual quality evaluation metrics. In addition, many coding
algorithms in HEVC encoder, such as motion estimation, rate
control, intra and inter prediction, were all developed based
on the MSE, it is easier and more compatible to integrate the
PWMSE to the encoder than other perceptual metrics. So we
choose this PWMSE as the distortion metric in HEVC bit
allocation.

B. RATE-PERCEPTUALLY WEIGHTED DISTORTION MODEL
Since the optimization objective, i.e., the distortion measure-
ment, in bit allocation of HEVC has been changed, and the
corresponding R-D model should be changed accordingly.
So we need to establish the new relationship between Rate (R)
and Perceptual Weighted Distortion (DP) noted as R-DP
model. As we know, in the traditional R-D model, the hyper-
bolic function has been widely used when the distortion
metric is defined as MSE. For R-Dp model, we also consider
the hyperbolic function [24] as

Dp = α × R−β , (4)

where α and β are model parameters, which are related
to video content. In addition, the exponential function [24]
based model is also considered in modeling the R-Dp rela-
tionship, which can be presented as

Dp = c× ek×R, (5)

where c and k are parameters, which are related to video
content. We also consider the following Simple Polynomial
function based Model (SPM) as the R-Dp model

Dp = a+
b
R
, (6)

where a and b are model parameters related to video content.
Besides the above functions, we also consider the following
Complex Polynomial function based Model (CPM)

Dp = m× Rn + l, (7)

where m, n and l are model parameters related to video
content. We perform the experiments to compare the four
models. We use the default All Intra (AI) configuration in
the platform of HM-16.7 [25], and then fit the R-Dp curve,
as shown in Fig. 2. Six sequences are selected, includ-
ing ‘‘Kimono’’, ‘‘Johnny’’, ‘‘PartyScene’’, ‘‘RaceHorses’’,
‘‘PeopleOnStreet’’, and ‘‘BasketballPass’’. 150 frames are
encoded for each sequence under fixed QPs (QP = 22, 27,
32, 37). The Dp is represented by the PWMSE of the lumi-
nance component, which is calculated by Eq. (3). The R is
represented by bpp (bit per pixel), which can be calculated
by

bpp =
R

f × H ×W
, (8)
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FIGURE 2. The R-Dp fitting curves of four sequences with four models. (a) Kimono. (b) BasketballPass. (c) Johnny.
(d) PeopleOnStreet.

where f is the frame rate, W and H are the width and
height of the image, respectively. Fig. 2 shows the fitting
curves of four sequences, including ‘‘Kimono’’, ‘‘Johnny’’,
‘‘BasketballPass’’, and ‘‘PeopleOnStreet’’. The dots are real
data. The blue, green, red, and gray lines indicate the hyper-
bolic function, the exponential function, SPM, and CPM,
respectively. From the Fig. 2, we can see that the CPM in
Eq. (7) outperforms the other models for most cases within
the practical bitrate range. We also use R-squared to measure
the accuracy of these four models. The results are shown
in Table 1. The average fitting accuracy of the hyperbolic
function in Eq. (4), the exponential function in Eq. (5),
the SPM in Eq. (6), and the CPM in Eq. (7) are 0.89, 0.85,
0.92, and 0.99, respectively. The fitting accuracy of the CPM
in Eq. (7) is the highest one among the fitting schemes.
In addition, the accuracy of SPM is in the second place, which
is much better than the Hyperbolic and exponential models.
It is a little inferior to CPM, however, it has a simpler form
in calculating the optimal bit allocation parameters. Thus,
the SPM and CPM are both considered and used in this
work.

IV. PERCEPTUAL WEIGHTING FACTORS DETERMINATION
FOR CTUS
Before performing bit allocation, we need to get the percep-
tual weighting factor of each CTU to guide the CTU level bit
allocation. In this section, according to the SPM and CPM,
the derivations of the perceptual weighting factors for the two
models are presented accordingly.

TABLE 1. Curve fitting accuracy comparison under different functions
based R-D model.

A. PERCEPTUAL WEIGHTING FACTOR DETERMINATION
FOR SIMPLE POLYNOMIAL FUNCTION BASED MODEL
(SPM)
The goal of video coding optimization is to minimize dis-
tortion at a certain bit rate. Similarly, the goal of perceptual
coding optimization is to minimize perceptually weighted
distortion at a certain bit rate. The minimization of percep-
tually weighted distortion in a frame can be formulated as

min
N∑
i=1

Dpi s.t.
N∑
i=1

Ri ≤ Rpic, (9)

where Rpic is the target bit allocated to a frame, Ri is the bit
allocated to the i-th CTU, and Dpi is the i-th CTU perceptu-
ally weighted distortion calculated by PWMSE. We take the
Lagrangian multiplier algorithm to convert this constrained
problem into an unconstrained problem, which can be
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presented as

J =
N∑
i=1

Dpi + λ

(
N∑
i=1

Ri − Rpic

)
, (10)

where λ is the Lagrange multiplier. Then we solve the uncon-
strained problem by taking the partial derivatives of Ri and λ
in Eq. (10) respectively, and set them to zero

∂J
∂Ri
=
∂Dpi
∂Ri
+ λ = 0

∂J
∂λ
=

N∑
i=1

Ri − Rpic = 0.
(11)

Then according to the relationship between R and Dp,
we apply Eq. (6) into Eq. (11) and obtain

∂J
∂Ri
= −

bi
R2i
+ λ = 0

∂J
∂λ
=

N∑
i=1

Ri − Rpic = 0.
(12)

Solving the Eq. (12), we obtain Ri

Ri =

√
bi

N∑
j=1

√
bj

· Rpic, (13)

where
√
bi is the content-related perceptual weight for the

i-th CTU. Let ωP1CTU (i) be the perceptual weighting factor of
the i-th CTU, and it is defined by

ωP1CTU (i) =

√
bi

N∑
j=1

√
bj

. (14)

According to Eq. (14), once b is given, the corresponding
perceptual weighting factor can be obtained. In the traditional
model parameter solution, the parameters are initially defined
and then updated. In this paper we present a new adaptive
parameter solving method. We consider the problem of solv-
ing the SPM coefficient b as a problem of solving the linear
regression model coefficient. Eq. (6) can be rewritten as

Dp = a+ b× R′, (15)

where R′ = 1
R . We solve linear regression model Eq. (15) by

least squares method, and then we get a general solution of
the coefficient

b =
lxy
lxx
, (16)

where 

lxy =
n∑
i=1

(R
′

i − R
′ )(Dpi − Dp)

lxx =
n∑
i=1

(R
′

i − R
′ )2

R′ =
1
n

n∑
i=1

R′i

Dp =
1
n

n∑
i=1

Dpi .

(17)

From the above process, the perceptual weight
√
bi of each

CTU can be adaptively obtained according to the video
content, thereby obtaining the perceptual weighting factor
ωP1CTU (i) of each CTU. In the experiment, n is set as 16,
and in order to prevent the bits gap between different CTUs,
we empirically clip the perceptual weight

√
bi to [6.0, 7.0].

B. PERCEPTUAL WEIGHTING FACTOR DETERMINATION
FOR COMPLEX POLYNOMIAL FUNCTION BASED MODEL
(CPM)
Similar with the process of Eq. (9) to Eq. (11), we apply the
CPM model of Eq. (7) into Eq. (11) and obtain

∂J
∂Ri
= ni × mi × R

n−1
i + λ = 0

∂J
∂λ
=

N∑
i=1

Ri − Rpic = 0.
(18)

Different from the SPM, Eq. (18) in the solution of the CPM
cannot be explicitly expressed as that of the SPM in Eq. (13).
That is to say, the relationship between the number of bits
allocated by each CTU and the total number of bits cannot
be explicitly formed. Thereby the perceptual weighting factor
similar to Eq. (14) cannot be obtained directly. Therefore,
we obtain the corresponding number of bits of the CTU by
directly solving the model parameters. In the case that the
CPM model coefficients n and m are known, we use the idea
in paper [26] to solve λ. The specific process is as follows,
Eq. (18) can also be expressed as:

Ri = (−
λ

mi × ni
)

1
ni−1

N∑
i=1

Ri − Rpic = 0.
(19)

Let ωP2CTU (i) be the perceptual weighting factor of the i-th
CTU, and it is defined by

ωP2CTU (i) = (−
λ

mi · ni
)

1
ni−1 × N 2, (20)

where N 2 is the size of each CTU. According to Eq. (20),
once m, n, and λ are given, the corresponding perceptual
weighting factor can be obtained. For nonlinear regression
model Eq. (7), take the logarithm on both sides and obtain

ln(Dp − l) = ln(m× Rn), (21)
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convert the nonlinear regression model in Eq. (7) to a linear
regression model, Eq. (21) can be rewritten as

D
′

p = m
′

+ n× R∗, (22)

where D
′

p = ln(Dp − l), R∗ = lnR, and m
′

= lnm. Before
solving the linear regression model Eq. (22), we choose three
points (R1, Dp1), (R2, Dp2), (R3, Dp3), where the third point
meets R3 ≈ R1 × R2, substitute the three points into Eq. (7),
and obtain 

Dp1 − l = m× Rn1
Dp2 − l = m× Rn2
Dp3 − l = m · (R1 × R2)n,

(23)

then we obtain

l =
Dp1 × Dp2 − D

2
p3

Dp1 + Dp2 − 2Dp3
. (24)

Solve the linear regression model in Eq. (22) by least squares
method, and then get a general solution of the coefficients n =

hxy
hxx

m
′

= D′ − nR∗,
(25)

where 

hxy =
n∑
i=1

(R∗i − R∗)(D
′

pi − D
′

p)

hxx =
n∑
i=1

(R∗i − R∗)
2

R∗ =
1
n

n∑
i=1

R∗i

D′ =
1
n

n∑
i=1

D
′

pi .

(26)

The solution of λ for Eq. (19) can be calculated through the
bisection method, which is described in detail in Algorithm 1.
The bisection method is used to adjust λ. After the solution

of Ri in Ri = (− λj
mi×ni

)
1

ni−1 is obtained, substitute this Ri into

Dj =
N∑
i=1

Ri − Rpic, and then judge whether the summation

of the allocated rate can satisfy the given rate constraint or
not. If the allocated bits do not satisfy the rate constraint,
the value of λwill be adjusted, and the solutions for Riwill be
re-calculated until their summation satisfies Eq. (19). From
the above process, the perceptual weighting factor ωP2CTU (i)
of each CTU can be adaptively obtained according to the
video content. In the experiment, we empirically normalize
the perceptual weighting factor to [6.0, 7.0].

V. VISUAL PERCEPTION-BASED CTU LEVEL BIT
ALLOCATION
In this section, we performCTU level bit allocation algorithm
for intra frame. The key idea of CTU level bit allocation
is to allocate the remaining bits to the remaining CTUs.

Algorithm 1 Solving λ in Eq. (19) Using the Bisection
Method
1. Initialization: λj = 0, λmax = 1000, λmin = 0, tol =
0.0001
2. Given equation: Ri = (− λj

mi×ni
)

1
ni−1

3. Input: Initial value of λj, Initial iterator j = 1, Initial
difference D0 = 0
4. Repeat process

5. Calculate the difference Dj =
N∑
i=1

Ri − Rpic

6. If Dj > 0 then
7. λmin← λj, λj← (λj + λmax)/2
8. else
9. λmax ← λj, λj← (λj + λmin)/2
10. update the iterator: j← j+ 1
11. Until Dj < tol
12. Output: Final value of λj

We use the SATD calculated by each CTU as the initial bit
weight for the current CTU. This initial bit weight is used to
calculate the estimated remaining bits. We use the remaining
actual bits in the sliding window to compensate the estimated
remaining bits. Then, we use the perceptual weighting factor
to calculate the optimal bits allocated for each CTU. The
specific process is as follows. The initial bits allocated to each
CTU is calculated by

RCTU (i) =
CCTU (i)
N∑
j=1

CCTU (j)

× Rpic, (27)

where CCTU (i) is the SATD value of the i-th CTU, which
is the initial bit weight. Rpic is the target bit allocated to a
frame. RCTU (i) is the initial bit allocated to the i-th CTU. N
is the number of CTUs in a frame. The remaining bits RECTU
are calculated by

RECTU (i) =

N∑
k=i

CCTU (k)

N∑
j=1

CCTU (j)

× Rpic. (28)

Then, the actual remaining bits are used to adjust the esti-
mated remaining bits ROCTU as

ROCTU (i) = RACTU (i)+

(
RACTU (i)− R

E
CTU (i)

)
× (N − i)

SW
,

(29)

where RACTU is the actual remaining bits, i is the number
of the encoded CTUs, RECTU is the estimated remaining
bits, which is calculated by Eq. (28). SW is the size of a
smooth window, which is used to make the bitrate change
smoother. SW in our experiment is set as 4, which follows the
literature [5].
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FIGURE 3. The flowchart of the perceptually weighted CTU level bit
allocation algorithm.

The perceptual weight of each CTU is used to obtain the
optimal bits allocated to each CTU

Ropt (i) =
ωPCTU (i)
N∑
j=i
ωPCTU (j)

× ROCTU (i), (30)

where the perceptual weightωPCTU (i) is calculated by Eq. (14)
or Eq. (20), and the remaining number of bits to be adjusted
ROCTU will be calculated by Eq. (29).
After the bit allocation is performed, the QP is determined

by the two relational models of R-λ [5], [24] and QP-λ [27].
The flowchart of the perceptually weighted CTU level bit
allocation algorithm is shown in Fig. 3. The SATD value of
each CTU is firstly calculated and the ininitial bits of each
CTU are allocated. Secondly, the perceptual weighting factor
of each CTU is determined. And then the actual remaining
number of bits is adopted to update the optimal number of
bits. Next, the perceptual weighting factor is used to obtain
the optimal number of bits per CTU. Finally, the R-λ and
QP-λ models are employed to obtain the QP value of each
CTU.

VI. EXPERIMENTAL RESULTS AND ANALYSES
A. EXPERIMENTAL SETUP
To testify the effectiveness of the proposed algorithm,
JCTVC-K0103 [5], JCTVC-M0257 [7], HM-16.7 default
anchor algorithm and Wang-SPL [19] are adopted as the
benchmark schemes. These algorithms are all implemented
on the HEVC reference platform HM-16.7. Experimental
encoding settings are shown in Table 2, and the rest param-
eters are default. The target bitrate of each sequence is col-
lected under the platform of HM-16.7 reference software with
fixed QPs (QP= 22, 27, 32, 37), following the Common Test
Conditions (CTC). Twenty four video sequences with various
contents and characteristics are tested. Table 3 shows the
properties of the test sequences including resolution, frame

TABLE 2. Experimental settings.

TABLE 3. Summary of the testing sequences.

rate, and the number of encoded frames. 150 frames of each
sequence are encoded.

B. COMPARISON OF R-D PERFORMANCE USING PWMSE
METRIC
We convert PWMSE [23] to Perceptual Weighted PSNR
(PWPSNR) to evaluate the quality of compressed video,

PWPSNR = 10log10

(
2552

ePWMSE

)
. (31)

Then, Bjøntegaard Delta Perceptual Weighted Peak Signal
to Noise Ratio (BD-PWPSNR) and Bjøntegaard Delta Bit
Rate (BD-BR) [28] with respect to PWPSNR are adopted
as the R-D performance evaluation metrics. The negative
value of BD-BR with respect to PWPSNR, denoted as

VOLUME 7, 2019 154965



X. Liu et al.: Perception-Based CTU-Level Bit Allocation for Intra HEVC

TABLE 4. R-D Performance comparison with JCTVC-K0103 on HM-16.7 when quality is measured with PW-PSNR.

FIGURE 4. The R-PWPSNR curve of two test sequences. (a) KristenAndSara. (b) BasketballDrive.

BD-BR (PWPSNR), and the positive value of BD-PWPSNR
indicates coding gain and vice versa.

In Table 4, the BD-BR and BD-PWPNSR are calcu-
lated when compared with benchmark rate control scheme
JCTVC-K0103. We can observe that JCTVC-M0257 reduce
the bit rate from −0.02% to 5.61% and 1.25% on average.
Wang-SPL and the HM16.7 achieve −0.38% and −4.83%
in terms of BD-BR on average, respectively. As com-
pared with the JCTVC-K0103, the proposed SPM algorithm
saves 5.78% bit rate and achieves 0.35 dB coding gain.
For the best case, the bit rate reduction reaches 11.13%
and the value of BD-PWPSNR is 0.64dB, which is much
better than the benchmark schemes. Compared with the
JCTVC-K0103, the proposed CPMalgorithm saves 6.27% on

average bit rate and achieves 0.38 dB coding gain. For
the best case, bit rate reduction is 14.84% and the value
of BD-PWPSNR is 0.91dB, which is much better than the
benchmark schemes and the proposed SPM scheme. The
performance of our proposed two perception based bit allo-
cation algorithms can achieve better performances in terms
of BD-BR and BD-PWPSNR than those of other algorithms.
Therefore, the CPMmodel performs better and is more capa-
ble of characterizing the R-Dp model. Moreover, the R-D
curves are illustrated in Fig. 4. It can be observed that the
R-D curve of the proposed algorithms are located above
of JCTVC-K0103, JCTVC-M0257, HM-16.7 default anchor,
and Wang-SPL, which indicates that the proposed algorithm
is the best. As shown in Fig. 5, the image quality of each
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TABLE 5. R-D performance comparisons when quality is measured with PWMSE_VIDEO [31] and IFC [27].

FIGURE 5. PWPSNR per picture for the sequence KristenAndSara.

frame of our proposed algorithm is significantly better than
that of other algorithms. Because we consider the perceptual
characteristics of the HVS, and allocate fewer bits to the
coding unit with a significant masking effect and allocate
relatively more bits to other coding units. It removes the per-
ceptual redundancy and achieves better coding performance.
Overall, the comparative experimental results show that the
coding performances of our algorithms are significantly
better than those of the JCTVC-K0103, JCTVC-M0257,
HM-16.7 default anchor and Wang-SPL.

C. COMPARISON OF R-D PERFORMANCE USING
DIFFERENT QUALITY METRICS
Besides the PWPSNR, seven other popular qualitymetrics are
also utilized for performance evaluation, including IFC [29],
MSSSIM [30], PWMSE_VIDEO [31], SSIM [32], UQI [33],

FSIM [34], and VIF [35]. It should be noted that these metrics
of IFC,MSSSIM, SSIM, and UQI are computed in case of the
luminance component.

The experimental results of these metrics are shown
in Tables 5, 6, and 7. From Table 5, the BD-BR with respect
to PWMSE_VIDEO, denoted as BD-BR (PWMSE_VIDEO)
of the algorithm JCTVC-M0257, HM-16.7 default anchor,
Wang-SPL, proposed SPM, and proposed CPM are−0.98%,
−1.48%, −3.33%, −3.87%, −4.04%, respectively. In case
of IFC, the values of BD-BR (IFC) of the algorithm JCTVC-
M0257, HM-16.7 default anchor,Wang-SPL, proposed SPM,
and proposed CPM are−0.69%,−0.44%,−1.86%,−2.02%,
and −2.06%, respectively. From Table 6, taking SSIM as the
quality evaluation metric, the values of the BD-BR (SSIM)
of the algorithm JCTVC-M0257, HM-16.7 default anchor,
Wang-SPL, proposed SPM, and proposed CPM are−2.52%,
−0.64%, −6.20%, −7.40%, −8.00%, respectively. In case
of using UQI, the values of BD-BR (UQI) of the algo-
rithm JCTVC-M0257, HM-16.7 default anchor, Wang-SPL,
proposed SPM, and proposed CPM are −1.72%, −2.85%,
−6.71%, −8.47%, and −8.95%, respectively. Among these
quality metrics, the proposed rate control with SPM and CPM
have better visual quality or more bit rate savings than the
benchmark schemes. Therefore, we can conclude that the per-
formance of our proposed algorithms are better than the
state-of-the-art algorithms. In addition, the bit rate savings
of proposed CPM are more than that of proposed SPM. The
results of the other three perceptual evaluation methods are
shown in Table 7. Due to the page limitation, the data in the
table is the mean BD-BR of the above test sequences. We can

VOLUME 7, 2019 154967



X. Liu et al.: Perception-Based CTU-Level Bit Allocation for Intra HEVC

TABLE 6. R-D performance comparisons when quality is measured with SSIM [32] and UQI [33].

TABLE 7. BDBR performance comparison when the image quality is
measured with FSIM [34], VIF [35] and MSSSIM [30].

observe that the BD-BR (FSIM) of the algorithm JCTVC-
M0257, HM-16.7 default anchor,Wang-SPL, proposed SPM,
and proposed CPM are−4.37%,−1.42%,−6.44%,−6.74%,
−6.57%, respectively. The values of the BD-BR (FSIM)
of the algorithm JCTVC- M0257, HM-16.7 default anchor,
Wang-SPL, proposed SPM, and proposed CPM are−1.19%,
0.31%, −1.58%, −1.63%, −1.57%, respectively. The values
of the BD-BR (MSSSIM) of the algorithm JCTVC-M0257,
HM-16.7 default anchor, Wang-SPL, proposed SPM, and
proposed CPM are −3.67%, −1.49%, −6.43%, −7.56%,
−7.85%, respectively. It can be found that the performance
of the proposed CPM is not as good as the proposed SPM,
in BD-BR (FSIM) and BD-BR (VIF). The reason is that our
objective aims to minimize the PWMSE subject to the bit
rate constraint, and the characteristics of the two evaluation
metrics are a little different from the PWMSE, resulting
in some differences in the results with other metrics. But
overall, the performance of our proposed two perception
based bit allocation algorithms can achieve significant R-D
performance improvement than other algorithms.

FIGURE 6. Actual bits per picture for the sequence KristenAndSara.

D. BIT RATE ACCURACY COMPARISONS
Besides the R-D performance comparison, we use bitrate
error rate to measure the accuracy of the rate control algo-
rithm. The average bitrate error rate (E) is calculated as

E =
1
N

N∑
i=1

∣∣RT ,i − RA,i∣∣
RT ,i

· 100%, (32)

where RT ,i is the target bitrate and RA,i is actual bit rate,
N is the number of bit rate point, which is 4 in this paper.
The average of the bitrate error of the four bit rate points
is regarded as the final bitrate error of the sequence. The
average bitrate error rates (E) of different coding schemes
are shown in Table 8. The bitrate error of JCTVC-0257,
Wang-SPL, proposed SPM, and proposed CPM are 0.014%,
0.032%, 0.003%, 0.005%, respectively. Fig.6 illustrates the
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TABLE 8. Comparison of bitrate error rate (%) between proposed
perception-based rate control algorithm and other algorithms.

bit rate comparison among different rate control scheme for
the sequence KristenAndSara. We observe that at the same
bit rate, the bit fluctuation of Wang-SPL, and our proposed
SPM and CPM algorithms are more stable than those of other
algorithms. Our proposed algorithm is much better than the
state-of-the-art schemes and maintains good performance in
terms of bit rate control accuracy.

VII. CONCLUSION
In this paper, in order to further improve visual quality and
the coding performance, a perception based Coding Tree
Unit (CTU) level bit allocation algorithm for intra High
Efficiency Video Coding (HEVC) is proposed. Perceptually
Weighted Mean Squared Error (PWMSE) is adopted to rep-
resent the video perceptually weighted distortion. Then, we
present four models to formulate the relationship between
Rate (R) and Perceptually Weighted Distortion (Dp), and
derive the perceptual weighting factors for guiding bit allo-
cation. Compared with other advanced CTU level bit alloca-
tion methods, our proposed algorithm achieves a great gain
in terms of bit rate reduction and video quality improve-
ment. Besides, the proposed perception-based CTU level bit
allocation algorithm maintains high performance in bit rate
accuracy.
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