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Fully Embedded Myoelectric Control for a
Wearable Robotic Hand Orthosis

Franziska Ryser∗1, Tobias Bützer∗1, Jeremia P. Held2, Olivier Lambercy1 and Roger Gassert1

Abstract— To prevent learned non-use of the affected hand
in chronic stroke survivors, rehabilitative training should be
continued after discharge from the hospital. Robotic hand
orthoses are a promising approach for home rehabilitation.
When combined with intuitive control based on electromyo-
graphy, the therapy outcome can be improved. However, such
systems often require extensive cabling, experience in electrode
placement and connection to external computers. This paper
presents the framework for a stand-alone, fully wearable and
real-time myoelectric intention detection system based on the
Myo armband. The hard and software for real-time gesture
classification were developed and combined with a routine to
train and customize the classifier, leading to a unique ease of
use. The system including training of the classifier can be set up
within less than one minute. Results demonstrated that: (1) the
proposed algorithm can classify five gestures with an accuracy
of 98%, (2) the final system can online classify three gestures
with an accuracy of 94.3% and, in a preliminary test, (3) classify
three gestures from data acquired from mildly to severely
impaired stroke survivors with an accuracy of over 78.8%.
These results highlight the potential of the presented system for
electromyography-based intention detection for stroke survivors
and, with the integration of the system into a robotic hand
orthosis, the potential for a wearable platform for all day robot-
assisted home rehabilitation.

I. INTRODUCTION

With over 14’000 cases every day worldwide, stroke is the
leading cause for chronic hand impairment [1], [2]. In most
cases, prescribed physical and occupational therapy lead to
improvement of the motor and sensory function of the af-
fected limb [3]. However, after completing inpatient therapy,
many subjects remain with limited residual hand function,
impeding the use of their hand in activities of daily living
at home. The lower the residual hand function, the more a
patient is prone to learned non-use [4], i.e. decreased use of
the affected limb because of its low functionality. To prevent
learned non-use and enhance residual hand function, the
rehabilitative training needs to be continued after discharge
from the hospital [5].

Robotic systems can provide a platform for home re-
habilitation and for continued therapy, independent from
scheduled sessions at the hospital. Aiming at home reha-
bilitation [6], [7], state of the art robotic hand orthoses
offer continuous assistance-as-needed or are combined with
video games and performance feedback to increase the
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motivation of the patient [8], as the Gloreha (Idrogenet srl.,
Lumezzane, Italy) or Hand of Hope (Rehab-Robotics Ltd.,
Hong Kong). Using intention detection is hypothesized to
stimulate Hebbian plasticity [9] and thus, to be beneficial for
neurorehabilitation [10]. Various intention detection methods
can be integrated into robotic hand orthoses, triggering the
desired robot motion based on users’ biosignal. Methods
such as electroencephalography (EEG) [11], electrooculogra-
phy (EOG) [12] and near-infrared spectroscopy (NIRS) [13]
have been used in 2-class problems such as the differenti-
ation between two grasp patterns, or for on/off control of
robotic devices like hand orthoses. However, all approaches
are highly limited in the number of classes that can be
differentiated. In order to cover the large variety in human
grasp types, several gestures have to be recognized [14].
Surface electromyography (sEMG) based algorithms have
been used to classify up to 53 grasp types at 61.5% overall
accuracy [15]. However, EMG systems typically use multiple
electrodes [15]–[17] or electrode arrays [18], which require
cumbersome cabling, conductive gels and experience in
electrode placement, making them hardly applicable in a
home rehabilitation scenario. The commercially available
Myo armband (Thalmic Labs, Kitchener, Ontario, Canada)
is a lightweight and easy to use alternative to state of the art
EMG data acquisition systems. Its eight dry EMG electrodes
do not require exact placement and its built-in classifier
can detect six different hand gestures. The Myo armband
has therefore been used as alternative EMG data acquisition
system for the control of robotic hand prostheses [19].
However, the built-in classifier is only suitable for very
specific, hard-coded gestures. Moreover, the Myo armband
requires connection with an external computer at all times.

In this paper we present the framework for a stand-alone,
real-time and wearable EMG intention detection system
based on the Myo armband. In contrast to previous work,
the system does not require any connection to an external
computer and can be trained to identify custom gestures
in a short training routine after the system is donned. The
classifier training routine can be executed before each use
of the system and therefore enables much higher inter-
session classification accuracies compared to systems with
pre-trained classifiers. Furthermore, the system can fully
integrate robotic systems, such as the hand orthosis presented
in [20] creating a platform for all day home rehabilitation.

II. METHODS

For intention detection based control, EMG signal patterns
are recorded with the Myo armband and mapped to selected



Fig. 1. System overview showing the Myo armband and the hand orthosis
with a backpack containing the control unit (microcontroller and printed
circuit board), and the electronics box above (motors and battery). The
motors and the hand orthosis are connected with Bowden cables. The
Myo armband communicates wirelessly via Bluetooth Low Energy with
the control unit.

gestures. This information can subsequently be used to
trigger the position control of an assistive device, such as
the two degrees of freedom (DOF) hand orthosis earlier
presented in [20]. To decouple the system from stationary
devices the EMG signal is transmitted via Bluetooth to an
integrated control unit, where the signal classification is
executed (Fig. 1).

A. Requirements

As desired grasp types may change for different therapy
sessions and as EMG changes for every user and every
recording session [21], a custom classifier is required. It has
to detect up to 5 different hand gestures with an accuracy
of about 95% to account for the variety in human grasp
types [22]. To be used in activities of daily living, it has
to detect the gestures reliably even when the arm is held
in another configuration [23]. The different gestures should
ideally be detected within 250-300ms (minimal perceivable
delay) after the EMG signal is evoked, in order to maximize
the user acceptance of the system [24]. To be compatible
with a wearable robotic device, the EMG signal acquisition
and classification has to be computed on a stand-alone and
wearable device that provides the computational power and
memory resources to process the EMG data with minimal
delay. The intention detection system should be wearable
for several hours a day. Therefore, the classification system
and the EMG sensors have to be comfortable, suitable for
patients with impaired hand function and easy to use for
stroke survivors with cognitive deficits.

B. Hardware choices

We chose the Myo armband (Fig 2) [25] as data acquisition
system due to its ease of use and wearing comfort. It
combines eight dry surface EMG sensors and communicates
via Bluetooth Low Energy (BLE). The EMG signal is filtered
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Fig. 2. The Myo armband from Thalmic Labs, containing a nine-
axis inertial measurement unit (IMU), eight dry surface EMG sen-
sors and vibration actuator for haptic feedback. Figure adapted from
https://developer.thalmic.com.

SD card BLE BeeMotor driversCustom PCB

Fig. 3. The Galileo Gen2 development board by Intel with a custom
printed circuit board (PCB). The microcontroller processes and classifies the
EMG signal and controls the motors of the hand exoskeleton. The program
developed in the Arduino IDE is stored on a micro-SD card. The PCB
includes four motor drivers, pins for four motor cables, a Bluetooth module
and a connector for an additional serial line to external sensors. Overall size
of the electronics board: 123.8 mm × 72 mm × 32 mm.

against powerline noise interference and streamed with up to
200 Hz to a computer.

For computing the EMG signal, we chose the Galileo
Gen2 development board from Intel. The Galileo Gen2 meets
the requirements in terms of computational resources, with
a 32-bit Intel Pentium processor, 512 kbytes SRAM and
256 Mbytes DRAM. Besides a Linux operating system, it
supports the Arduino Software (IDE). As the Galileo Gen2
does not store the sketch internally, we booted the board from
an external microSD card with an embedded Yocto linux
image. Best results were achieved with the uClibc based
Yocto image provided by Intel. The Bluetooth receiver was
included in a custom-made printed circuit board and accessed
by the digital input/output pins of the Galileo Gen2 (Fig. 3).

C. Data acquisition

The EMG signal is acquired and preprocessed by the
Myo armband. To receive the data, a BLE Bee (HM-11
Bluetooth module on an XBee compatible form factor [26])
from Seeedstudio was connected via UART to the Galileo
Gen2 board. This allows to exchange the BLE Bee with
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Fig. 4. Control scheme for the allocation of the EMG samples. On the
hardware side, the signal pathway starts on the microcontroller with C-
commands that are translated into Bluetooth specific requests (UUID), sent
over a serial connection to the Bluetooth module and wirelessly to the
Myo armband, where the requests are processed and the responses are sent
back in reversed order. The raw EMG samples are then processed (feature
calculation) and classified, and depending on the assigned gesture, another
action can be triggered, e.g. a new desired motor position xdes of the robotic
hand orthosis can be approached.

another XBee module, e.g. Zigbee, if a wireless connection
to a computer is required. The Bluetooth module is based
on Texas Instruments CC2541 System-on-Chip. The mod-
ule acts as master to write status commands to the Myo
armband and subscribe for notifications to get new EMG
data. Instead of the custom firmware, the open source project
myobridge [27] was flashed onto the HM-11 Bluetooth
module. Myobridge contains an implementation of Thalmic’s
Myo armband Bluetooth protocol [28] to translate Bluetooth
specific commands into Arduino compatible commands and
vice versa (Fig. 4). The myobridge firmware was adjusted to
fit the data structure alignment of the Intel processor on the
Galileo Gen2.

D. Signal processing and classifier

As embedded systems provide a limited amount of com-
putational power, the optimal trade-off between the compu-
tational cost of the classifier and its performance had to be
found. We chose a multiclass support vector machines ap-
proach with segmentation lengths of 300ms, and a subset of
the EMG time-domain features proposed by Englehart [24]:
The mean absolute value (Fmav = 1

S

∑S
k=1 |xk|), number of

zero-crossings (Fzc =
∑S

k=2 |1| if (xk ∗ xk−1) < 0) and
the waveform length (Fwl =

∑S
k=2 |xk − xk−1|), where x

is the EMG amplitude and S the length of the segmentation
window. A radial basis kernel (K(xi, xj) = exp(−γ||xi −
xj ||2), γ > 0) was used, where the kernel parameters (γ, C)
were optimized with a grid search. The multi-class problem
was addressed with one-vs-one binary classifiers. For the
online classification the sliding window was reduced to a
length of 150ms and shifted by 20ms to reduce the delay. The
features were normalized by the EMG value corresponding
to maximal voluntary contraction (MVC) when closing the
hand. The classification algorithm was implemented in Mat-
lab for offline analysis and in Arduino IDE for the real-time
embedded system. The Arduino IDE offers no classification
library. Thus, we included the LIBSVM library [29], an
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Fig. 5. Routine for the training of the classifier: The circles indicate
short (1), medium (2) or long vibrations (3). During the calibration run, the
maximal voluntary contraction signal is recorded. Then, for each gesture, a
set of training samples is recorded for 2 seconds. After the training phase,
the software enters the online classification loop. For three gestures, the
entire training routine requires approximately 20 seconds.

integrated software for support vector classification with an
efficient open source implementation in C. The classifier
remained unchanged, however, we adapted the underlying
functions of the framework to run it with the embedded
system.

E. Training interface

Each time the Myo armband is donned a new classifier
has to be trained wherefore a training interface with haptic
feedback was implemented. Before the training routine starts,
the Myo armband is placed on the forearm (see Fig. 1) and
is set in non-sleep mode to prevent the armband from falling
into a resting state. The streaming of the EMG is enabled
and the built-in classifier is disabled. The initialization of
the Myo armband includes a calibration run to measure the
EMG values during MVC and the training of the classifier
(Fig. 5). To guide the user through the routine (e.g. when
the calibration ends and when a new training gesture should
be performed), the vibration motor in the Myo armband is
used.

F. Validation procedure

1) Offline classification accuracy for different gestures:
To validate if the chosen classification approach meets
the requirement of detecting five different hand gestures,
its classification accuracy was offline analyzed. EMG data
were collected with the Myo armband from one unimpaired
subject with a streaming rate of 50Hz. The evaluation sets
consisted of data from five static gestures (rest, close, open,
precision pinch and key pinch, Fig 6), each held for one
minute. In Matlab, a tenfold cross validation was performed
for each evaluation set, i.e. 9/10th of the data acquired
from each gesture were used to train a classification model
while the remaining data was used to evaluate the classifier.
The classification accuracy was computed as the number of
correctly classified samples divided by the total number of
samples.

2) Online classification accuracy for different arm con-
figurations: To evaluate the applicability of the classifier in
tasks of daily living, i.e. the recognition of different grasps in
situations which differ from the training condition, the real-
time classification accuracy was measured for three gestures,
which can be executed with the hand orthosis presented
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Fig. 6. On the left side, the hand gestures tested with the Myo armband
are shown: rest, close, open, key pinch and precision pinch. On the right
side, a stroke survivor wearing the Myo armband on the impaired side is
performing an opening gesture.

TABLE I
UPPER EXTREMITY FUGL-MEYER SCORES OF THE THREE STROKE

SURVIVORS

Upper extremity Fugl-Meyer score Patient 1 Patient 2 Patient 3

Proximal (maximum 36) 12 26 28

Distal (maximum 30) 2 16 23

Total (maximum 66) 14 42 51

in [20] (rest, close, open) in three arm configurations: (1)
a relaxed position where the arm lays on the knee (training
position), (2) stretching the arm in front of the body and
(3) stretching the arm to the right of the body (Fig. 7).
Evaluation data were collected from one unimpaired subject
with a streaming rate of 50Hz. 150 samples acquired in
configuration 1 were used to train the classifier. To test the
classification accuracy, the performance over three seconds
per gesture in each arm configuration was analyzed, whereas
the transient signal between two gestures was removed.
This procedure was repeated 5 times, generating 5 different
datasets.

3) Offline classification accuracy for stroke survivors: For
a proof-of-concept, three male stroke survivors with mildly
to severely impaired hand function on their right side (upper
extremity Fugl-Meyer (FM) scores [30] of 14, 42 and 51 out
of maximum 66 (Table I)) participated in a study, approved
by the cantonal ethics commission (Approval No. Req-2016-
00656). Following the FM upper limb assessment, EMG data
were collected from the impaired arm with a streaming rate
of 50Hz. The stroke survivors performed three gestures (rest,
close, open, see Fig. 6), each gesture held for sixty seconds
in arm configuration 1. The EMG data was offline processed,
i.e. features were calculated, normalized and evaluated with
tenfold cross validation.
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Fig. 7. Classification accuracies for the online evaluation with one
unimpaired subject. Five datasets were recorded for three gestures in
three different arm configurations. The grey shaded areas indicate the
performed gesture (rest, open, close). The black circles denote accuracies
for specific gestures in single datasets. The dark grey bars indicate the
mean classification accuracy for specific gestures over all datasets. The
black braces summarize the overall classification accuracies for each arm
configuration (1: relaxed position, training position, 2: stretching the arm
out in front of the body and 3: stretching the arm out to the right of the
body).

III. RESULTS

1) Offline classification accuracy for different gestures:
For the SVM approach, cross validated classification accu-
racies of over 98% were achieved for all 5 gestures.

2) Online classification accuracy for different arm con-
figurations: The results of the online classifier analysis over
different arm configurations are shown in figures 7 and 8.
Mean classification accuracies of over 98% for each gesture
(mean gesture accuracy) were achieved if the arm was held
in configuration 1 (training position). When the arm was
extended to other arm configurations (2, 3), the mean gesture
accuracies lied between 85−100%. The overall configuration
accuracy (mean of the mean gesture accuracy for each arm
configuration) varied between 90.4 − 99.5%. The global
classification accuracy was found to be 94.3%. The classifiers
detect the closing gesture with no false positives over all
datasets, while the rest and opening gestures were mistaken
as closing gesture in 2.3% to 3.3% of all cases, respectively.

3) Offline classification accuracy for stroke survivors:
The offline classification model for three gestures (rest,
close and open) provided overall classification accuracies
of 98.2%, 78.8% and 98.2% for each patient respectively
(Fig. 9).

4) System usability: The stroke survivors wore the Myo
armband for 10 to 20 minutes reporting comfortable use,
also during the vibrating feedback of the armband. With
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when actually another gesture was performed) are indicated. The row f.n.
indicates the false negatives (i.e. the relative amount of incorrectly classified
samples of the corresponding gesture).
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Fig. 9. Classification accuracies for the offline evaluation with three stroke
survivors (upper extremity FM scores of 14, 42 and 51 out of max. 66).
Data were recorded for three gestures, each gesture held for sixty seconds
in a relaxed arm configuration with the arm on the knee. The grey shaded
areas indicate the performed gesture (rest, open, close). The dark grey
bars indicate the mean classification accuracy for specific gestures. The
black braces summarize the overall classification accuracies for each stroke
survivor.

a segment length of 30 samples, a delay of 600ms for a
streaming frequency of 50Hz is achieved. The processing
time of the classification itself is in the range of a few
milliseconds and therefore negligible. The training routine
starts automatically, lasting for 20 seconds. The system
allows continuous classification for up to 4h on a single
battery charge. It was successfully integrated into a hand
exoskeleton [20] and used as embedded myoelectric control
for the wearable robotic hand orthosis.

IV. DISCUSSION

We presented an embedded myoelectric intention detection
system using the Myo armband for EMG data acquisition.

The classifier is customizable with a training routine guiding
through the training phase. The algorithm was evaluated with
respect to different arm configurations and tested with data
from stroke survivors.

A. System characteristics and advantages

The proposed system is fully wearable and stand-alone,
including the hard and software for real-time EMG intention
detection and it is able to control a robotic hand orthosis.
To the authors’ knowledge, only one similar stand-alone
intention detection system with the Myo armband has been
developed: Dicker et al. [31] described the intended use
with hand prosthesis. However, neither online classification
accuracy nor robot control were reported.

Compared to conventional EMG data acquisition systems
(as used in [15]–[17]) the Myo armband is highly convenient
to use. The dry electrodes do not require exact placement
and can be placed all at once, such that stroke survivors
themselves can don the Myo armband. The electronics board
is small and can be well integrated into a robotic device.

Once the Myo armband is donned, the user is guided
through a training routine, where the classifier is trained
with desired gestures. Such training is necessary for every
state of the art EMG system [15]–[18], as EMG is not an
absolute measure and changes for different users and differ-
ent sessions (electrode placement, fatigue of the user, etc.)
[21]. If the myoelectric intention detection system is used to
control a robotic device, the complete setup from donning
the Myo armband to the start of the real-time control of the
device takes approximately 2 minutes including the training
of the classifier (in comparison placing the Myo armband
and training the built-in classifier requires approximately
three minutes, whereas in state of the art EMG systems with
individual electrodes [16], already the electrode placement
requires several minutes). The user interface based on vi-
brating feedback, which guides the user through the training
routine, and the subsequent embedded online classification
fully decouple the system from stationary computers and
displays. Furthermore, the rechargeable batteries allow for
a use of several hours, making the proposed system suitable
for independent use in the home environment.

B. Classification algorithm and accuracy

Out of various classifiers and features presented in [15],
[24], [32], the best performing combination for this work
was found iteratively. With the setup presented in section II
we reached offline classification accuracies for 5 gestures of
over 98%, a comparable result to related work using state of
the art EMG acquisition systems from Choi et al. of 97%
for 5 gestures [33], Khokhar et al. reporting 96± 1.98% for
13 gestures [34] or Dicker et al. with accuracies of 99± 1%
for 6 gestures [31]. Compared to related work presenting
either integrated systems or use of the Myo armband, the
presented system performs comparable: Benatti et al. [16]
used conventional EMG electrodes and a SVM classifier in
a fully embedded system (without the option for embedded
classifier training) and reached slightly lower accuracies of



92% but for an increased number of 7 different hand gestures.
Abreu et al. [32] used the LIBSVM library to train a SVM
classifier with EMG from the Myo armband and reached
offline classification accuracies of 4 − 95% for 20 different
hand gestures. In order to increase the acceptance as a
therapeutic device, we prioritize to recognize the performed
gesture with reliable accuracy over implementing a high
number of grasps.

For the three gestures evaluated in the online classification
the proposed system reaches classification accuracies of
85−100%, comparable to results found in literature (Fougner
et al. 95% for 8 gestures with training data from different
arm configurations [35], Benatti et al. 90% accuracy for
7 gestures [16]). We can see that the online classification
accuracy varies for different gestures and different datasets.
The former can be explained with the much higher EMG
amplitude of the closing gesture compared to other gestures.
This biases the classifier towards the closing gesture: every
time the performed resting and opening gestures were mis-
classified they were classified as closing gesture, whereas no
actually performed closing gesture was misclassified. The
variation in classification accuracy for different datasets can
be explained by differences in the quality of the training
data, introduced when the user does not follow the training
routine or performs gestures differently during training and
classification.

For certain arm configurations the classification accuracy
for single gestures in single datasets can decrease down
to 50%. Much like the varying classification accuracy for
different gestures and datasets, this is due to the low variance
in the training set. The classifier can be made more robust
for signal changes by extending the classifier training routine
in order to acquire more diverse training data or by reducing
the number of extracted features.

C. Performance in stroke survivors

Related work presenting hand gesture recognition in stroke
survivors based on state of the art EMG systems report
classification accuracies of 92.42 ± 5.51% for 20 gestures
[18] or 71.3% for six gestures in a study with mildly
impaired subjects [21]. In this work, we evaluated data
from mildly to severely impaired subjects for three gestures.
The classification accuracy between 78% and 98.5% is
comparable to the results found in related work.

For subject 3 high classification accuracies were reached
for all three gestures. This result was expected, as subject
3 was only mildly impaired. The low classification accuracy
for subject 2 (moderately impaired) is due to imprecisely
followed oral instructions during the data acquisition, which
led to differently performed gestures and high variance in
the EMG data. This highlights again that the classification
accuracy strongly depends on the quality of the training
data, especially for a short training routine. Remarkable is
the classification accuracy reached for subject 1: despite the
severe impairment of the hand (distal upper extremity FM
score of only 2 out of max. 30) and almost no residual motion
when attempting to perform the three gestures, the EMG

signal of subject 1 could be correctly classified in over 98%
of all cases. While limited to a single subject, this highlights
the potential of the presented system for EMG based robot
control and therefore robot assisted home rehabilitation for
stroke survivors.

D. Limitations

The presented results were acquired in a lab environment
and the use of the system in activities of daily living has to
be validated. Furthermore, in stroke survivors, the system has
neither been tested for online classification nor for different
arm configurations, mostly due to low residual proximal
limb mobility of the participating stroke survivors. Thus, the
presented results for offline classification in stroke survivors
may not be fully representative.

Besides the pending validation of the results, some techni-
cal limitations have to be taken into account. In the current
configuration, the total delay of the system from intended
motion of the user until execution of the motion of the
robotic hand orthosis is 600ms, which can be perceived by
the user. In comparison with other EMG systems with delays
of only 125 ms for acquisition and processing [36], this is
a clear limitation of the proposed system. However, with
the maximal streaming rate of 200Hz of the Myo armband
(limited by the bandwidth of the BLE protocol) and the need
for 30 samples to correctly classify the performed gestures,
the theoretical minimal delay is 150ms, which would lay
below the perceivable limit of 250-300ms [24]. Additionally,
the transient EMG signal generated when changing between
two gestures, might be included to further shorten the clas-
sification delay.

A further limitation is the misclassification of single sam-
ples: if one recorded sample is assigned to the wrong class,
the robot reacts instantly, which leads to a twitching motion
of the robotic device. This would largely limit applications in
activities of daily living. In order to filter misclassified single
samples, majority vote can be integrated (i.e. the motion of
the robot is only triggered, when a new gesture is recognized
continuously over several samples) at the expense of an
increased delay.

For a future use, the robustness of the signal transfer
will be improved, and a more elaborated error handling
routine will be included to increase the acceptance of the
system. To reduce arm configuration dependency of the
gesture classification, data from different arm configurations
as well as data from inertial measurement units (IMU) can
be integrated in the training. Further evaluation of the real-
time controlled system with patients should be conducted.
A representative study is planned to specify the subset of
stroke survivors who could use the EMG triggered robotic
hand orthosis and benefit from its assistance.

V. CONCLUSION

In this paper we presented a stand-alone EMG-based
intention detection system including a fast training routine
using the Myo armband. We showed that this system can



be used for gesture recognition of five custom hand ges-
tures (rest, close, open, precision pinch and key pinch) in
healthy subjects and three gestures (rest, close, open) in
stroke survivors. The classifier reached accuracies of 78.8%
to 99.2% for mildly to severely impaired subjects, and as
a proof-of-concept, the classification output was used to
control a robotic hand orthosis, indicating the potential of
myoelectric control for wearable robotic hand orthoses in
home rehabilitation.
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