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ABSTRACT TopicModelling has been successfully applied in many text mining applications such as natural
language processing, information retrieval, information filtering, etc. In information filtering systems (IFs),
user interest representation is the core part which determines the success of the system. Topics in a topic
model generated from a user’s documents can be used to represent the user’s information interest. However,
the quality of a topic model generated from a document collection is not always accurate because the topics
of the topic model might contain meaningless or ambiguous words. This ambiguity problem can affect the
performance of IFs which use a topic model to represent user information interest. Hence, a topic evaluation
method to assess the quality of topics in a topic model is important for ensuring the effectiveness of utilizing
the topic model in text mining applications. One method in measuring the quality of a topic model is to
match the topical words of the model to concepts in an ontology. However, a limitation of this method is that
some topical words in an examined topic cannot be found in the mapping ontology. In this study, we propose
a new model to evaluate the quality of topics by matching concepts in an ontology. In particular, word
embedding technique is applied to dealing with the ambiguity problem by finding similar concept words
based on word embeddings. The assessed topics are then used in an information filtering system for filtering
relevant documents for a user. The proposed model was evaluated against some state-of-the-art baseline
models in terms of term-based, phrase-based, and topic-based user interest representations, and also some
topic evaluation models. The result of the evaluation shows that the new proposed model outperforms the
state-of-the-art baseline models.

INDEX TERMS Information filtering, concept matching, topic evaluation, topic modeling, user interest
representation, word embedding.

I. INTRODUCTION
The past decade has seen the rapid development of topic
modelling in understanding text corpus. Among the state-
of-the-art models, Latent Dirichlet Allocation LDA [1]–[3]
is the most popular technique, which provides an explicit
representation of documents. In LDA, documents can be rep-
resented by a probability distribution of topics and each topic
is a probability distribution of words. The topic model based
document representation has been successfully applied to
many text mining applications. However, the topics generated
by LDA still have limitations. Ambiguous or meaningless
topical words and topics were reported in [4] as a common
limitation of topic models in general. Many topical words
are ambiguous and noisy [4]. This problem originates from
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LDA algorithm which generates the inferred topics based
on high frequent words occuring in the collection. However,
frequent words are not necessarily meaningful. Likewise,
topics may contain subtopics which cannot be accurately rep-
resented by ambiguous topical words. Therefore, evaluating
the quality of topics in order to select good topics to be
used in text mining applications plays an important role in
improving the performance of topic model based text mining
applications.

Currently, the studies on topic model evaluation followed
two main directions: automatic evaluation and human judge-
ments. A preliminary work on human judgements was con-
ducted by Chang in [4]. That study discovered intrusive
topical words (e.g., meaningless, ambiguous, or irrelevant
words) based on human judgements. Unlike Chang, Musat
in [5] reported a different method called CRSWN for assess-
ing topics automatically based on predefined knowledge
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provided by WordNet. This model evaluated topics by mea-
suring semantic relevance among topical words based on
knowledge from WordNet. One other method for automat-
ically evaluating topics is based on statistics to measure
the semantic co-occurrence between topical words in the
modelled documents [6]. Even though these existing works
could identify intrusive topical words in the examined topics,
they used human judgements to evaluate the effectiveness
of their proposed models. The model TRbTCM proposed
in [7] evaluates topics by mapping the topics to concepts in
an external ontology. However, many of the topical words
cannot be directly matched with the concepts in ontology.
These unmatched words are often some abbreviations, newly
created technical terms, compound words, or some rarely
used words. These words are often ambiguous or do not
have commonly acceptedmeaning. Therefore, the topics con-
taining such a kind of words cannot be accurately evaluated
based on matching concepts in ontologies. A model called
sTRbTCM [8] was proposed to deal with the ambiguity prob-
lem by using WordNet to find similar words. But the attempt
was unsuccessful because the performance of sTRbTCM is
worse than that of TRbTCM. In this paper we propose to
explore similar words of the unmatched topical words based
on word embeddings in order to evaluate the quality of topics
more accurately.

Semantic similarity between two words can be used
to measure whether the words are similar when applying
them in the same context. Word vector representation is
getting more attentions recently for representing semantic
meanings of words. Word embedding methods have been
proposed [9], [10] to learn words’ vector representations (i.e.,
word embeddings) from a large text corpus using neural
networks. The similarity between twowords can be measured
by the similarity between the word embeddings of the two
words. In the proposed method in this paper, word embed-
dings are used to identify semantically similar words to deal
with the unmatched topical word problem.

The main contributions of this study are listed as
follows:

(1). Firstly, we propose a new method to assess the quality
of a topic by mapping the topic to concepts in an external
ontology. A new type of patterns, called semantic patterns,
is defined based on matching concepts. The quality of topics
in a topic model is evaluated based on the semantic patterns
and the matching concepts.

(2) Secondly, a method is proposed to deal with unmatched
topical words which cannot be matched with any concepts
in the mapping ontology. Word embeddings are used to find
concepts which share similar semantic meaning with the
unmatched topical words.

(3) We also propose a method to measure the relevance of
a document to a user’s information interest. A topic model
is generated from the user’s document collection. Each topic
is represented by semantically meaningful topical words,
including similar concept words. Relevance of an incoming
document to the user information interest is measured based

on the quality of the topics that are involved in the incoming
document.

Through extensive experiments, the proposed model was
compared to some existing works in document representa-
tions as well as in topic evaluation. We found that the new
proposed model performed better than the word-based topic
models such as LDA_words [2] and document representa-
tions based on terms and phrases [11], [12]. The new pro-
posed model also outperformed some state-of-the-art models
in topic evaluation such as CRSWN and CSM in [5], [6].

This paper consists of five sections. The first section is
the introduction part. Section II presents related works. The
third section describes the proposed topic evaluation method.
Section IV presents a new method to rank document rele-
vancy. Section V is about the experimental results and dis-
cussion. The conclusion part is presented in Section VI.

II. RELATED WORKS
Information filtering systems (IFs) aim to find relevant infor-
mation to satisfy user’s information needs. IFs comprise two
main parts which are user interest modeling and filtering
part [13]. In user interest modelling, some conventional meth-
ods based on terms and phrases are widely used to represent
user’s interest. One of the popularly used term-based models
was BM25 [11]. However, this representation conveys poly-
semy and synonymy as many of single terms express more
than one specific meaning. Phrase-based methods such as
the one in [14] were proposed to deal with the polysemy
and ambiguity problems. Although phrases are considered
to be more specific and representative than single words in
document representation, phrases still face the problem of
low occurrences. For improving the capability of document
representation based on terms and phrases, topic models
such as PLSA and LDA in [2], [15] were used which pro-
vided statistics based models for document representation in
which only high distributing terms are used to represent user
interest.

Pointwise Mutual Information (PMI) score was studied
for automatically evaluating topics in [6]. Correlation score
between two topical words in the topic is investigated in [16].
This study introduced a new method in automatic topic eval-
uation by discovering correlated information among pairs of
high frequent words in a topic. Similarly, the work in [6] also
studied the coherence between topical words in a topic. This
work compares co-occurrence scores of topical word pairs
over three different external resources including Wikipedia,
WordNet, and Google. This research compared different
methods in evaluating topics based on both external resources
and occurrences of topical pair words. A study focus on
semantic meaning of topical words was proposed in [4]. This
work aimed to discover topical words that are meaningless or
nosensical. This work used human judgments to evaluate the
performance of the proposed model.

Ontologies provide relatively reliable knowledge sources
for evaluating the quality of topics. Measuring semantic
relevance of a topic to concepts in ontology was studied
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in [5]. The main idea of the method called CRSWN is to
map topical words with senses in WordNet. This research
employed the distance between topical words and concepts
in WordNet to measure the relevance between topical words
in the ontology. Although this approach can measure the
conceptual relevance of the examined topic, the main weak-
ness of this study is the failure to address the co-occurrence
between topical words inside each concept in assessing the
quality of topics. Topic and concept matching, as used in
TRbTCM [7], is a recently proposed approach in assessing
the quality of topics. This model measured the quality of a
topic based on the overlapping parts between the topic and
concepts in the ontology. However, there exist unmatched
topical words in the examined topic which are considered
meaningless or ambiguous topical words because they do
not occur in the mapping ontology. sTRbTCM in [8] was
proposed to deal with this problem. The main idea is to find
similar words of the unmatched topical words usingWordNet
and use these similar words tomatch with concepts. However,
the performance of sTRbTCM in terms of information filter-
ing was unsatisfactory, which is worse than the performance
of TRbTCM.

Semantic similarity is commonly used for paraphrase
detection, information retrieval and document classification
as in [17], [18]. In general, there are two main groups of
methods for measuring similarity between the two given
texts, which are corpus-based methods and knowledge-based
methods [18]. In corpus-based methods, similarity between
two texts is calculated using information content from a large
corpora. These include point wise mutual information for
information retrieval, shorted as PMI-IR, suggested in [19].
In PMI-IR, word correlation between two words in the corpus
is used to measure similarity between them. Regarding to
knowledge-based models, WordNet is mostly used to cal-
culate similarity between concepts. Leacock & Chodorow
in [20] measures similarity between two concepts using the
depth of the least common subsumer (LCS). Resnik in [21]
returns the information content of LCS of two concepts for
measuring the semantic similarity between them. Similar to
Resnik, Jiang & Conrath [22] measures similarity between
two concepts using information content of the two con-
cepts with normalization. For semantic relatedness measures
between two concepts, Adapted Lesk is used in [23]. Adapted
Lesk extends the concept of overlap to include the glosses of
words that are related to the target word and its neighbours
according to the concept hierarchies provided in WordNet.

Word representation has been studied recently for auto-
matically measuring similarity between two words or two
concepts when they are written lexically differently. One of
the first study is contextual representation in [24]. In recent
years, neural networks have been widely used for modelling
language models. In particular, word embedding methods
are getting more attentions from researchers in semantic
domain [9], [10], [25]. Word2Vec and GloVe in [10], [25]
currently are two popular frameworks. Two widely used
word2vec mothods are SKIP_Gram and CBOW which can

generate word vector representations to capture syntatic and
semantic word relationships. In this paper, we utilize word
vectors to find concept words which are most similar to
a given unmatched topical word. Another word embedding
model is GloVe [25] which generates word vectors based on
matrix factorization and local context window.

III. THE PROPOSED TOPIC EVALUATION MODEL
This paper proposes a model, named Semantic based Topic
Evaluation (SbTE), to evaluate the quality of topics generated
from a document collection based on the semantics of the
documents. The main idea of the new model is to match
topics in a topic model with concepts in an ontology to
understand the semantic meaning of the examined topics.
In this paper, ontology LCSH (Library of Congress Subject
Headings, https://catalog.loc.gov/ ) is used. The concepts in
LCSH are meaningful phrases because they are well-written
by librarians. We believe that the matching between topi-
cal words and meaningful concepts in LCSH can interpret
the semantic meaning of the examined topics. Like other
ontologies, LCSH ontology does not cover all words used in
our natural languages. Hence, there certainly exists unmatch
problem which occurs when a topical word does not match
with any concepts in the ontology but it might have similar
meaning with some other concepts. For solving this problem,
the basic idea is to find the most similar concept words for
the unmatched topical words. The proposed model starts with
generating a topic model from the given document collection.
Therefore, in Section III.A, topic modeling is discussed. Then
Section III.B describes our proposed methods to evaluate the
quality of topics in a topic model with the unmatched topical
words being taken into consideration as well.

A. TOPIC MODELS
Topic modelling is a group of algorithms to discover hid-
den topics in a collection of documents. The basic idea
of the generic technique is to find high frequent words to
represent the topics in the collection. LDA is one of the
popularly used techniques for generating hidden topics. Let
D = {d1, d2, . . . , dM } be a collection of M documents.
The main idea of LDA is that a document is a multinomial
distribution over topics. Each topic is a multinomial distri-
bution over words. At document level, each document is
represented by topic distribution θd = {Vd,1,Vd,2, . . . ,Vd,v},∑v

j=1 Vd,j = 1, Vd,j = P(zj|d), v is the number of topics.
In the collection level, D is represented by a set of topics.
Each topic is represented by a probability distribution over
words. For the jth topic, we have 8j = {φj1, φj2, . . . , φjm},
m is the number of words per topic, φji = P(wi|zj). The
probability of word wi in the document d can be calculated as
P(wi|d) =

∑v
j=1 P(wi|zj) ∗ P(zj|d). In terms of words, each

topic z is represented as a set of words, denoted as T(z) =
{w1,w2, . . . ,wm}. The assignments of words to topics mainly
based on the probability distribution inwhichwordswith high
probabilities are sampled as topical words. As a result of this,
some of the topical words may be ambiguous or meaningless
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even they occur frequently, and thus affect the quality of
the topic model. This study aims to assess the quality of
topic model by matching topical words with concepts in an
external ontology to ensure that the topical words are seman-
tically meaningful. Topical words that match with concepts in
the ontology are called matched topical words or explained
topical words. The unmatched topical words, also called as
unexplained topical words, have no overlapping with any
concepts in the ontology. Unmatched topical words can be
meaningless or ambiguous. For interpreting the unmatched
topical words, based on word embeddings, we can eliminate
meaningless words if no similar words can be found and find
semantically similar concept words for the ambiguous topical
words if any similar words can be found. With the similar
concept words, these ambiguous unmatched topical words
can be matched with some concepts in the ontology. In next
section, the detail of our proposed method to evaluate topic
quality based on matching concepts will be explained.

B. TOPIC EVALUATION BASED ON MATCHING CONCEPTS
As mentioned above, a topic in a topic model is represented
by a probability distribution of words, and single words
have polysemy and synonymy problems. Patterns are usu-
ally considered expressing more specific meaning and less
ambiguous. Therefore, in this paper, we propose to generate
patterns from the topical words of a topic based on matching
concepts in an ontology. These patterns and the matched
concepts can be used to evaluate the meaningfulness of the
topic. To this end, we define a new type of patterns called
Semantic Patterns.

1) SEMANTIC PATTERNS AND MATCHED CONCEPTS
Definition 1 (Ontologies): Ontologies can be understood

as the concepts of entities that represent human knowledge
about things in real world. Ontology can be presented in a
tuple O =< C,R > such that C is a set of concepts; R is a set
of relations.

In LCSH ontology, C consists of subject headings; R com-
prises relations between subject headings such as hierarchi-
cal, equivalent and association relationships. In this paper,
only the concepts of LCSH are used.
Definition 2 (Matched Concepts): Given a topic z with its

topical words denoted as T(z), a list of matched concepts
between the topic z and concepts in C of an ontology, denoted
as 0(z), is defined below:

0(z) = {c|c ∈ C, c ∩ T(z) 6= ∅} (1)

From the definition, a matched concept c in 0(z) obviously
has at least one topical word of the topic z. For example,
given a topic T(z) = {computer, system, data, dutroux},
and two concepts: c1 = ‘‘Computer hardware’’ and c2 =
‘‘Computer system security’’. Because both c1 and c2 contain
the word ‘‘Computer’’ which occurs in topic z, both c1 and c2
are matched concepts for the topic, i.e., 0(z) = {c1, c2, . . .}.
Definition 3 (Semantic Patterns): Semantic patterns of

a topic z over matched concepts 0(z), denoted as SP(z),

FIGURE 1. Generating semantic patterns.

is defined as:

SP(z) = {p|c ∈ 0(z), p = c ∩ T(z), p 6= ∅} (2)

A semantic pattern p ∈ SP(z) is the overlapping part
between the topic z and a matched concept c, c ∈

0(z). Semantic patterns indicate how much the topic
can be explained by the ontology. For example, given
a topic T(z) = {computer, system, data, dutroux}, and
two concepts: c1 = ‘‘Computer hardware’’ and c2 =
‘‘Computer system security’’, one semantic pattern is
[computer] because it is an overlapping part of c1 and z;
another semantic pattern is [computer, system] due to the
overlapping between c2 and z. These semantic patterns indi-
cate that the mapping ontology can explain these topical
words: {computer, system} in the topic z because the words
are presented in the mapping ontology. However, the topi-
cal word ‘‘dutroux’’ can not be explained because the term
‘‘dutroux’’ does not occur in any concepts in the ontology.

The concept matching method can be illustrated
in FIGURE 1. In the figure, both concepts c2 and c3 match
with topic z1 with two words w11 and w12. Therefore, c2 and
c3 are two matched concepts of topic z1 and {w11,w12} is
a semantic pattern of topic z1. This means, the two topical
words are meaningful because they can be explained by the
two matched concepts. The semantic patterns of a topic can
have super or sub patterns such as pattern {w12} which is a
sub pattern of {w11,w12}, explained by matched concept c1.
The purpose of the concept matching is to ensure that the
topical words of a topic can be explained by concepts. It is
reasonable to look for longer patterns because they can cover
more topical words. The maximum semantic patterns defined
below are such a kind of patterns which are the longest
patterns without super patterns.
Definition 4 (Maximum Semantic Patterns): Maximum

semantic patterns of a topic z, denoted asMaxSP(z), is defined
as:

MaxSP(z) = {p|p ∈ SP(z),@p̂ ∈ SP(z), p ⊂ p̂} (3)

A pattern p in MaxSP(z) is maximum, i.e., it does not have
any super patterns in MaxSP(z). This means that all patterns
in MaxSP(z) are the longest patterns. Obviously, a longest
semantic pattern for a topic has the highest number of words
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in the topic that are matched with a concept. From the concept
perspective, a concept that covers a longest pattern of a topic
would represent the meaning of the topic more closely than
concepts that cover shorter patterns.

For example, given three semantic patterns SP(z) =
{[computer], [system], [computer, system]}, the pattern
[computer, system] is the longest pattern among the
three patterns, covering both patterns [computer] and
[system]. In concept meaning perspective, concepts that
cover the pattern [computer, system] convey more spe-
cific information than concepts that cover shorter pat-
terns like [computer] or [system]. For instance, a concept
‘‘Computer System Security’’ which covers the pat-
tern [computer, system] is more specific than concept
‘‘Computer’’.
If a pattern can be matched or explained by multiple con-

cepts such as pattern {w11,w12} in FIGURE 1 which can be
explained by concepts c2 and c3. Among the two concepts,
c2 would be more close to {w11,w12} in terms of their mean-
ing than c3 is, because c2 has a higher percentage of its words
(2 out of 3)matchedwith {w11,w12} than c3 (2 out of 4words)
does. Therefore, the shortest concept which matches with a
maximum semantic pattern can be considered most closely
explain the pattern.
Definition 5 (Closest Matched Concepts):ClosestMatched

Concepts of a topic z, denoted as CMC(z), are the shortest
concepts in ontology that closely cover the maximum seman-
tic patterns in MaxSP(z). CMC(z) is a subset of matched
concepts 0(z) and defined below:

CMC(z) = {c|c ∈ 0(z), ∃p ∈ MaxSP(z),
p ⊂ c,@ĉ ∈ 0(z), ĉ ⊂ c p ⊂ ĉ} (4)

A concept c in CMC(z) covers at least one of the longest
semantic patterns and it does not has a sub concept which
also covers the same longest semantic pattern. In other words,
each concept in CMC(z) must be the shortest concept which
covers one of the patterns in MaxSP(z). Assume {w11,w12}

in FIGURE 1 is a maximum semantic pattern, c2 would be
the closest matched concept of {w11,w12} if c2 and c3 are the
only two concepts of this pattern.

2) DISAMBIGUATION BY FINDING SIMILAR WORDS
Although concepts in an ontology contain a relatively large
number of terms, they still cannot cover all the words in text
documents. For example, the topical word ‘‘dutroux’’ does
not occur in the mapping ontology. The underlying reason
is that the topical words might be meaningless or lexically
written differently to concepts in the mapping ontology or
newly created novel words which have not been collected in
the ontology. For instance, the topical word ‘‘newsroom’’ is
said to be unmatchedword as it does not occur in any concepts
in the ontology. However, that word is very similar to a
concept word ‘‘editor’’ which is in the ontology. Hence, one
solution for the mentioned problem is to search for concept
words which aremost similar to the unmatched topical words.

This solution is believed to enhance the interpretation of the
unmatched topical words in the examined topic. In this study,
word embeddings are used to represent unmatched topical
words and concept words. Based on the word embeddings’
similarity, similar concept words of an unmatched topical
word can be found.

Given a topic z with its topical words T(z), we can divide
T(z) into two separate sets: a set of matched topical words,
denoted as MT (z), each of which shares a part with at least
one concept in the ontology; and a set of unmatched topic
words, denoted as UT (z), which do not overlap with any
concepts in the ontology. The topical words in UT (z) would
be considered meaningless or ambiguous. However, if there
exist similar words in the ontology which are similar with the
unmatched topical words in UT (z), these unmatched words
can be considered as explainable topical words.

Let CW = {wc|wc ∈ c, c ⊂ C} be all the concept words
of all the LCSH concepts after removing special characters
and stop words such as: the, of, about, in, etc., let sim(w,wc)
be a semantic similarity between a topical word w of topic z
and a concept word wc, a set of concept words that are
similar to the topical word w with the maximum similar-
ity, denoted as swz(w), is defined below, where swz(w).sim
is the similarity value between w and its similar words
in swz(w).

swz(w) = argmaxwc∈CW (sim(w,wc))

swz(w).sim = maxwc∈CW (sim(w,wc)) (5)

Similarity is symetric. For eachwc ∈ swz(w), swz(wc).sim =
swz(w).sim. For a concept word wc, it might be a similar
concept word for unmatched topical words in different topics.
swz(wc).sim provides the similarity value between wc and a
corresponding unmatched word in topic z. Similarly,wc could
be a similar concept word for multiple unmatched topical
words in the same topic. In this case, swz(wc).sim is set to the
maximum similarity among those unmatched topical words
in this topic, as defined below.

swz(wc).sim = maxw∈T(z),wc∈swz(w)(swz(w).sim)

The topical word w could be a matched topical word or
an unmatched topical word. When w is a matched topical
word, because w is in CW , therefore, swz(w) = {w} and
swz(w).sim = 1. As a topical word might be similar to multi-
ple concept words with the samemaximum value, the number
of similar concept words to the topical word can be greater
than 1. On the other hand, there could be no similar concept
words to the topical word, i.e., |swz(w)| ≥ 0. If |swz(w)| = 0,
w is considered as a meaningless word because it doesn’t
have any similar words, otherwise, w is considered as a
matched word. Especially, when swz(w).sim < 1,w would
be a matched ambiguous word, swz(w) provides its similar
words with the same maximum similarity. The next section
presents how to compute similarity between two words based
on word embeddings.
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3) SEMANTIC SIMILARITY USING WORD EMBEDDINGS
In everyday conversation, two words are synonymous if they
convey the same meaning in a certain context. However,
how to determine whether two words are synonymous or
not if the two words are written differently is a problem
needing solutions. People believe that contextual information
can help to determine synonymous. Contextual information
of a word is the context that the word is used [24]. Recently,
word embedding methods have been proposed to generate
word representations, i.e., word embeddings, such asmethods
Skip-gram and CBOW [15]. The word vector representations
are called word embeddings. In this study, Skip-Gram is used
to generate word embeddings to represent concept words and
unmatched topical words.

The learnt word vectors can be used to measure simi-
larity between two words. Specifically, let two vectors Wz
and Wc represent two words wz and wc, in the experiments
reported in Section V, the cosine similarity is applied over
Wz andWc for computing similarity between the two words,,
i.e., sim(wz,wc), used in Equation 5.

4) TOPIC QUALITY
Let SW (UT (z)) be the set of similar concept words for a given
set of unmatched topical wordsUT (z), SW (UT (z)) is defined
as following:

SW (UT (z)) =
⋃

w∈UT (z)

swz(w) (6)

After searching for the most similar concept words for all
the unmatched topical words in UT (z), the topical words in
the examined topic z will be extended by adding the similar
concept words to the topic, and all the unmatched topical
words are excluded from the topic. Themodified set of topical
words for topic z, denoted as T∗(z), is defined as:

T∗(z) = (T(z)− UT (z)) ∪ SW (UT (z)) (7)

As the set of topical words in topic z has changed to
T∗(z), thematched concepts, semantic patterns andmaximum
semantic patterns generated using equations 1, 2, and 3 are all
generated based on T∗(z), and the generated closest matched
concepts based on T∗(z) will contain both directly matched
concept words and similar concept words. Let CMC∗(z) be
the closest matched concepts based on T∗(z). In this paper,
we propose to measure the quality of a topic z, denoted as
Q∗(z), based on the matched concepts inCMC∗(z), as defined
below:

Q∗(z) = [
1

|CMC∗(z)|
∑

c∈CMC∗(z)
M(c)]× E(z) (8)

There are two parts in Q∗(z). In the first part, M(c) mea-
sures the percentage of concept words in a matched concept
c that match with the topical words. M(c) is defined below:

M(c) =
|c ∩ T∗(z)| × sim(c,T∗(z))

|c|
(9)

where sim(c,T∗(z)) is the average similarity that c to the
topical words in T∗(z). sim(c,T∗(z)) is defined as

sim(c,T∗(z)) = Avgw∈c∩T∗(z)(swz(w).sim)

By taking all the closest matched concepts in CMC∗(z)
into consideration, the first part measures the average per-
centage of concept words that match with topical words in
topic z. The higher the percentage, the more relevant the
matched concepts to the topic. In the extreme case when
all matched concept words are topical words, the first part
would equal to 1, which means all the matched concept words
are topical words without ambiguous words. This is almost
impossible since there are always some concept words which
are not topical words, e.g., word security in concept c2 of the
example in Section III.B.1 is not a topical word, while c2 is a
closest matched concept in that example.

In an inverse manner, the second part, defined in
Equation (10), is to measure the percentage of topical words
which can be explained by the matched concepts.

E(z) =
|
⋃

c∈CMC∗(z) c ∩ T∗(z)|
|T∗(z)|

(10)

The higher the E(z) is, the more the topical words in z that can
be explained by concepts. In the extreme case when all topical
words occur in some of the matched concepts, the second part
would equal to 1.

Algorithm 1 below depicts the major steps for measuring
the quality of a given topic z by incorporating semantic
similarity to deal with unmatched topical words.

Algorithm 1 Algorithm 1: Topic Quality Measurement

Input: topic z, Google embedding set,
Concepts in LCSH C

Output: Quality of topic z,Q∗(z)
Initialize:
Parse LCSH concepts for concept words CW
Topical words in topic z is T(z)
1. Find Unmatched topical words UT (z).
2. Find similar words SW (UT (z)) for the
unmatched topical words
UT (z) based on word embeddings using

equations (5) and (6).
3. Expand set of words in topic z with SW (UT (z))
T∗(z) = (T(z)− UT (z)) ∪ SW (UT (z)).

4. Mapping words in T∗(z) to concepts C in the
ontology LCSH
Generate set of matched concepts 0∗(z), using

Equation (1).
5. Generate semantic patterns SP∗(z) using Equation (2)
6. Calculate Maximum semantic Patterns MaxSP∗(z) using
Equation (3)

7. Calculate Closest Matched Concept CMC∗(z) using
Equation (4)

8. Calculate quality of topic Q∗(z) using Equation (8).
9. End.
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TABLE 1. Some extracted subject headings in LCSH ontology.

5) EXAMPLE OF COMPUTING TOPIC QUALITY
Given a topic z with a set of terms T(z) = {‘‘trade’’,
‘‘newsroom’’, ‘‘president’’, ‘‘markets’’, ‘‘reporters’’,
‘‘important’’}.
There is one unmatched topical word which is newsroom.

By applying semantic similarity method over the unmatched
topical word newsroom, the concept word editor is sim-
ilar to newsroom with similarity value is 0.560. Finally,
the set of closest matched concepts after solving the
unmatched topical words in the given topic is CMC∗(z) =
{C1,C2,C3,C4,C5,C6,C7,C8}, as shown in Table 1.
The maximum semantic patterns for the model is

MaxSP∗(z) = {[market, trade], [important], [report],
[president], [editor]}. There is one maximum semantic
pattern, [editor], which is the most similar word to the
unmatched topic word newsroom according to their word
embeddings. Finally, the quality of topic z is valued as 0.477.
The quality of this topic is not very high. The reason is
mainly because of the word important , which cannot be well
explained. important is an adjective and matched to three
concepts C5,C7,C8. Each of the three concepts contains
many non-topical words, which will largely reduce the value
of the first part of Q∗(z) and thus reduces Q∗(z) quite signifi-
cantly.

A similar example is showed in Table 3 in Section V (i.e.,
the experiment section). Topic z2 has a low quality of 0.265
(‘important’ is one of its topical words) even all of its topical
words can be matched with concepts in the ontology. How-
ever, because some of the matched concepts contain many
non-topical words meaning that these concepts may not be
able to explain the topic, the topic z2 is not evaluated with a
high quality value.

IV. DOCUMENT RANKING MODEL
Information Filtering systems (IFs) aim to retrieve informa-
tion that satisfies user’s needs in information. In this paper,
topics generated from a user’s training documents by LDA
are used to represent the user’s interest. For a new incoming
document d , the basic idea is to determine the relevance of
the document d to the user’s interest based on the explained
topical words occurring in d . Specifically, in this section,
we propose a ranking method to rank incoming documents
based on three topic related measures: topic probability dis-
tribution, quality of topics and the significance of topics in the

examined document d . The ranking scores are used to filter
relevant documents from an incoming document stream.
Topic Probability Distribution: Let’s VD,j be the average

topic probability distribution of all documents in the training
collection D, θD = (VD,1,VD,2, . . . ,VD,v),

∑v
j=1 VD,j = 1

and VD,j is measured as:

VD,j =
1
|D|

∑
d∈D

Pr (zj|d) (11)

Quality of a Topic: The quality of a topic measures
how accurate and representative the topic to represent the
semantic content of the training collection. As explained
in section III.B, the quality of a topic is measured based on
the topic’s matched concepts in the ontology calculated using
Equation (8).
Significance of Topic Based on the Explained Topical

Words: The significance of topic z in document d is mea-
sured by Equation (12) below where ET (z) is the set of
explained topical words including the matched topical words
and ambiguous topical words which have similar concept
words in the ontology. Unexplained topical words will not
be included in ET (z) and thus removed. ET (z) represents the
user’s information interest. Significance of topical word wi
in topic z, denoted as sig(wi|z), is defined as sig(wi|z) = mi ∗
Pr(wi|z),mi = Pr(wi|z)/avgPr(z),Pr(wi|z) is the probability
of wi in topic z, avgPr(z) is the average probability of topical
words of z. In this study, the topical words with mi > 1 are
selected to represent the topic, i.e., the topical words whose
probability is larger than the average probability.

sig(z, d) =
∑

wi∈d,wi∈ET (z)
pr(wi)>avgPr(z)

sig(wi|z) (12)

For a new incoming document d , the relevance score of d
to the training collection D with v topics is measured using
Equation (13) as follows:

rank(d |D) =
v∑
j=1

sig(zj, d)× Q∗(zj)× VD,j (13)

V. EXPERIMENTS
These experiments are designed for verifying the proposed
topic evaluation model SbTE. The correctness of the topic
quality calculated using Equation (8) will be assessed in
terms of information filtering using Equation (13) to rank
and filter relevant documents. There are two aims in the
experiments. The first aim is to verify that word embedding
based disambiguation can improve the meaningfulness of
topic representations. The second aim is to verify that the pro-
posed document relevance ranking based on explained topical
words can improve the performance of IFs. The following
subsections will explain the datasets and baseline models
first, then the experimental results and discussion.

A. DATASETS
LCSH is a large ontology which is built up and regularly
updated over a long period of time, covering a large amount
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of information over many different domains. Information in
the ontology is organized in terms of meaningful phrases
called concepts or subject headings. These concepts are usu-
ally coded by librarians. In the experiments, a database [26]
containing 498474 LCSH subject headings is used. This is a
raw and new RDF file which is updated in 2017. In this paper,
concepts and subject headings are used interchangely.

The Reuter Corpus Volume 1 (RCV1) dataset [27] includes
articles, collected by Reuters from the year of 1996 to 1997.
This dataset covers a variation of domains and comprises of
a large number of documents, totally including 806,791 news
stories. Dataset RCV1 comprises of 100 collections and
divided into two parts: the training set and the testing set.
The first 50 collections were composed by human assessors
and the remained collections were generated by artificially
combining the remained collections together. In this paper,
we used the first 50 collections for the experiments.

B. BASELINE MODELS
The proposed model involves topic evaluation and user
interest representation. Therefore, three groups of exist-
ing methods are chosen as baseline models to compare
with the proposed model in terms of topic evaluation,
phrase-based representation and term-based representation.
The first group is about topic evaluation models, includ-
ing TRbTCM, sTRbTCM, CRSWN and CSM. Phrase-based
representation TNG is used in the second group. The
third group is term-based representation, containing models
BM25, PLSA_words and LDA_words. Details of the baseline
models are described as below:

1) TOPIC EVALUATION MODELS
TRbTCM [7]: TRbTCM evaluates topic quality based on
matching concepts of LCSH. However, it uses only matched
topical words and ignores unmatched topical words.

sTRbTCM [8]: Similar to TRbTCM, sTRbTCM evaluates
topic quality based on matching concepts of LCSH. It takes
unmatched topical words into consideration by using Word-
Net to solve the ambiguity problem.

CSM [6]: Topic evaluation based on co-occurrence
between topical words. CSM measures correlation between
pairs of topic words to evaluate the topic. In short, given
a topic z, correlation score between a topical word w
and other topical words in z is defined as C(z) =∑M

m=2
∑m−1

l=1 log
D(t (z)m ,t

(z)
l )+1

D(twl )
where D(t1, t2) is the document

frequency of pair (t1, t2) in the examined collection; t1 and
t2 are topical words of z. D(t) is the document frequency of
word t in the collection. Then, average co_occurrence scores
over all topics in the collectionD is denoted as TD, where v is
the number of topics. TD is defined as: TD = 1

v

∑v
j=1 C(zj).

Originally, the study in [6] used TD to compare the quality
of the examined topics. Then, human experts are invited
to evaluate the topic quality assessment. In our experi-
ments, the accuracy of topic evaluation was assessed by

incorporating the quality of topics into document relevancy
ranking in information filtering systems.

The relevance ranking model for document d is defined as:
rank(d |D) =

∑v
j=1 sig(zj, d)× VD,j × TD

CRSWN [5]: Topic evaluation based on relevance score
among topical words. This model uses WordNet as the
mapping ontology. CRSWN calculates the relative relevance
score of the examined topic based on the distances between
matched concepts which contain topical words in the Word-
Net ontology. Readers can refer to the study in [5] for detail.
In summary, given a topic z, each topical word w ∈ z is con-
sidered as a concept c in WordNet ontology. Relevance score
between two topic words w1,w2 is calculated via concepts
c1, c2 by this formula: φ(c1, c2) = wcov∗cov(c1, c2)+wspec∗
spec(c1, c2).
cov(c1, c2) is the coverage of a concept c1 over the concept

c2, cov(c1, c2) =
|δ(c1)∩δ(c2)|

δ(c1)
, δ(c) contains all the concepts

in WordNet that lead to the concept c. The specificity of
the concept c1 over concept c2, denoted as spec(c1, c2),
is defined as spec(c1, c2) = wh ∗ height(c1) + wp ∗
depth(c1, c2) where wh = 0.5 and wp = 0.5; height(c1) is
the height of the concept and depth(c1, c2) is the distance
from concept c1 to concept c2. We also set wcov = 0.5 and
wspec = 0.5.
Similar to CSM model, human judgements were used for

evaluating the performance of the model. In our experiments,
we evaluated the performance of topic evaluation by apply-
ing the assessed topics to document ranking in information
filtering systems.

The average relevance score of all matched concepts
with topical words in z is calculated as avgRS(z) =
1
|z|

∑
t∈z

1
|δ(t)|

∑
ct∈δ(t) φ(ct , t) where δ(t) contains all the con-

cepts that lead to the topical word t which is also a concept
in WordNet.
rank(d |D) =

∑v
j=1 sig(zj, d)× VD,j × avgRS(zj)

2) PHRASE-BASED REPRESENTATION
TNG: This is a phrase based topic model, n-grams phrases

are generated by using the TNG model [12]. In this model,
phrases are used to represent user’s interest.

3) TERM-BASED REPRESENTATIONS
LDA_Words: topical words in LDA topic model are used

to represent users’ interest [1].
PLSA_Words: topical words in pLSA topic models are

used to represent users’ interest [15].
BM25: BM25 [11] is the state-of-the-art model in doc-

ument representation, in which term t is measured using
this following equation: w(t) = tf×(k+1)

k×((1−b)+b DL
AVDL )+tf

×

log(N−n+0.5n+0.5 ) where N is the total number of documents in
the collection; n is the number of documents that contain
term t; tf is term frequency; DL and AVDL are document
length and average document length, respectively; and k and
b are the parameters, which are set as 1.2 and 0.75 as used
and explained in [28]
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C. EXPERIMENTAL SETTINGS
In the proposedmodel, for a given document collection which
contains a user’s interest information, a topic model is firstly
generated, and the topical words of the topic model are used
to represent user interest; significance of a given topic for
an incomming document is estimated using Equation (12),
and the relevance of the document to the user’s interest is
measured using Equation (13).

The MALLET toolkit [29] was used to generate LDA
topic models. The initial parameter settings for LDA include
α = 0.5; and β = 0.01. The number of topics is v = 10.
For different topics, different number of topical words were
chosen depending on the probability distribution over words
in that topic. The chosen topical words for a topic in our
proposed model are words with probabilities higher than the
average word probability of that topic and the maximum
number of words per topic is 20. Specifically, the ith topical
word in topic z is selected if Pr(wi|z) > avgPr(z) ∗ γ ,
where avgPr(z) is the average word probability in topic z,
γ = 0.8.

Similarity between two words is measured using cosine
similarity between the two word embeddings. Given two
words wc and wz, which are a LCSH conceptual word and
a unmatched topical word correspondingly, the correspond-
ing word embeddings Wc and Wz can be obtained from
Google pretrained vectors.1 The vectors, each of which has
300 dimensions in length and is trained using documents
containing over 100 billion words, are considered the highest
quality word embeddings as mentioned in [10].

D. EVALUATION MEASUREMENT
In these experiments, four main evaluation metrics are used
to compare performances of the models. The Top-K score
evaluates the precision for the first K retrieved documents.
In these experiments, Top-20 is used. Mean Average Preci-
sion (MAP) measures precision at each relevant document
first, and averaging precision over all topics afterwards.MAP
metric provides a very succinct summary of the effectiveness
of a ranking algorithm over many different queries. The
break-even point b/p indicates the points where precision
and recall are equal. This score measures the effectiveness
of the system. The higher this value of b/p, the better the
implemented system. F1 scores reflect the harmonic average
of the precision and recall. F1 emphasizes the effectiveness
of retrieved documents.

E. RESULTS AND DISCUSSION
1) DISAMBIGUATION USING WORD EMBEDDINGS
In this section, we will observe the effectiveness of using
word embeddings for assessing topic quality and to boost the
performance of information filtering.

Firstly, some statistic information about the ambiguity
occurring in the topic model generated from the first 50 col-
lections in dataset RCV1 was analyzed. There are totally

1https://code.google.com/archive/p/word2vec/

TABLE 2. Examples of similarity between pairs of words: Term wz is
unmatched topical word; Term wc is the most similar word.

3305 unique topical words in the topic models generated
from the 50 collections. Among them, there are about
399 unmatched topical words which could not be matched
with any concept words in LCSH ontology. The percent-
age of unmatched topical words are about 12% of the total
number of topical words in the topic models. Most of these
unmatched topical words are in the form of verb, variations of
verb form, adjective and adverb. For example, some topical
words like ‘‘noted’’, ‘‘shortly′′, ‘‘virtually’’, ‘‘unhappy’’ are
unmatched topical words. Many of the unmatched topical
words, which have no similar concept words, are considered
as ‘‘meaningless’’ topical words. For dataset RCV1, out of the
399 unmatched topical words, 214 do not have similar words,
which is 54%. Table 2 shows some examples of unmatched
topical words, similar words, and their similarity values from
the training collections.

Let consider the training collection 117 in dataset RCV1.
A LDA topic model with 10 topics is generated from this
collection and the 10 topics are listed in the left column
of TABLE 3. The other two columns in TABLE 3 list
the topic quality measures calculated by using or without
using disambiguation. TABLE 4 shows a list of unmatched
topical words for each corresponding topic in the collec-
tion, found similar concept words and similarity values
between unmatched topic words and their most similar
words.

As can be seen from the TABLE 4, there are about a
half of the unmatched topical words which exist no simi-
lar concept words, written as ‘‘NA’’. Those words are con-
sidered meaningless topical words and removed from the
user’s interest representation in the later filtering stage of
IFs. Even though only some of the unmatched words become
explainable based on word embeddings and concepts in
ontology, the interpretation of those unmatched words can
lift the quality of the corresponding topics and thus make
those topics more important than before to represent users’
information interest. For example, topic z3 in TABLE 4
has 4 unmatched topical words, three of them can be
explained by similar words. This makes the topic quality of
z3 increased from 0.663 to 0.773 as shown in TABLE 3. But
for topic z8, none of its three unmatched topical words has
similar words and thus this topic’s quality measure keeps
intact.
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TABLE 3. List of topics in training collection 117 in dataset RCV1 and
topic quality using disambiguation Q∗(z) and without using
disambiguation Q(z).

2) DOCUMENT RANKING BASED ON TOPIC QUALITY
In this part, we would like to investigate the contributions
of topic quality to information filtering systems. The pro-
posed model was compared to some existing models in terms
of using topic evaluation including TRbTCM, sTRbTCM,
CRSWN and CSM. The proposed model is also compared
to phrase-based topic model TNG, term-based topic models
LDA_words and PLSA_words, and term-based representa-
tion BM25. TABLE 5 presents the performance results for
dataset RCV1. The %change shows the percentage of change
between the new proposed model and the best result of the
other models in the same group. The higher the value of
%change, the better the improvement of the proposed model
is.
Comparison with existing topic evaluation models.

As shown in TABLE 5, the performance in Top-20 score
between the new model SbTE and other models in terms of
topic evaluation was improved. In particular, it was 0.520
for the new model while it was 0.516 for the TRbTCM
model which was better than the other topic evaluation
models, sTRbTCM, CSM and CRSWN. This improvement
in comparison to the second best method TRbTCM was

TABLE 4. List of unmatched topical words wz , found similar concept
words ws, and their similarity value sim_val in collection 117.

TABLE 5. Performance among methods for dataset RCV1.

nearly 0.78%. Similarly, SbTE outperformed model
TRbTCM in MAP score with 0.478 and 0.469 for the
two models respectively. The improvement in MAP score
was 1.92%.
Comparison with phrase-based representations. As shown

in TABLE 5, the new model SbTE performed better than
phrase based models in all four criteria. In particular, the new
model was higher than TNG in Top-20 score, which was
0.520 in the new model and 0.484 in TNG accordingly.
In terms of MAP score, SbTE model gained 0.478 which
is higher than 0.400 in TNG. This made the improvement
to 19.5%.
Comparison with term-based representations. LDA_words

is a baseline model which used topical words to represent
user’s interest. BM25 uses term frequency and invert term
frequency to represent user interest. As shown in TABLE 5,
the largest improvement between SbTE and term-based rep-
resentation is in Top-20 score. Obviously, it was 0.520 in
SbTE while it was 0.466 in LDA_words. This made the
improvement to 11.59%. In MAP score, the new model
also was higher in LDA_words, which was 0.477 and 0.439
respectively.
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3) DISCUSSION
As mentioned in the introduction part, the aim of this study is
to improve the accuracy of user interest representation based
on topic models by evaluating the quality of topics, especially
by interpreting the ambiguous topical words. As mentioned
in the result section, approximately 10% of topical words
are unmatched topical words. Therefore, it can be beneficial
when some of the unmatched topical words can be explained
by using concept words which are similar to the unmatched
topical words. As can be seen in TABLE 5, the model SbTE
outperforms the baseline models.
Feature Significance:Both TRbTCM and SbTE use highly

frequent topical words (called features) for representing
user’s interest. However, some features might not be mean-
ingful. In TRbTCM, all topical features are used to repre-
sent user’s interest whatever the features are meaningful or
meaningless. This leads to the problem of the existence of
meaningless features in user’s interest representations. On the
other hand, SbTE only chooses significantly meaningful fea-
tures which occur in concepts in the mapping ontology or
have similar concept words in the ontology. Hence, SbTE
can provide more meaningful terms in user interest repre-
sentations where meaningless topical words are not included.
User interest representations with meaningless topical words
usually make noise in filtering relevant documents. Hence,
the performance of TRbTCM is lower than that of SbTE as
can be seen in TABLE 5.

It is worth to mention that, sTRbTCM has also attempted
to interpret unmatched topical words using the synsets of
WordNet which contain synonyms of a given word. The
Jaccard similarity between two words was calculated in terms
of the twowords’ positions in theWordNet ontology and used
to find similar words for an unmatched topical word. The Jac-
card similarity reveals less semantic information in compari-
son with the semantic similarity based on word embeddings
which is used in SbTE. This may expain that the performance
of sTRbTCM is worse than that of SbTE, even worse than the
performance of TRbTCM.
Topic Quality: The meaningless topical words in topic

models usually make noise to information filtering systems
when used to represent user interest because it might lead to
retrieve irrelevant documents. Hence, identifying the mean-
ingless topical words is believed to be useful in enhancing
the performance of IFs. Because SbTE deals with the ambi-
guity problem more effectively, it can help to discover more
meaningful topical words as well as meaningful matched
patterns to represent user’s interest than models TRbTCM
and sTRbTCM. As a result, SbTE outperforms the mod-
els TRbTCM and sTRbTCM in enhancing the performance
of IFs.

When compared to the existing topic evaluation method
based on correlation among topical words in CRSWN,
the model SbTE outperforms that baseline model. The reason
is that SbTE represents user’s interest using the words in
semantic patterns generated based on the matching between
the examined topic and concepts in LCSH ontology. CRSWN

utilizes specificity and coverage of overlap parts between
concepts in WordNet and topics to evaluate the topics. This
may indicate that, topic evaluation based on concepts in
LCSH provides higher performance than WordNet lexical
database.

VI. CONCLUSION
In conclusion, topics in a topic model generated from a
collection of documents provide a statistical representation
for the document collection. However, the quality of topics
is not always good because of meaningless and ambiguous
topical words. Hence, there is a need to identify and remove
themeaningless words from the user’s interest representation.
It is possible that ambiguous topical words can be explained
by using similar words from concepts in ontologies. These
tasks can be performed through a topic evaluation process.
This study proposed a new model named as SbTE to assess
the quality of topics based on an external knowledge base
and use the assessed topics to filter out irrelevant documents
from an incoming document stream. In particular, for solv-
ing the ambiguity problem, the model SbTE has used word
embeddings to represent concept words and topical words
which are then used to measure similarities between the
words. In addition, we proposed a method to determine topic
significance in an incoming document and a new method to
rank relevance of the incoming documents over the train-
ing collection. Finally, the experiments were conducted on
benchmark datasets RCV1 to compare performances between
the new model and the baseline models. Four comparison
metrics were used to assess the performances of the models.
As can be seen in the experimental results, the new proposed
model outperformed not only the baseline models in topic
evaluation but also the state-of-the-art models such as BM25,
pLSA, and LDA. In summary, the model SbTE has proven
to be more effective than baseline models in enhancing IF
performance.
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