
FINE-GRAINED MULTI-INSTANCE CLASSIFICATION IN MICROSCOPY THROUGH DEEP
ATTENTION

Mengran Fan1 Tapabrata Chakraborti1 Eric I-Chao Chang2 Yan Xu 2,3 Jens Rittscher1

1 Institute of Biomedical Engineering, University of Oxford, Oxford, UK
2 Microsoft Research, Beijing, China

3 Department of Biology and Medicine, Beihang University, Beijing, China

ABSTRACT
Fine-grained object recognition and classification in biomed-
ical images poses a number of challenges. Images typically
contain multiple instances (e.g. glands) and the recognition
of salient structures is confounded by visually complex back-
grounds. Due to the cost of data acquisition or the limited
availability of specimens data sets tend to be small. We pro-
pose a simple yet effective attention based deep architecture
to address these issues, specially improved background sup-
pression and recognition of multiple instances per image. At-
tention maps per instance are learnt in an end-to-end fashion.
Microscopic images of fungi and a publicly available Breast
Cancer Histology benchmark data set are used to demonstrate
the promise of the proposed approach. Our algorithm com-
parison suggests that our approach advances the state of the
art.

Index Terms— attention models, fine-grained classifica-
tion, object recognition, medical image analysis, deep learn-
ing, convolutional neural networks

1. INTRODUCTION

Fine-grained image classification, which focuses on localiz-
ing discriminative regions and recognizing subtle visual dif-
ferences between sub-classes, is an open problem in biomed-
ical image analysis. Recently, a number of deep learning
classification models have been proposed on large-scale open
datasets of natural images. However, there are several chal-
lenges that currently limit the adoption of these methods to
biomedical domain, especially for fine-grained problems.

Firstly, a large and diverse dataset is essential for deep
learning models to effectively recognize informative patterns
and suppress the confounding effect of background. However,
publicly available benchmark datasets in this domain tend to
be small due to restrictions in data sharing and high image
acquisition costs. To address this problem we design a small
and lightweight module to reject the deep feature maps that
represent background clutter or other irrelevant regions. With
more informative feature maps, we can then force the net-
work to make the predictions that are based on biologically or

medically interpretable features.
Secondly, in contrast to open datasets of natural images,

where there is mostly single object in each image, target ob-
jects in these images may have multiple instances and a wide
variety of sizes and densities. Consequently, automatic clas-
sification systems for microscopy images would be expected
to capture the global structure of multiple instances as well
as the low-level details of each instance. After filtering out
irrelevant feature maps, we adopt the non-local self-attention
mechanism to further optimize the boundary information of
instances. This enables the network to automatically discover
and localize the whole/complete objects without any bound-
ing box or extra information.

Microscopy images are usually characterized by high res-
olution, which has not been fully taken advantage of tradi-
tional approaches and thus have caused a loss of information
after extracting patches or performing down-sampling. In-
stead, we first downscale the original images and feed these
lower-resolution images to a simple network for capturing
global structural features such us object densities or the num-
ber of objects. With the output of the global attention mech-
anism, we then crop and amplify the corresponding patches
directly from original images in order to utilise the relevant
high-resolution information.

While there is a substantial body of work in fine-grained
classification in computer vision, few groups have addressed
challenges in biomedical applications. The model we pro-
pose provides a number of improvements when compared
with existing fine-grained recognition methods. The popu-
lar NTS model [1] relies on a large amount of predefined re-
gion proposals to select the most informative regions. Zheng
et al. [2] proposed a channel grouping strategy that groups
the spatially correlated channels to generate part-based at-
tention maps. Rodriguez et al. [3] designed a gated atten-
tion mechanism to highlight discriminative parts. Similarly,
in [4], the authors incorporated self-attention mechanisms to
perform the object and part localization. Apart from fine-
grained classification, attention mechanisms have been exten-
sively studied in other vision tasks [5, 6, 7].

Contributions. Firstly, our approach effectively sup-



Fig. 1. Framework for the proposed multiple instance fine-grained classification pipeline. The network consists of three
modules: feature extraction, attention module and feature fusion.

presses the background and other uninformative regions.
Secondly, our model allows for the detection of multiple
instances. The attention maps per instance are learnt end-
to-end without the need for any additional annotations. Our
results on the breast cancer histology data set (BACH) are an
improvement on previously reported results.

2. NETWORK ARCHITECTURE

We propose a novel fine-grained multi-instance classification
scheme that consists of three main modules: (i) a simple and
lightweight CNN that extracts global structural features from
images; (ii) a novel attention mechanism for localizing multi-
ple instances and (iii) a feature learning framework that con-
solidates the global and local features to facilitate the final
predictions.

2.1. Attention mechanism

The proposed attention mechanism aims at automatically
localizing complete and discriminative instances in fine-
grained images without any extra supervision or redundant
region proposals. As shown in Figure 1, the whole model
can be divided into three procedures: (a) semantic modelling
framework, which groups the channels via weighed averages
with learnable weights; (b) channel filter for rejecting the fea-
ture maps highlighting the irrelevant regions; (c) lightweight
self-attention model, which globally optimizes the selected
feature maps.

Semantic Modeling Framework: It is aimed at gener-
ating a aggregated global feature map with strong semantic
meaning (roughly highlighting the main objects but discard-
ing the noisy background). We directly build it by calculating
a weighted average of original feature maps obtained from

the low-resolution images. This approach rests on the as-
sumption that if many channels focus on the same region, we
could expect this region to be part of objects rather than noise
or background. We opt for the simplest channel-wise aggre-
gation technique, introduced in the squeeze-excitation (SE)
block [6], noting that more comprehensive strategies could be
adapted.

To learn the importance weight for each channel, we con-
struct channel descriptors by global average pooling. Subse-
quently we feed it to a one-layer network. The global seman-
tic map is then constructed by computing a weighted average
using the learnt weights. With features maps X 2 RH⇥W⇥C

the aggregated semantic map can be written as:
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where �(.) denotes the feature transform with fully-connected
layers and F (., .) refers to a rescaling function to fuse the
importance weights and original feature maps (broadcast
element-wise multiplication in this case). It is important
to note that the main difference between our design and
SE block lies in its intention. We aim at aggregating a
global weighted semantic map for subsequent transforma-
tions (channel filtering) rather than directly emphasizing
good channels/features as an attention module.

Channel Filter : In terms of the large-scale image
dataset, background or irrelevant parts can be naturally dis-
carded in a deep neural network. However, for the limited mi-
croscopy imaging data, an extra operation selecting effective
deep descriptors would be necessary for noisy information
removal and improved object localization. Here, we propose
a simple yet effective method to filter out the noisy feature
maps. With the global semantic map w that roughly indicates



the position of main objects, we calculate the pairwise simi-
larities between itself and each original feature map xp based
on their activation responses. Consequently, we sort these
similarity values in the descending order and only select first
N(N < C) channels for subsequent transformations.

Self-attention Module : After filtering, the selected low-
dimensional feature descriptors are obtained. As mentioned
before, it is important to attend all relevant parts of the ob-
ject to keep the sufficient fine-grained information. There-
fore, we further recalibrate the activation responses by em-
ploying a self-attention module [4], where global long-range
channel interactions can be captured explicitly to enhance the
object boundaries and highlight the useful regions. The self-
attention module can be formulated as:

M := N (N (X)XT )X, (2)

where (N)(.) indicates softmax normalization, (N)(X)XT

refers to the pairwise inter-channel similarities. The at-
tention maps are obtained by performing a dot product of
(N)(X)XT and X . Finally, all generated attention maps are
added along the depth direction for the aggregated global at-
tention map, which can used to localize the main objects. The
computational burden of this self-module is very low as it is
only applied in the selected low-dimensional feature maps.

2.2. Feature Learning

When multiple informative regions are proposed, there are
three different feature learning approaches for fine-grained
classification: (i) hard sampling that crops the patches from
original image, (ii) soft sampling where regions with high re-
sponses are sampled more densely and (iii) deep descriptors
selection, which directly selects the useful deep descriptors
in high-level feature maps. Compared to deep descriptors se-
lection, resampling from original images can make good use
of the high-resolution information, and directly enhance the
reliability and interpretability by providing extracted patches
to a human expert as well as final predictions. Therefore,
in this work, we focus on sampling strategies ((i) and (ii)),
which aim to sample the informative pixels from original im-
age. By empirical analysis, we have found that most soft sam-
pling methods result in spatial distortions and fail to keep the
shape information of instances as illustrated in Fig. 2. To
that end, we adopt a hard sampling strategy to generate multi-
ple informative patches. In particular, we perform threshold-
ing and connected component analysis on the global attention
map. With the bounding box positions and corresponding
size, N sampled images containing main objects are gener-
ated by cropping squares from original high-resolution im-
ages. Each of the cropped patches are amplified into a larger
resolution (e.g., 336 ⇥ 336) and fed to a CNN-based network
for capturing local instance-level details. Finally, we consoli-
date these with high-level structural features for final predic-
tions.

Fig. 2. A comparison of hard sampling and soft sampling.
It can be seen that soft sampling may result in spatial distor-
tion. To keep the shape information of multiple instances, we
conduct hard sampling to generate informative regions.

3. EVALUATION

3.1. Implementation details

The framework was implemented using open-sourced MXNet
[8] libraries. In all our experiments, images were first resized
to 224 x 224, and a pre-trained Resnet-18 [9] was used to ex-
tract global structural information from these down-sampled
images. Note that other CNN architectures could also be
used here. After resampling from original high-resolution im-
ages, images were rescaled to a size of 336 x 336, and we fix
N=2, which means 2 regions were used to feed to pre-trained
Resnet-50 [9] for local instance-level features. We employ
standard cross entropy loss for our classification task. Batch
size is set to 16 and and SGD optimizer is used with an initial
learning rate of 0.05 that multiplied by 0.1 after 50 epochs.

3.2. Experimental Results

Method top-1 % accuracy
Residual Attention Network (RAN) [5] 0.867

Attend and Rectify [3] 0.871
Trilinear Attention Module[4] 0.883

NTS Module [1] 0.914
Our Method 0.943

Table 1. Fungal dataset. The proposed methods nearly
achieves a 3% improvement when compared to other state
of the art methods.

Attention Mechanism top-1 % accuracy
Trilinear channel-wise self-attention [4] 0.883

Non-local spatial self-attention [10] 0.859
Dual self-attention [11] 0.901

SE Net [6] 0.939
GC Net[7] 0.937

Our Method 0.943

Table 2. Comparison of global attention mechanisms.



Fig. 3. Visualization of global attention maps. (a) Each column shows a sample image from each class represented in the
fungal dataset. Our attention maps suppress features associated to background clutter and focus on whole objects. (b) In
histology images of ductal carcinoma in situ (DCIS), our attention maps highlight disease relevant features at tissue interfaces.

Datasets. We evaluated our proposed framework on two
datasets: microscopic images of fungi collected at the Peking
Union Hospital and the benchmark dataset from the 2018
grand challenge in Breast Cancer Histology images (BACH)
[12].

Aspergillosis is a group of diseases resulting from as-
pergillus infection fungal growth as well as allergic responses.
The automatic and precise classification of species is crucial
for improving survival rates in patients with life-threatening
fungal infections. Here, in collaboration with the Peking
Union Hospital we collected 2000 clinical images represent-
ing 5 very common Aspergillus species: A. fumigatus, A.
flavus, A. niger, A. terreus and A.nidulans (400 images for
each class). We conduct comprehensive experiments on this
dataset and demonstrate that our proposed model achieves
best performance compared with the state-of-the-art fine-
grained classification algorithms. The classification accuracy
are summarized in Table 1, and a comparison of feature maps
and obtained attention maps are shown in Figure 3. Fur-
thermore, we conduct quantitative comparison on different
attention mechanisms. For fair comparison, all compared
methods use the same backbone network and feature learning
strategy, but with different attention algorithms.

In addition, we demonstrate the generalization ability of
this work by applying to a benchmark breast cancer dataset,
which provides 400 Hematoxylin and eosin stained breast his-
tology microscopy images. Microscopy images are labeled as
normal, benign, in situ carcinoma or invasive carcinoma ac-
cording to the predominant cancer type in each image. As

Method top-1 % accuracy
CNN+SVM [13] 0.925

DenseNet-161[14] 0.940
ResNet-152[15] 0.830

Model Fusion[16] 0.925
Ensemble with refinement[17] 0.875

RFSVM-All[15] 0.930
Our Method 0.960

Table 3. Experimental results in breast cancer dataset.

shown in Table 3, we compare our framework with five re-
cently reported methods and our model also improve the ac-
curacy on histology dataset.

4. CONCLUSION

Advancing the start of art in the classification of fine-grained
structures has important implications for biomedical imaging.
Our effectively suppreses confounding effects of irrelevant re-
gions and localizes multiple objects per image even if the size
of the dataset is limited. Importantly, no additional annota-
tions are required. Here, high-level structure information and
local details of multiple instances are combined to improve
classification. Quantitative and qualitative experimental re-
sults demonstrate the promise of our approach.
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