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Abstract
Fermentation process is a time-varying, nonlinear and multivariable dynamic coupling system. Therefore, it is difficult to 
directly measure the key biological variables using traditional physical sensors during the process of fermentation, which 
makes the monitoring and real-time control impossible. To resolve this problem, a data-driven soft sensor modeling method 
based on deep neural network (DNN) is proposed in this paper. This method is suitable for large amount of data and it enjoys 
high efficiency and robustness. At the same time, an adaptive moment estimation (Adam) algorithm is used to optimize the 
hyper-parameters of the DNN model, which is a technique for efficient stochastic optimization that only requires first-order 
gradients with little memory requirement. The consistent correlation method is used to determine the auxiliary variables of 
the soft sensor model. The penicillin and l-lysine fermentation processes are taken as the research object, substrate concentra-
tion, cell concentration, and product concentration are selected as a target variable. The performance of established soft sensor 
model is evaluated through the indexes of mean square error (MSE), root-mean-square error (RMSE), and mean absolute 
error (MAE). The simulation results show that the prediction performance of the soft sensor model based on DNN-Adam 
is good and compared with model based on stochastic gradient descent (SGD) with momentum optimization algorithm. It 
is verified that the proposed method can make a more accurate real-time prediction of quality variables in the fermentation 
process, and it has higher prediction accuracy than DNN-SGD method.
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Introduction

Fermentation is a common production method in modern 
process industry, and it is widely used in the fields of medi-
cine, food, and chemical industry. However, the fermentation 
process is a highly nonlinear, time-varying, multivariable, 
and strongly coupled biochemical reaction process. Due to 
the growth and reproduction of living organisms, the inter-
nal mechanism is very complex. Some key variables that 
directly reflect the quality of the fermentation process are 
difficult to measure in real time through traditional meas-
urement methods. The offline test has a large time lag and 
cannot meet the needs of real-time optimization control on 

site. The soft sensor model uses easily measureable process 
variables to estimate the target variables that are difficult to 
measure in real time, and provides an effective way to solve 
the above problems. The concept is commonly referred to as 
software sensors, intelligent sensor, and model-based sen-
sors. Today the concept is well established in engineering, 
science, and other parts of the process industry [1]. It was 
first introduced in bioengineering in the early 1990s and is 
well established and successfully been applied in academic 
research [2–4]. At present, the commonly used soft sensor 
modeling methods mainly include: mechanism modeling, 
data-driven modeling, and hybrid modeling. Mechanism 
modeling requires a deep understanding of the mechanism 
of the fermentation process. Due to the high complexity of 
the fermentation process, the mechanism research process 
requires considerable resources and a long time. Therefore, 
the application of mechanism modeling to the fermentation 
process has greater limitations. The data-driven modeling 
algorithm is also called the “black box model”. This method 
does not need to understand the mechanism of the process. 
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It filters out decisive information from the input and output 
historical data of the process, and obtains the mathemati-
cal relationship between auxiliary variables and key vari-
ables. Hybrid modeling is a modeling method that combines 
mechanism modeling and black box modeling; that is, the 
mechanism modeling is used for the part of the system with 
known mechanism, and the black box modeling is used for 
the part of the system with unknown mechanism.

In recent years, many studies have been carried out by uti-
lizing data-driven soft sensor models to predict the key bio-
logical variables of the fermentation process. The most com-
monly used data-driven modeling methods mainly include 
neural networks (NN), support vector machine (SVM), 
least square support vector machine (LS-SVM), partial 
least square (PLS), principal component regression (PCR), 
and other methods [5]. Because of its powerful nonlinear 
approximation ability, NN have been successfully applied 
by many scholars in the soft sensor modeling of biochemi-
cal processes in recent years [6, 7]. However, because NN 
training is based on the principle of experience-based risk 
minimization, over-learning is prone to lead to a decline in 
generalization ability. In addition, there are defects such as 
the difficulty of determining the network structure and the 
excessive dependence on large sample set learning. SVM 
is a supervised machine learning method proposed by [8] 
based on statistical learning theory. It uses the principle of 
structural minimization to improve its generalization abil-
ity, and solves practical problems such as small samples, 
nonlinearity, high dimensionality, and local minima, while 
for large data sets, the computation cost is unaffordable. It 
has been widely used in the field of biochemical process 
modeling and control [9]. LS-SVM is an extension of the 
standard SVM. The LS-SVM model selects the form of the 
error (relaxed variable) two norm in the optimization objec-
tive function, and the quadratic programming that needs to 
be solved in the SVM. The problem is converted into a lin-
ear equation system to solve the problem, thereby reducing 
the computational complexity and effectively improving 
the learning speed, so it is more suitable for the research 
of industrial process soft sensor modeling [10, 11]. PCR 
is a regression technique that projects the variables into 
lower dimensions and finds principal components, while 
cannot reflect the relation between X and Y spaces. PLS 
maximizes the covariance between X and Y spaces, and is 
commonly used in soft sensor modeling [12]. However, they 
both require large number of data samples and are weak in 
nonlinear process modeling.

In this paper, a soft sensor model of fermentation 
process based on deep neural network (DNN) is estab-
lished, which has good prediction performance. With large 
amount of data, DNN enjoys high efficiency and robust-
ness, and it has been commonly used in image classifi-
cation [13] and natural language processing (NLP) [14], 

and shows great performance in chemical industrial pro-
cesses. The accuracy and validity of the process meas-
urement data largely determine the performance of the 
soft sensor model. However, the measurement data col-
lected from the fermentation control system platform are 
inevitably accompanied by errors due to the influence of 
instrument accuracy and measurement environment, and 
sometimes, there are even serious significant errors (negli-
gence errors). At present, most of the methods for remov-
ing significant errors and reducing random errors from 
the measured data are simple pre-processing of the data, 
which is prone to errors of discarding truth or falsifying, 
which directly affects the modeling effect. The proposed 
method is based on the deep learning model, combined 
with improved normal distribution weighting rules, and 
assigns different weights to each modeled sample to elimi-
nate the effect of random errors on the performance of the 
soft sensor model.

In the process of soft sensor modeling, some parameters 
(for example, hyper-parameter) of the model need to be opti-
mized. There is an optimization algorithm called momen-
tum, or gradient descent with momentum [15] which works 
faster than the standard gradient descent algorithm [16]. 
The basic concept is to compute an exponentially weighted 
average of your gradients and then utilize that gradient to 
update your weights instead. Root-mean-squared propaga-
tion or RMSprop optimization algorithm is using a similar 
idea of the exponentially weighted average of the gradients 
like gradient descent with momentum, but there is one dif-
ference between which is the update of parameters or how 
the gradients are calculated. It was first described in a Cour-
sera class on neural network taught by Geoffrey Hinton [17]. 
In this paper, Adam optimization algorithm [18] is used to 
optimize the selection of DNN model parameters, which can 
be looked at as a combination of stochastic gradient descent 
with momentum and RMSprop. Adam is a very famous opti-
mization algorithm in deep learning, which used in many 
applications. Finally, based on the data of the penicillin and 
l-lysine fermentation process, the DNN-Adam method was 
used to establish a soft sensor model with good prediction 
accuracy and robust performance, which laid the foundation 
for the optimal control of the biochemical process. The sim-
ulation results show that the DNN-Adam modeling method 
works well in practice and compares favorably to other sto-
chastic optimization techniques.

The rest of the article is prepared as follows: the “Meth-
odology” describes the structure of soft sensor model based 
on DNN-Adam. The soft sensor modeling procedure of deep 
learning is also presented in the “Methodology”. Real case 
studies about the prediction of key variables of penicillin and 
l-lysine fermentation processes and discussions are provided 
in the “Results and Discussion”. Finally, some concluding 
remarks are given in the section “Conclusion”.
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Methodology

Deep Neural Networks (DNN)

DNN has some special capabilities that is why it can be used 
in data-based process modeling [19]. DNN is a combination 
of more than one hidden layer of nodes or artificial neurons. 
They are different extensively in design. While single-layer 
neural networks were useful early in AI development, it 
should be noted that the vast majority of today’s networks 
have a multi-layer model. In the process of learning, we 
start by defining a task and a model. The prediction model 
consists of architecture and different parameters. For a par-
ticular architecture, the values of the parameters ascertain 
how accurately the model performs the task. However, how 
do you find good values? By describing a loss function that 
evaluates how well the model performs. The objective is to 
minimize the loss and thereby to find parameter values that 
match predictions with reality. This is the core of training. 
Numerous optimization algorithms had been utilized to train 
the parameters of the network for regression and classifica-
tion problems. The conventional gradient descent algorithm 
or stochastic gradient descent (SGD) is a very famous and 
popular optimization algorithm for training the neural net-
works, which is a derivative-based optimization algorithm 
that is applied to search for the local minimum of a function, 
but it has many disadvantages [16], that is why in this paper, 
Adam optimization algorithm is utilized.

The basic structure diagram of a fully connected soft sen-
sor model based on DNN is shown in Fig. 1. In general, there 
are two components of a DNN. The first one is the architec-
ture of network, which defines how many layers, how many 
neurons, and how the neurons are connected. Second is the 
parameters or values of a network: also known as weights. 
Consider a four-layer DNN model, on the left-hand side, 

the input layer is fed from external data (fermentation data) 
x(1), ...., x(i)

n
. The first hidden layer, notice how all inputs are 

connected to all nodes or neurons in the next layer, so this is 
called fully connected layers.

Adam Optimization Algorithm

Optimization algorithms are important part of deep learn-
ing, understanding how they work would help you to select 
which one to utilize for your practical application. Adam 
optimization algorithms is one of those algorithms that work 
well across a wide range of deep learning architectures. It 
is recommended by many well-known deep learning algo-
rithm experts. There are two main advantages of Adam: low 
memory requirements and works well with a little tuning of 
hyper-parameters. The implementation steps of Adam are 
as follows:

•	 Variables initialization Mdw,Ndw,Mdb , and Ndb to zero.
•	 Compute the derivatives dw and db using current batch 

on iteration T.
•	 Update the variables Mdw and Mdb like momentum:

•	 Let us update NdW and Ndb:

•	 During the implementation of Adam, we implement bias 
correction:

•	 Let us update W and b parameters:

Sometimes, the value of Ndw could be relatively small. 
Then, the value of weights could blow up, so that is why in 
the above equation, a parameter is included with the name 
of epsilon ′�′ in the denominator which is set to a small 
value. The main purpose of using this parameter is to prevent 
the gradients from blowing up. Where B1 and �2 are hyper-
parameters, and their suggested values are 0.9 and 0.999, 
respectively. Alpha is the learning rate and the default value 
is 0.001.

(1)MdW = B1xMdW + (1 − B1) x dW,

(2)Mdb = B1xMdb + (1−B1) x db.

(3)
NdW = B2x NdW +

(

1 − B2

)

x dW2

Ndb = B2x Ndb +
(

1−B2
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Fig. 1   The basic structure of deep learning model
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Soft Sensor Model Based on DNN‑Adam

In this research, the Adam optimization algorithm has 
been used to improve the DNN soft sensor model. The 
training process of a DNN soft sensor model occurs by 
selecting the best parameters of the weights of neurons in-
between the hidden layer and output layer and the param-
eter spreads to function mainly in the hidden layer, center 
hidden layer, and bias of the neurons in output layer. In 
spite of the fact that the DNN can successfully be utilized 
as a soft sensor model, nevertheless, total number of neu-
rons in the hidden layer of the DNN influences the com-
plexity of the network and the generalization ability of the 
network, so deciding the number of hidden neuron layers 
is only a small part of the problem. If we use too many 
neurons in the hidden layer, the learning of DNN fails to 
correct convergence, or overfitting situations may occur. 
And, if we are using too few neurons in the hidden layer, 
then underfitting situations will occur [20, 21]. Adding 
dropout and Early stopping regularization techniques are 
used to overcome the problems of overfitting and underfit-
ting as explained in [22, 23]. These are the most effective 
and most commonly used techniques for controlling over-
fitting and underfitting problem in machine learning, espe-
cially neural networks. The learning procedure of deep 
learning-based soft sensor model is as follows:

•	 Starting with values for the model parameters ( w weights 
and b biases).

•	 Take a set of samples of fermentation data and propagate 
data forward to the output layer through the input layer 
to obtain their predictions.

•	 Based on the predicted value, calculate the error (the dif-
ference between the predicted outcomes and expected 
outcomes). The error needs to be minimized.

•	 To discover the optimal weights for the neurons of the 
DNN soft sensor model, back-propagate the error.

•	 Update the parameters of the DNN soft sensor model 
using the propagated information with the Adam optimi-

zation algorithm in a way that the total loss is decreased 
and a more effective model is attained.

Repeat the steps given above over multiple epochs to 
learn ideal weights or until we consider that we have a good 
model (Fig. 2).

Soft Sensor Modeling Procedure

In this research, the training procedure of the DNN was 
conducted on laptop, with Intel Core i3 @2.40 GHz, 8 GB 
RAM. The software tools are Windows 10 pro, MathType, 
Visio 2016, Anaconda, Python version 3.7.1, Tensorflow 
1.14.0, and Keras 2.2.5. The training time is within the range 
of 20 s–1 m. DNN takes more time than simple NN network, 
and more layers take more computation time. Two fully 
connected hidden layers are used to build the DNN model, 
64 neurons in the first hidden layer and 32 neurons in the 
second hidden layer, respectively, and the Rectified Linear 
Unit (ReLU) activation function is used for this experiment. 
Figures 3 and 6 shows the actual and predicted curves based 
on both soft sensor models. The graphs and tables with error 
information of different approaches are listed in Tables 2 and 
4, relating to Figs. 4, 5, 7, and 8, which proves that DNN-
Adam offers the narrowest error range.

Results and Discussion

Case Study I: Penicillin Fermentation Process

To verify the accuracy of a soft sensor model based on 
DNN-Adam for real-time on-line estimation of key biologi-
cal variables of penicillin fermentation, this section uses the 
simulation software for testing and analysis. The penicil-
lin fermentation process is one of the important industrial 
processes of biochemical reactions, and the establishment 
of a prediction model of its key variables is of great signifi-
cance for the optimal control of the fermentation process. 

Fig. 2   Learning process of a 
deep learning-based soft sensor 
model in a general way
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However, due to the complex biochemical reaction pro-
cess, the fermentation process has multivariable, nonlinear, 
time-varying, and uncertain process characteristics, espe-
cially some key biological variables cannot be measured in 
real time due to technical or economic reasons. The precise 
model of the fermentation process faces great difficulties, 

which directly affects the control and optimization of the 
entire fermentation process. To solve the above problems, a 
soft sensor modeling method is introduced.

In the process of soft sensor modeling, the selection 
of auxiliary variables is also very important. The general 
gray correlation method can be used to determine the aux-
iliary variables of the soft sensor model, but this method 
has defects in data processing. In this paper, the consistent 

Fig. 3   Comparison of soft sensor results (a cell concentration; b 
product concentration; c substrate concentration)

Fig. 4   Error curve comparison diagrams (a cell concentration error; b 
product concentration error; c substrate concentration error)
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correlation method is used to calculate the correlation 
between each environmental variable and the dominant vari-
able, and to determine the auxiliary variables of the soft sen-
sor model. The cell concentration, substrate concentration, 
and product concentration were selected as target variables. 
Table 1 lists the quality variables used in soft sensor model.

In this example, ten batches of experimental data were 
collected with 72 h span between every batch. Among them, 
the first six batches of the fermentation data were used to 
train the DNN model for minimum model error. The 7th and 
8th batch of fermentation data are used for cross-validation 
and the last two batches were used to test the final soft sen-
sor model. To improve the accuracy, the sample data should 
be normalized with the normalization formula as follows:

where i′ is determine to the variable name where normalized 
fermentation dataset will be stored; i is the actual fermenta-
tion samples, imax is the maximum value of the fermenta-
tion sample dataset, and imin is the minimum value of the 
fermentation sample dataset. To verify the performance and 
effectiveness of the Adam optimization algorithm, compared 
to another common optimization technique like stochastic 
gradient descent (SGD) with momentum. The ReLU activa-
tion function is adopted in both algorithms, the parameter 
� = 0.001, and � = 0.9. The soft sensor curves and relative 
error curves of the key biological variables of penicillin 

(6)i
�

=
imax − i

imax − imin

,

Fig. 5   Error distribution of the penicillin fermentation process

Table 1   Process variables used for soft sensor in penicillin process

Variable Description

u
1

Glucose flow
u
2

Corn pulp flow rate
u
3

Flow rate of potassium
u
4

Calcium carbonate flow rate
x
5

Flow rate of gluten powder
x
6

Dissolved oxygen concentration
x
7

Carbon dioxide concentration
x
8

[H+] concentrations
x
9

Fermentation broth volume
X Cell concentration
S Substrate concentration
P Product concentration
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fermentation based on DNN-Adam and DNN-SGD model 
are shown in Figs. 3 and 4. The predicted results show that 
the DNN-Adam-based soft senor model provides compara-
ble or better results when compared to the other modeling 
methods. The boxplot with the error report of DNN-Adam 
and DNN-SGD is listed in Fig. 5. As demonstrated in Fig. 5, 
the boxes in blue specify the ranges between the upper and 
lower quartiles. It can be clearly seen that the developed 
DNN-Adam approach offers the narrowest error range, 
which verifies that it delivers a better quality prediction 
result than other techniques.

To determine the performance evaluation of soft sensor 
model based on DNN-Adam, Table 2 displays the predicted 
mean square error (MSE), root-mean-square error (RMSE), 
and mean absolute error (MAE) results of both soft sen-
sor models. It can be seen that the values of MSE, RMSE, 
and MAE are less than the SGD algorithm. It shows that 
the predictive value of this technique has less uncertainty, 
which means that the results of the soft sensor model based 
on Adam are more reliable. Through experiments and tests, 
it was concluded that the soft sensor model based on DNN-
Adam is better than DNN-SGD for the estimation of vari-
ables of the penicillin fermentation process.

Case Study II: l‑lysine Fermentation Process

In this section, a real case study of DNN-Adam soft sen-
sor model based on l-lysine fermentation process is pre-
sented, which is an important biological research object. The 
l-lysine fermentation process is a time-varying, nonlinear, 
random multivariable coupling system. Involving complex 
processes of microbial cell growth and metabolism, the 
influencing factors are complex, and the correlation of vari-
ables is serious. The cell concentration and lysine product 
concentration during fermentation are important biochemi-
cal process variables that directly reflect the fermentation 
quality. Effective control of these process parameters plays 
an important role in implementing optimal control of the 
fermentation process, constructing an optimal growth envi-
ronment for microorganisms, and improving l-lysine yield 
and quality [24, 25]. These biochemical process variables 
that directly reflect the state information of the fermentation 

process are determined by various nutrients added (com-
monly known as feed) during the fermentation process, and 
are also related to the environmental variables of the fer-
mentation process (fermentation broth pH, dissolved oxygen 
concentration DO, temperature, pressure, airflow rate, and 
motor stirring). Table 3 lists the quality variables used in 
soft sensor model. The relationship between them is compli-
cated; for example, only through the observation of environ-
mental variables, based on experience to adjust the produc-
tion process to achieve manual operation. If it is improperly 
controlled or regulated, it will affect the fermentation pro-
duction at the lightest level, and the whole fermentation pro-
cess will fail at the worst, causing serious economic losses. 
Therefore, the optimization control of lysine fermentation 
process needs to be solved urgently.

In this case study, ten batches of experimental data were 
collected with 72 h’ span between every batch. Among them, 
the first nine batches of the fermentation data are applied to 
train the DNN model for minimum model error. And the 
10th batch is selected to examine the identification precision 
of the model.

The actual results and the predicted results of l-lysine 
fermentation process variables based on DNN-Adam soft 
sensor model and DNN-SGD with momentum are shown 
in Figs. 6 and 7. Though some outliers of DNN-Adam can 
be observed with higher prediction errors, the boxplot in 
Fig. 8 shows that the total outlier number of DNN-Adam 
is less than other techniques. In comparison with the use of 
the DNN-SGD soft sensor model, DNN-Adam soft sensor 

Table 2   Quality prediction 
results of penicillin 
fermentation process

X cell concentration, P product concentration, S substrate concentration, MSE mean square error, RMSE 
root-mean-square error, MAE mean absolute error

Dominant vari-
ables

DNN-SGD
Prediction model

DNN-Adam
Prediction model

MSE RMSE MAE MSE RMSE MAE

X 0.238 0.488 0.378 0.137 0.370 0.301
P 0.006 0.082 0.066 0.005 0.072 0.057
S 0.475 0.689 0.459 0.354 0.595 0.445

Table 3   Process variables used for soft sensor in l-lysine process

Variables Description

x
1

Fermentation broth pH
x
2

Dissolved oxygen concentration
x
3

Fermenter tank temperature
x
4

Fermenter tank pressure
x
5

Airflow rate
x
6

Motor stirring
X Cell concentration
P Product concentration
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model produces prediction results that are closer to real 
values. To determine the performance evaluation of corre-
sponding soft sensor model, Table 4 displays the predicted 
mean square error (MSE), root-mean-square error (RMSE), 
and mean absolute error (MAE) results of both soft sen-
sor models on test dataset. It can be seen that the values of 
MSE, RMSE, and MAE are less than the SGD algorithm. 
It is verified that the proposed soft sensor model based on 
DNN-Adam can perform more accurate real-time prediction 
of key variables of lysine fermentation process and it has 
higher prediction accuracy and adaptability.

Conclusion

To solve the problems of real-time measurement of key 
biological variables (such as cell concentration, substrate 
concentration, product concentration, and so on) in the 

microbial fermentation process, a soft sensor modeling 
method based on DNN was proposed. At the same time, the 
Adam algorithm is used to optimize the hyper-parameters of 
the DNN model, which is a technique for efficient stochas-
tic optimization that only requires first-order gradients with 
little memory requirement. The auxiliary variables and the 
dominant variables of soft sensor model were determined 
based on the analysis of the mechanism of fermentation 
process using the consistent correlation method. According 
to the sample fitting error, combined with improved nor-
mal distribution weighting rules, assigns different weights 
to each modeled sample to reduce the impact of random 
errors on the performance of the model. In this paper, the 
penicillin and l-lysine fermentation processes are taken as 
the research object, and then, soft sensor model was estab-
lished by DNN based on Adam optimization algorithm. The 
simulation results show that the soft sensor model based 
on DNN-Adam has higher prediction accuracy and better 
generalization ability than DNN-SGD soft sensor model.

Fig. 6   Comparison of soft sensor results (a cell concentration; b 
product concentration)

Fig. 7   Error curve comparison diagrams (a cell concentration error; b 
product concentration error)
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