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Abstract

WiFi has become a widely used medium for delivery of video content. At the same time,

there is a proliferation of WiFi capable devices such as mobile phones and portable com-

puters with the capability of consuming video content using WiFi as the access technology.

Due to the proliferation of such devices, there is a probability of reduced video Quality of

Experience (QoE) due to wireless channel impairments. Wireless channel impairments are

a challenging problem for WiFi which uses the license free ISM band. Even though most

devices using the WiFi frequencies will adhere to the Carrier Sense Multiple Access with

Collision Avoidance (CSMA/CA) protocol, there are other devices which do not use this

protocol and thus cause interference. Another issue that impairs the wireless channel is

reduced Signal to Interference plus Noise Ratio (SINR) due to the access point (AP) to user

equipment (UE) distance, or obstruction. Also, when the number of users in a radio range

increase, there is an increased probability of collisions. These impairment mechanisms will

consequently reduce the video QoE served to a user. The QoE is reduced because of the

need for retransmissions, which reduces the channel throughput. Also, because of impair-

ments, the modulation and coding scheme (MCS) selected by the rate adaptation algorithm

for WiFi is restricted to combinations which are more robust against these impairments. To

improve the QoE served to a user, this research pursues two main approaches: (1) Evaluate

methods of estimating QoE for streaming video (2) Use a Rate Adaptation (RA) algorithm

in conjunction with Application Layer Forward Error Correction (AL-FEC) to improve air

efficiency. This research utilizes a mathematical model which considers the reduced video

resolution during impairments, and effects of stalled video, on the QoE. To reduce the effects

of retransmissions, and increase the air efficiency, this study investigates the use of Appli-

cation Layer Forward Error Correction (AL-FEC), in coordination with Rate Adaptation.

FEC schemes are investigated, and a theoretical and experimental evaluation of a AL-FEC

scheme is validated, for each MCS selection. Further, a scheme is proposed whereby the
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wireless channel is regarded as the lowest bandwidth of the path between the video source

and consumer. The video source will signal to the WiFi AP for the desired MCS, based on

the AL-FEC capabilities, and AL-FEC success rate at the user. The desired MCS is deter-

mined by the user and sent via a feedback channel to the video source. The rate adaptation

algorithm is evaluated using a Markov model to estimate the gains achieved when using

AL-FEC aware Rate Adaptation. Finally an end-to-end algorithm is proposed which selects

the optimal AL-FEC scheme based on the current channel conditions. The QoE is compared

for critical insight into the gains obtained when using the AL-FEC aware Rate Adaptation

Algorithm, and AL-FEC, in order to improve the user Quality of Experience.
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Chapter 1

Introduction

1.1 Context and Motivation

With advances in the compute capabilities of mobile devices [1], there has been an increase in

Internet traffic from an insignificant percent, to currently more than half of all web delivery

in the last 10 years. This trend is shown in Figure 1.1[1]. Mobile devices are much more

conveniently operated while using a wireless connection. Thus the volume of traffic trans-

ferred over mobile devices have increased significantly, both using licensed and unlicensed

spectra. Thus, the ever increasing demand for higher throughput on end user devices has

driven improvements in the wireless technologies used for mobile service delivery. This re-

search focuses on the Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA)

protocol, which operates in the license free industrial scientific, and medical (ISM) frequency

bands. Of the traffic types consumed by mobile devices, video traffic is often the traffic type

with the highest bandwidth requirements. Video delivery requires a high bandwidth because

of the volume of information in a single screen, which changes at the refresh rate of the video

recorder. Early research on the human visual capacities, and technical limitations led to a

decision to utilize 60 Hz as the refresh rate with the National Television System Committee

(NTSC) standard, and 24Hz for film reproduction.
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Figure 1.1: Percentage of Desktop Compare to Mobile Internet Traffic

To reduce the bandwidth usage, video streams are compressed for example using the

H.264 or H.265 standards [2][3]. These compression standards utilize multiple techniques to

reduce the data rate from for example 3 Gbps to 8 Mbps.

The encoding process used by H.264/Advanced Video Coding (AVC) and is shown in

Figure 1.2. The encoder begins by splitting the image into macroblocks, to which a discrete

cosine transform (DCT) is applied. DCT coefficients are then quantized. Other steps in the

H.264/AVC standard include inter-frame prediction and entropy coding.

The output of the H.264/AVC compression is a much lower bit rate, however, the com-

pressed bit stream is very sensitive to packet errors. Thus a reliable protocol must be used

to transport H.264/AVC.
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Figure 1.2: H.264/AVC block diagram [4]
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H.264/AVC compression rates and complexity are specified with profiles such as Con-

strained Baseline Profile, Baseline Profile, Main Profile, High Profile and so on. Another

parameter that determines the quality of H.264/AVC bit-stream is the level specification

which can range from ”1” - for a video resolution of 128x96 pixels at 30.9 frames per second

(FPS) to ”6.2” with a resolution of 8192x4320 pixels at 120.9 frames per second.

When the compression is increased, there is a perceptual loss in video quality as observed

by the user. This loss in compression, and other artifacts that occur during playback, are not

pleasurable to the user, thus to quantify this loss, the Quality of Experience (QoE) measure

has been defined. To deliver a satisfactory Quality of Experience, it is of importance to use

the highest quality video profile and level for the bit stream delivery.

Transport protocols have evolved in recent times to reliably handle video delivery. Ini-

tially, video on demand was a mechanism that downloaded the complete video resources

in the form of files before playing. However, video streaming, which downloads sections of

the video, begins playing while continuing to download, is the dominant method of video

delivery currently. Also, video resources are often transported over the Hypertext Transfer

Protocol (HTTP), with video delivery protocols such as Dynamic Streaming over HTTP

(DASH). Streaming over HTTP has become the dominant method for video delivery over

the Internet. This is because streaming over HTTP does not require any special hardware

or software for the infrastructure. A standard HTTP web server is used to deliver the files,

which will have been encoded and segmented onto storage. An index file and play list will be

sent to the video playing device, and the streaming protocol then requests the file it requires

dynamically during the video play out.

Mobile wireless device throughput has also increased with advances in radio access tech-

nologies. Thus a mobile device in modern times will have multiple wireless radios, for

example radios for (a) WiFi (IEEE 802.11), (b) Long Term Evolution (LTE), (c) Bluetooth,

and (d) Near Field communications. Users normally have to pay for wireless service over

LTE, while WiFi access is usually free. However, WiFi radio range is in tens of meters, while
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Figure 1.3: Streaming Architecture with HTTP Transport[5]

the LTE range will be hundreds of meters. After crossing the wireless interface, the back

haul connection to the Internet from a user device is usually a wired connection from a user’s

home device – such as a cable modem, or a LTE backhaul fiber connection.

The wireless interface is usually the lowest capacity portion in the end to end video

delivery architecture. This wireless channel is dynamic, with a possibility for large changes in

effective throughput. Thus multiple dynamic events occur when the throughput is restricted

due to channel impairments. These events include rate adaptation changes, and video stream

quality changes. The video stream being delivered may also experience a stall.

1.2 Problem Statement

This thesis focuses on the problem of changing and unpredictable QoE delivered to a video

user under dynamic wireless channel conditions, using the IEEE 802.11 standard.

Even though the IEEE802.11 standard uses the ISM band, which does not guarantee

packet delivery due to the possibility of interference, there is a possibility to increase the

probability of a better QoE delivered to clients.

As shown in Figure 1.3, the client-server architecture[5] passes over the Internet, with

the last hop being the wireless channel. This wireless channel is often the lowest capacity in
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the network link between the client and server. Impairments are caused by multiple reasons,

such as lower SINR with increasing distance, multi-path fading, frame collisions, interference

sources which do not perform carrier sense before transmission, or sources which transmit

continuously. Also, the probability of a collision increases as the number of clients increase,

and also, when conditions for the hidden node, and exposed node problems occur in WiFi.

This thesis considers a feedback architecture, whereby the user can signal to the video

source, for the ability to support more efficient MCS combination from the last hop. A control

algorithm is required for the overall functionality, whereby the MCS selection is optimized

based on channel conditions and AL-FEC capability of the video consuming device.

This thesis considers a model for the QoE estimation which works with two parameters

(1) The frequency of video stalling, and (2) The resolution of the video stream.

1.3 Objectives

The objectives of this thesis are as follows:

1. Improve QoE served to subscribers on WiFi, with minimal changes to the link layer.

2. Provide a robust dynamic QoE estimate when users are consuming video services over

HTTP streaming protocols.

3. Leverage hardware capabilities of end user to perform objectives (1) and (2).

1.4 Contributions

This thesis develops a QoE estimation model based on the frequency of video stalling, and

the resolution of video frames. This QoE estimation model is used to evaluate the end-to-end

performance of the video streaming architecture. To improve the QoE, the following research

activities have been contributed:
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� Proposed AL-FEC mechanism for QoE improvement modeled as a concatenated FEC

system (Chapter 3, Section 3.3.3 ).

� Analytical expression for frame error probability with AL-FEC - Packet error prob-

ability after AL-FEC is an important indicator for the QoE served to the subscriber

(Chapter 4).

� AL-FEC aware Rate Adaptation Algorithm - A mathematical Markov based model is

investigated for improving the Rate Adaptation, depending on the capability of the

end user (Chapter 4, Section 4.7).

� AL-FEC enabled video streaming architecture (Chapter 5, Section 5.3).

� Analytical expression for QoE - This analytical expression is used to estimate the QoE

based on the received video quality and the number of stalled frames (Chapter 5).

1.5 Thesis Outline

This thesis is organized into six chapters. Chapter 2 reviews previous approaches to improv-

ing QoE for wireless users. Chapter 3 outlines the AL-FEC approach proposed for the QoE

improvement mechanism, and also presenting initial results of AL-FEC on a unidirectional

WiFi channel. The mechanism for controlling the WiFi rate adaptation using the AL-FEC

enabled architecture is presented in Chapter 4. A method of measuring QoE is presented in

Chapter 5. Also, the research results of QoE improvement is shown in Chapter 5. The thesis

conclusion is in Chapter 6, with statements on research findings, the research significance,

limitations and suggestions for further research.
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Chapter 2

Literature Review

Ever since digital video was introduced, a high Quality of Experience for video delivery has

been an important requirement. Thus over the years, there have been increasing improve-

ments in video compression techniques and standards such as the H.264 and H.265 video

compression techniques. These compression techniques have been increasing delivered video

quality, while at the same time reducing the required data rate. An additional challenge

exists when the subscribers devices are wireless. This is because the error rate on wireless

channels are orders of magnitude higher than on wired connections. Wired losses are mostly

due to congestion, while wireless losses are due to channel impairments such as interference,

path loss, shadow fading, Rician and Rayleigh fading. The IEEE functional requirements

for IEEE802.3 requires an error rate for Ethernet as 1× 10−8 [6] per octet of MPDU length,

while for wireless IEEE802.11 standards require a rate adaptation change when the error

rate exceeds 10% [7].

2.1 Approaches to QoE Improvement

To mitigate the reduction of QoE when using the wireless channel as the delivery method,

multiple approaches have been applied. These can be classified into: (1) Human Visual

Approach - which includes Video Error Concealment[8][9][10][11], Video Codec Optimization
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and Video Bit Rate Reduction; and (2) Wireless channel approach - which includes (a) Video

Cross-Layer Optimization[12] [13] and (b) Video Forward Error Correction.

2.1.1 Video Error Concealment

Video Error Concealment[8][9][10][11], is an approach to QoE improvement, which utilizes

information in-between video frames, to conceal errors in which are in some frames.

2.1.2 Video Codec Optimization

Video Codec Optimization is an approach by which options in the video codec used for deliv-

ery are adjusted to deliver an optimum QoE under the current wireless channel conditions.

This is primarily driven by standards such as the H.264 and H.264 [2][3].

2.1.3 Video Bit Rate Reduction

The Motion Pictures Experts Group (MPEG), have been introducing codec standards regu-

larly over recent years, such as the H.264 and H.265 standards. These codec standards build

upon state-of-the art research regarding the video codec with the ability to reduce video bit

rate, while at the same time increase the video quality.

2.1.4 Forward Error Correction

QoE improvements can be achieved by applying Forward Error correction (FEC) to video

packets before delivery. Protocols such as FECFRAME [14] have been proposed. The FEC

algorithm used can be rate-less codes such as Fountain Codes and Raptor Codes, or block

codes such as Reed-Solomon codes, Low Density Parity Check Codes (LDPC) and so on.
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2.1.5 Video Cross-Layer optimization

Video Cross-Layer optimization [12] [13], is an approach to QoE improvement, whereby all

the protocol layers are jointly optimized for video QoE delivery.

This thesis is based on the wireless channel approach. This is because the proposed QoE

improvement, is achieved using a combination of the wireless channel Modulation and Coding

Scheme(MCS) selection for the PHY rate, and a Forward Error Correction (FEC) code.

Initially, the application layer PHY rate selection inspects the current data link layer PHY

rate selection. The data link layer rate selection is driven by the data link rate adaptation

algorithm such as Auto Rate Fallback (ARF). Using the current PHY rate, the AL-FEC

rate algorithm determines if a PHY rate, which has a more complex modulation scheme and

thus a higher throughput, and error rate which exceeds the required 10% by the IEEE802.11

standard, can be supported with AL-FEC. Thus the AL-FEC will recover from the additional

errors which will ensure the residual error rate is less than 10%. Thus, the goal of this

approach is to work in conjunction with the data link rate adaptation algorithm.

The QoE architecture and algorithm proposed has minimal requirements on the existing

WiFi MAC protocol. This thesis work begins by investigating the end-to-end video delivery

path. The main QoE improvement mechanism is the joint AL-FEC and rate adaptation

selection.

Related methods which have been proposed for cross layer QoE improvement include ap-

proaches using cross layer video transmission rate control over LTE networks [15], whereby

parameters including video sending rate, quantization parameter, and MCS are reduced

based on the channel conditions, however, FEC is not considered as a mechanism to improve

QoE. Another approach using Systematic Raptor and Rate-compatible punctured convo-

lutional (RCPC) Codes was proposed by [16], whereby unequal error protection (UEP) is

applied to video packets traversing the wireless network, however [16] does not consider con-

trolling modifying the wireless rate adaptation process. Another research approach utilized
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rate distortion [17] as a QoE optimization criteria, and thereby presented a quantization

distortion model.

This research work improves related works in the following areas:

1. Improve QoE with minimal changes to state-of-the-art video streaming architectures

such as HTTP live stream

2. Opportunistically select a higher MCS in order to improve wireless throughput

3. Recover from packet errors using AL-FEC, without disrupting other application be-

havior on the user’s device - this is possible because the MCS is selected per packet.

Thus the application serving video on the user’s device is the only one which will re-

ceive AL-FEC encoded packets. Other applications, which are not AL-FEC enabled,

can continue to operate as designed.

4. Leverage TCP reliability as a mechanism for packet re-transmits

5. Utilize parameters obtained from the link layer rate adaptation algorithm as input to

the AL-FEC rate selection process.

Another important research area is the development of robust methods estimating the

QoE have been proposed.

This research work first considers the wireless channel in WiFi networks as a superchannel[18].

A superchannel is the aggregation of a wireless channel and FEC code into a single unit.

This approach was proposed by Forney [18] in the use of code concatenation. The motivation

for the superchannel designation is the mandatory FEC usage with the IEEE 802.11 WiFi

specification[19]. Whereby Convolutional code or LDPC must be used by the PHY layer.

Expected residual error rates on the PHY are estimated based on the binary convolutional

code. Next, AL-FEC is applied to the superchannel, which is considered as a component of

the concatenated FEC system, and the residual error evaluated based on the performance

of the AL-FEC code.
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2.2 WiFi PHY and MAC Efficiency

Shannon’s limit for the Additive White Gaussian Noise(AWGN) channel capacity is given by

C = B ·log2
(
1 + S

N

)
, where C is the capacity, B is the bandwidth, signal power is denoted by

S, noise power represented by N , and S
N

represents signal to noise ratio gives the theoretical

capacity for WiFi channels. However, due to licensing and government regulations, the

channel is band limited. Also the power used by WiFi is limited. Thus, in the presence of

AWGN the capacity can be written as [20]:

CAWGN = B · log2
(

1 +
P

NoB

)
[bits/s] (2.1)

where

� description P
NoB

is the received signal to noise ratio

� No is the noise power spectral density

� P is the average received power

� B is the signal bandwidth

Using Orthogonal Frequency Division Multiplexing (OFDM), and modulation methods

such as 256QAM in WiFi and Long Term Evolution (LTE), the throughput on the wireless

channel can approach the channel capacity [21].

However, because of the overhead of the CSMA protocol, the entire throughput of the

channel is not available for subscribers. Thus to estimate the real user throughput on the

wireless channel, we can use the MAC efficiency [22]

ηMAC =
MTP

RDATA

(2.2)
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Where MTP is the maximum throughput, and RDATA is the PHY rate.

Figure 2.1: MAC efficiency for WiFi [23]

As an example, the MAC efficiency for WiFi can be as low as 12% without frame aggre-

gation, while increasing to 49% with frame aggregation[23]. This is illustrated in Figure 2.1,

which shows 9% of frame retransmissions due to packet errors, packet losses, or interference.

Packet losses cause the CSMA protocol to go into a back-off state, where every station waits

for its backoff period, before retransmission. The air time utilization can be obtained from

the IEEE802.11ac-2013 standard Amendment 4 which specifies the transmit time TXTIME

to be [24]:

TXTIME = TLEG PREAMBLE + TL−SIG + TV HT−SIG−A + TV HT PREAMBLE

+ TV HT−SIG−B + TSYML +

⌈
TSYMS ×NSYM

TSYML

⌉
(2.3)

TLEG PREAMBLE = TL STF + TL LTF (2.4)

TV HT PREAMBLE = TV HT STF +NV HTLTF × TV HT LTF (2.5)

NSYM = mSTBC ×

⌈
8×DATA LENGTH +NSERV ICE +Ntail ×NES

mSTBC ×NDBPS

⌉
(2.6)
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The description and values of the parameters in the equations above are in Table 2.1

The parameters used for this example are shown in Table 2.2, and were selected based

on the IEEE802.11ac-2013 standard - shown in Table 2.3

NSYM = 1×

⌈
8× 1034 + 16 + 6× 1

1× 1080

⌉
= 8

TXTIME = 8µs+ 8µs+ 4µs+ 8µs+ 4µs+ 2× 4µs+ 4µs+ 4µs×

⌈
3.6µs× 8

4µs

⌉
= 76µs
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Table 2.1: IEEE 802.11n and 802.11ac parameters

Symbol Description 802.11n 802.11ac
TSLOT Slot Time 9µs 9µs
TL−SIG Non-HT/legacy SIGNAL field duration 4µs 4µs
TSIFS Short inter-frame spacing duration 16µs 16µs
TDIFS Distributed Inter-frame spacing duration 34µs 34µs
mSTBC Space time block code 1 1
NES Number of encoded streams 1 1-2
TL STF Non-HT/legacy short training sequence 8µs 8µs
TL LTF Non-HT/legacy long training sequence 8µs 8µs
TSYM Regular GI symbol interval 4µs 4µs
TLEG PREAMBLE Legacy preamble duration 8µs 8µs
TV HT PREAMBLE Very High Throughput preamble duration 1µs 1µs
TV HT−SIG−A VHT SIGNAL A field duration 8µs 8µs
TV HT−SIG−B VHT SIGNAL B field duration 8µs 8µs
TV HT STF Very High Throughput signal short training

field duration
- 4µs

TV HT LTF Very High Throughput signal short training
field duration

- 4µs

TSYMS Short GI symbol interval - -
NSYM The number of symbols in the Data field - -
NV HTLTF The number of VHT-LTF symbols - -
DATA LENGTH Length of payload in bytes - -
NSERV ICE Number of bits in the SERVICE field - -
NTail Number of tail bits per BCC encoder - -
NDBPS Number of data bits per symbol - -

15



Table 2.2: Selected VHT parameters

Parameter Value

Modulation 64QAM

Code Rate 5/6

Bandwidth 40MHz

Spatial Streams 2

Data Bits Per Symbol 1080

Data Length 1034 bytes

Table 2.3: IEEE 802.11 VHT Parameters 40MHz Bandwidth[24]

2.3 Adopted Mathematical Tools

Markov modeling enables tractable mathematical analysis of the dynamic behavior of the

carrier sense multiple access with collision avoidance (CSMA/CA)[25][26], used by WiFi de-

vices. Alternative models that can be considered for CSMA/CA performance include (1)
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Gibbs Fields [27][28], (2) Constrained Random Walks[29], (3) Self Avoiding Walks [30][31],

and (4) Levy Processes [32]. However, Markov Modeling provides an estimate of the through-

put with good accuracy. Thus it is the most widely adopted method.

The model proposed by Bianchi [25] makes an assumption that the probability p of a

packet collision, is independent of the state of the station. The model considers a number n

of stations in the WiFi service area. These stations are assumed to be in saturation mode,

thus each has a packet ready for transmission. Each station is defined to be in a back off

stage s(t) at time t. Using the one-step transition probabilities, and also the fact that a

transmission occurs when the back-off time counter is equal to zero, the probability that a

station transmits τ is derived[25].

τ =
m∑
i=0

bi,0 =
b0,0

1− p
=

2(1− 2p)

(1− 2p)(W + 1) + pW (1− (2p)m)
(2.7)

where

� m is the maximum back-off stage

� i ∈ (0,m) is the back-off stage

� W is the minimum contention window size

� Wi = 2iW is the contention window size at backoff stage i

� bi,k = lim
t→∞

P{s(t) = i, b(t) = k}, i ∈ (0,m), k ∈ (0,Wi− 1) is the stationary distribu-

tion of the Markov chain.

� p is the probability of a packet collision

� W is the contention window size

The probability of a packet collision is also derived as the probability of at least one of the
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n− 1 stations transmits. This is given by

p = 1− (1− τ)n−1 (2.8)

The values of τ and p are determine by numerical methods. Subsequently the throughput

S of the channel is determined as a ratio of the expected value of the time for a successful

transmission to the total time of a renewal interval:

S =
E [time used for successful transmission in an interval]

E [length of renewal interval]
(2.9)

The Bianchi model determines the throughput for a single MCS value. In this research

work, another Markov model is used to determine the current MCS used by a subscriber.

The Markov model for Rate Adaptation analysis proposed by Choi et al. [33] is used to

model the behavior of the Auto Rate Fallback (ARF) rate adapation algorithm. This is

shown in Chapter 4.

The Ebbinghaus forgetting curve is utilized for estimating the QoE in Chapter 5. This

is similar to the approach by Zhengfang et al. [34].

2.4 Quality of Experience (QoE) of Delivered Video

Video Quality of Experience is a measure of satisfaction of a subscriber when viewing the

video content. The International Telecommunication Union (ITU) has published a standards

regarding QoE as the recommendation ITU-T G.1080 [35], with a focus on IPTV.

To evaluate the QoE of a delivered video, two approaches are usually considered: (1)

Objective QoE measurement, and (2) Subjective QoE measurement [36].

Because QoE is the perception of the user, QoE may be influenced by user expectations

and context. Thus QoE is always subjective depending on the user’s personality. Because

of the subjectivity of QoE, group data is used to determine the QoE. With the group data,
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a baseline is can be determined. This baseline from subjective measurements can be used

to create a relationship between network parameters and the QoE. Thus subsequent QoE

measurements - which are referred to as Objective QoE - can be obtained using network

parameters, which depend on the previous mapping from subjective measurements.

The ITU has classified factors which contribute to QoE as shown in Figure 2.2. The

factors can be classified into two main parts: (1) Human components, and (2) Network

Quality of Service components.

QoE

SubjectiveQuality	of
Service

Service
factors

Transport
factors

Application
factors

Emotions Service
billing Experience

Figure 2.2: ITU-T G.1080 QoE reference [35]

2.4.1 Subjective QoE Measurement

The subjective method, which is performed by humans is an expensive method of QoE

estimation. Recommended procedures for Subjective QoE measurement can be found in

ITU recommendation ITU-R BT.500-11 [36]. There are two classes of subjective assessment

in general: (1) Quality assessment, and (2) Impairment assessment. Subjective quality

assessments are performed under optimum conditions, while impairment assessments are

performed after the video has passed through a transmission channel, which may have added

imperfections to the video. To perform subjective assessments, tests are recommended by the

ITU [36]. The recommendations include the test environment such as home and laboratory

tests, and other factors such as the size of screen, brightness, room illumination and so on.
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2.4.2 Objective QoE Measurement

Objective QoE measurements are determined by models defined in terms of network QoS

parameters. Network QoS parameters [37][38] which are of interest include:

� Packet loss: Packet loss can occur due to imperfections in the medium or channel

between the source and recipient of the packet. Packet loss can also occur due to

network congestion on network elements, malfunctioning equipment, or wrongly pro-

visioned equipment. When packet loss is experienced, the packets must be recovered,

if protected by error correction methods, or re-transmitted. For basic video calling at

1080p, a packet loss of 5% has been reported as the basic minimum acceptable[37][38].

� Jitter: Jitter is the uneven and untimely delivery of packets to a destination. Thus

packets may arrive too late for presentation, or too many packets appear suddenly,

which could cause congestion at the destination. These variations in packet delivery

will be experienced as variations in round trip time (RTT). To combat the effects of

jitter, playback buffers are utilized in streaming video applications. The effect of the

playback buffer is to smooth out the packet delivery to the application on the user

device. Thus packets that arrive too early are placed in the buffer. Also, when packets

do not arrive on time, those stored in the playback buffer can be presented.

� Throughput: Throughput is the measure of packets delivered per time interval, usu-

ally measured in bits per second (bps). Higher definition video requires a higher

throughput. For example the ITU H.264 specification [39] states the maximum bit

rate for 480p video is 1.2Mbps, while the maximum bitrate for 1080p video is 8.16

Mbps. This is because higher definition video contains a higher density of picture in-

formation. Throughput is usually measured in two directions: (1) Upload throughput

is the speed of packets sent to a server by a consumer, and (2) Download throughput

is the speed at which packets are being sent from a server to a consumer.
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� Latency: Latency is the amount of time elapsed from when a packet leaves a source,

until it gets to its destination. Latency includes the time to transfer a packet between

network interface buffers, propagation time over media such as fibre optic and the

wireless medium, time to re-transmit packets which fail error checks, and the time to

decode packets.

Typical values of these network parameters are shown in Table 2.4

Table 2.4: Network parameters for video streaming applications[37]

QoE Parameter Excellent Quality Basic Quality

Download throughput 4Mbps 512Kbps

Upload throughput 2Mbps 128Kbps

Latency 50ms 100ms

Jitter 20ms 50ms

Packet Loss 0% 5%

Objective methods which closely track the estimated subjective evaluations have been de-

veloped [40]. Network parameters are often used to determine the QoE [40].

2.5 Concatenated FEC System

In order to conform to the IEEE802.11 specifications, whereby a link level FEC is mandated,

the overall FEC is modeled as a concatenated FEC system [18][41].

A concatenated FEC system consists of multiple FEC encoding blocks in sequence. Thus

the output of the first FEC block is fed to a subsequent FEC block. To decode a concatenated

FEC system, the data stream is passed into a series of FEC decode blocks.

The concatenated FEC system provides a tractable mathematical approach to determine

the performance of the AL-FEC system. Previous works which have considered AL-FEC as a

concatenated FEC system include [42] which considers Fountain codes as the AL-FEC. [42]

considers only multicast packets, however, because streaming video protocols are unicast
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based on the HTTP protocol, such a system as in [42] will not be directly adaptable for

supporting video streaming. [42] also does not consider a mechanism for the subscriber

to signal to the server the MCS it desires. Another approach by [43] combines error and

erasure correction coding to optimize wireless system performance, however, the study does

not consider the IEEE802.11 standard, nor does it consider the rate adaptation process for

WiFi. This thesis fills the afore-mentioned gaps.

2.6 AL-FEC

Application Layer Forward Error (AL-FEC), is the mechanism whereby a FEC code is added

to packets at the application layer. Historically, FEC has been added only to the link layer.

This link layer FEC is normally implemented in hardware, with a very low latency for

FEC decode. With the improvements in general purpose CPU capabilities, it has become

feasible to add another layer of FEC to the data packets. Video streaming protocols such

as Dynamic Streaming over HTTP (DASH), use a playback buffer which can be about 10

seconds or larger depending on the DASH algorithm operation [44]. Thus, when using AL-

FEC, the error correction algorithm has less stringent conditions, which is to repair packets

with error in an interval of seconds. Comparing to link layer FEC, the acknowledgment time

out (ACKTimeout) is in the order of micro seconds [7].

ACKTimeout = SIFS + ACK Transmission Duration+ SlotT ime (2.10)

When a maximum distance separable (MDS) AL-FEC code is unable to recover a packet,

a mechanism is required to perform the automatic repeat request (ARQ). Otherwise, if a

Fountain Code such as Raptor code is used, then the user must wait until enough packets

have been received, which can be used to correct the errors.

This thesis has focused on Reed-Solomon Codes as the AL-FEC layer. These and other

codes have been proposed in the FECFRAME standard [14]. Reed-Solomon (RS) codes
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were selected, because of the lack of error floor property of RS codes. The error floor is a

performance limit of error correcting codes, which are based on sparse graphs. FEC codes

with error floors include LDPC, Fountain codes, Turbo codes and Polar codes[45][46].

Previously, Reed-Solomon codes were only used to correct up to t/2 symbol errors, where

t = bn−k
2
c, and n is the codeword size, and k is the message size. Algorithms for decoding

Reed-Solomon codes include the Berlekam-Massey algorithm which is of polynomial time

complexity O(n3). However more recently, other methods have been shown to perform

better than the Berlekam-Massey algorithm [47]. For example, using the Guruswami-Sudan

list decoding algorithm, with a polynomial time complexity of O(n2m4), the error correction

performance improves and becomes tGS = n−1−b
√

(k − 1)n)c where m is the interpolation

multiplicity[48][47].

2.7 WiFi Rate Adaptation

A rate adaptation algorithm design is generally in two classes: (i) Loss-triggered, and (ii)

SNR triggered[49]. Loss-triggered algorithms select the MCS based on a threshold count

of sequential failure or transmission success. SNR triggered algorithms base the MCS se-

lection on a model of the wireless channel error estimate determined by the current SNR.

Vutukuru et al. [50] proposed a Cross-Layer Wireless Bit Rate Adaptation referred to as

’SoftRate’, which provided throughput gains of up to two times over SampleRate and Robust

Rate Adaptation Algorithm (RRAA) [51] , by using SoftPHY hints from the physical layer.

Wong et al. [51] proposed a robust rate adaptation algorithm (RRAA) which uses short-term

loss ratio to control the rate adaptation algorithm. RRAA was shown to outperform Auto

Rate Fallback (ARF), Adaptive Auto Rate Fallback (AARF) and Sample rate with possible

improvements of up to 143%.

There are multiple WiFi Rate Adaptation algorithms in use, these include:
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1. SoftRate[50]: SoftRate is a rate adaptation algorithm with the goal of maximizing

throughput, while responding to rapidly changing channel conditions. SoftRate im-

ports into the control algorithm, confidence information estimated from the PHY.

This confidence information is used to determine the rate selection. SoftRate detects

abrupt changes in BER estimates, and classifies these as interference. Thus SoftRate

maintains the sending rate for interference conditions and only reduces the rate when

channel impairments caused by other factors such as fading or signal attenuation are

responsible. SoftRate is a loss-triggered algorithm.

2. Robust Rate Adaptation Algorithm (RRAA): [51] RRAA attempts to maximize

wireless throughput by considering conditions such as fading, mobility, and hidden

terminals. A hidden terminal is one which is within radio range of two other users,

while these users are out of radio range with each other. RAA uses short-term loss

ratio to determine its rate selections. RRAA also uses an adaptive Request To Send

(RTS) filter to prevent collision losses from triggering a rate decrease. RRAA is a

loss-triggered algorithm.

3. Auto Rate Fallback (ARF)[52]: This algorithm attempts to achieve the maximum

throughput on the WiFi channel. The ARF algorithm modifies the transmit MCS

based on the success of packet transmissions. If two consecutive ACK frames are not

received correctly, a timer is started and, the second retransmission will be sent at a

lower MCS. After 10 successful ACKs have been received, or the timer expires, a probe

frame is sent at the next higher rate. If no ACK is received at the higher rate, the next

transmit rate is lowered, and the timer is restarted to count down. This thesis research

utilizes the ARF as a model for AL-FEC performance. ARF is a loss-triggered rate

adaptation algorithm.

4. Adaptive Auto Rate Fallback (AARF): AARF is a throughput optimization

algorithm which improves ARF for low latency systems. AARF provides short-term
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and long-term adaptation. AARF is a loss-triggered rate adaptation algorithm.

5. MiSer[53]: The MiSer rate adaptation algorithm attempts to minimize the local power

consumption, not the throughput. MiSer adapts both the transmission rate and power.

A lookup table, which contains transmission rate and power pairs, is created from a

specific wireless channel. During operation of the device, table lookups are used to

determine the optimum rate and power. MiSer is a SNR triggered rate adaptation

algorithm.

6. SampleRate[54]: The SampleRate algorithm maximizes wireless throughput. Most

packets are sent at the bit rates with the highest throughput. SoftRate periodically

sends probe packets at other bit rates in order to update the MCS selection table.

SoftRate will switch to a another bit rate if it determines the new bit rate has a better

throughput than the current value. If SampleRate experiences several successive losses

at a certain MCS, it stops probing that bit rate. SampleRate is a loss-triggered rate

adaptation algorithm.

7. Minstrel-Piano[55]: The Minstrel-Piano rate control algorithm attempts to obtain

the maximum throughput on the WiFi channel. A multi-rate-retry chain (MRR) is

utilized by Minstrel-Piano. The MRR keeps track of each packet to be sent. There

are four different rates in the MRR. For every failed packet transmission, the packet

is retried with the next lesser MCS parameter. The MRR MCS values are labeled

as (a) Best Throughput, (b) Next best throughput, (c) Best probability of success,

and (d) lowest base rate . This MRR chain is updated every 100ms. An Exponential

Weighted Moving Average (EWMA) is used to determine the values of the probabilities

of each MCS combination. From these probabilities, the MRR MCS combinations are

set. To determine the EWMA for each MCS, Minstrel-Piano sends probe packets.

The probe packets ensure that each MCS is regularly tested for probability of success.

Minstrel-Piano is a loss-triggered rate adaptation algorithm.
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2.8 Related Works

Related works include a study of AL-FEC for mobile streaming over LTE by Bouras et

al.[56]. Bouras et al. [56] consider using AL-FEC to protect LTE services sent over Mul-

timedia Broadcast/Multicast Services (MBMS), whereby the same data is sent to multiple

users in a geographical area. Bouras et al. [56] investigate the benefits of AL-FEC, which

is realized using Raptor Codes[57] - for a smooth video streaming experience, with a result

showing increases in user satisfaction when the AL-FEC overhead is increased. Wu et al.

[58] investigated source FEC coding for cloud gaming video. Wu et al. [58] developed and

analyzed a framework which approximates the loss rate, and controls the FEC coding adap-

tation. Wu et al. [58] show that measurable gains can be achieved when source-FEC coding

is applied.

Irrespective of the AL-FEC code used, there can be improvements in the video delivery capa-

bility. However, Fornet [18] has suggested using a non-binary outer-code in a concatenated

FEC system. Reed-Solomon codes are non-binary codes which are used in this study.

2.9 Proposed Research in the Context of Current State

of the Art

There have been multiple approaches used by researchers to improve the QoE of video de-

livery over the wireless channel. These works include Fanet al. [59], where a cross layer

scheme based on a Lyapunov optimization framework for H.264/AVC was proposed. [59]

focuses on the state of frame buffers at the destination nodes for scheduling packet trans-

missions in wireless ad-hoc networks. The QoE improvement is achieved by routing and

network scheduling of video packets according to the status of frame buffers at the users.

Another approach by Ullah et al. [60] focuses on cache management and the use of H.264
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Scalable Video Codec (SVC). A cooperative interest forwarding and cache decision policy

are then executed with a goal to minimize the average delay, and also maximize the cache

hit rate. Thakolsri et al. [61] proposes a QoE driven cross layer optimization which jointly

optimizes the application layer and wireless protocol stack by allocating network resources,

and the rate adaptation, in order to minimize temporal video quality fluctuation. Shehada

et al.[62] proposed a cross-layer optimization framework, which jointly optimizes the ap-

plication and lower layers of the A greedy algorithm with target of mean utility is used to

optimize network resources. A QoE driven cross-layer optimization for High Speed Downlink

Packet Access(HSDPA) is evaluated by [63] whereby an algorithm is presented to optimize

the delivered QoE for wireless HSDPA subscribers, and [63] compares multiple adaptation

algorithm targets such as maximum rate, or maximum Mean Opinion Score (MOS). A scal-

able video coding (SVC) based streaming scheme with dynamic adaptation with scheduling

is proposed by [64] with a result of 13% video quality gain observed for wireless Long Term

Evolution (LTE) users.

2.9.1 Present Thesis Compared to the Related Works on Video

QoE Estimation

Multiple works to establish Quality of Experience for video have created well known quality

assessment algorithms such as Structural Similarity (SSIM), Multiscale Structural Similar-

ity (MSSIM)[65], Peak Signal to Noise Ratio (PSNR), Mean Squared Error (MSE) and so

on[66][67]. The popular video delivery frameworks such as HTTP live stream, utilize TCP

as a transport protocol. Thus the frame quality of the transported video will be the same as

that of the source. However, multiple resolution video streams, will have on average the same

QoE parameter difference between the higher and lower resolution streams. Thus a single

integer can be used to represent the quality degradation between video streams. This is the

proposed method used in this thesis. This QoE evaluation method is objective. In addition,

video stall frequencies and initial buffering are dependent on packet loss. Evaluating QoE
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Table 2.5: Comparison of similar research works for Video QoE improvement

Optimiz-
ation
Parame-
ter

Method Model QoE
Eval-
uation
Tools

Video
delivery
method

RAN
Technol-
ogy

This research Packet
failure
probabil-
ity

AL-FEC
+ RA

Markov Ebbinghaus TCP IEEE802.11

Shu Fan [59] Video
frame
delay

Schedule
Video
Packet
according
to state
of frame
buffer

Lyapunov
opti-
mization
frame-
work

PSNR Not spe-
cific

IEEE802.11

Thakolsri [61] Minimize
temporal
fluctua-
tion of
video
Quality

PHY rate
adap-
tation,
video rate
adapta-
tion

Utility
function

VSSIM Not spe-
cific

HSPA

Shehada [62] Maximize
perceived
quality

QoE opti-
mization
frame-
work
for LTE
resource
allocation

Objective
function

MOS Not spe-
cific

LTE

Thakolsri [63] Downlink
resource
optimiza-
tion

HSDPA
link adap-
tation

Cross
layer pa-
rameter
exchange

MOS Not spe-
cific

HSDPA

Radhakrishnan [64] Improve
video
quality

Dynamic
adap-
taiton
of H.264
Scalable
Video
Codec

CQI feed-
backs

PSNR RTP LTE

Ullah [60] Base layer
caching of
scalable
video
code

cache
manage-
ment

cooperative
Interest
for-
warding
scheme

Average
delay

Not spe-
cific

LTE
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based on the video stalling has been investigated by Mok et al. [40]. The stall frequency

is also modeled by Duanmu et al. [34], which proposes the previous frame quality as the

present frame quality during a stall. Duanmu et al. [34] also propose using the Ebbinghaus

forgetting curve to model the memory of a video stall by a consumer. The results show a

good fit to the subjective evaluation methods.
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Chapter 3

Application Layer Forward Error

Correction

3.1 Introduction 1

Historically, Forward Error Correction (FEC) has been applied at the link layer of the Open

Systems Interconnection (OSI) model [68]. However, with the continual improvement of

general purpose processors, and the introduction of specialized computing hardware such as

graphics processing units (GPU), it has become of interest to apply FEC at the application

layer. Thus Application Layer Forward Error Correction (AL-FEC), is the mechanism by

which additional FEC is introduced and managed at the application layer. Compared to

Link layer FEC, AL-FEC provides increased flexibility for the packet delivery architecture

regarding FEC algorithms. This is because link layer FEC is usually standardized into a set

of possible combinations, in order to ensure compatibility between different manufacturer

hardware implementation. AL-FEC can be modeled as a system with another layer of FEC.

Thus the overall FEC rate will be the product of AL-FEC and link-layer FEC rates [41].

1Sections 3.4 and 3.5 of this Chapter appear in a published conference paper - ”Osunkunle I. Improving
802.11 video transport air efficiency with AL-FEC. In 2017 IEEE International Conference on Wireless for
Space and Extreme Environments (WiSEE) 2017 Oct 10 (pp. 31-36). IEEE.”
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Table 3.1: Standard OSI and Proposed AL-FEC layers

The FEC scheme at the application layer can be optimized for the current application,

depending on requirements such as the decoding delay, and acceptable loss. Table 3.1 shows

the proposed AL-FEC position on the OSI model, and the error protection mechanism used

by AL-FEC and standard application Link layer FEC.

In general, AL-FEC will have a higher latency for packet processing. This is because the

packet has to traverse higher into the operating system network model. Also, applications

such as video streaming utilize a play back buffer, which affords AL-FEC schemes a possibility

to perform advanced error recovery while the buffer occupancy is above a specified threshold.

There will be moments where the error rate is low, requiring minimal AL-FEC processing.

Low error rate moments can have the play out buffer fill up faster than real time. When the

error rate is high, AL-FEC is able to restore packets, even though recovery may be slightly

less than real-time.
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3.2 Application Layer Forward Error Correction (AL-

FEC) Cost

Performing AL-FEC requires the use of computing resources on the host device. In this

research, the computing resources are regarded as infinite. This is because of the wide

variety of possible AL-FEC hardware and algorithms which are available. For example,

some clients and servers in specific scenarios may have dedicated hardware for the AL-FEC

decode.

3.3 Forward Error Correction

When transmitting digital signals between two different entities, assurances must be made

that the information sent from the source is the same as that received. Thus error checking

algorithms must be used to validate received information. The Frame Check Sequence (FCS)

is used in IEEE 802.11 to validate received frames. This FCS is implemented as a 32 bit

Cyclic Redundancy Check (CRC)[7]. If it is determined that the received information is

corrupt, the receiver needs to signal the sender to re-transmit the information. Because

re-transmissions can be expensive in terms of air resource efficiency, another option is to add

redundant information into the packet sent. By utilizing the redundant information, the

recipient is able to detect and correct some or all of the errors in the packets received. This

is termed as forward error correction (FEC). Adding redundant FEC information requires

an increase in bandwidth, thus for bandwidth limited systems, a decision must be made

on the FEC gain compared to the extra bandwidth usage, otherwise the transmission time

will be longer due to the additional bits of information. FEC is widely used in digital

systems, for example reading the contents of a storage device, FEC schemes may be used to

recover corruptions. To ensure data integrity in wired and wireless digital systems FEC is

normally a standard component of the architecture. FEC codes generate parity information
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which transmitted in sequence to the message stream for Systematic Codes. There are two

general classes of FEC codes: (1) Block codes, and (2) Convolutional codes. A block code

encoder generates parity by performing a mathematical operation on individual data blocks,

with no interdependence between each data block[41]. Convolutional codes generate parity

information using a sliding window over the data stream. A boolean polynomial function

accepts input from multiple positions of the data stream, and generates an output which is

transmitted in sequence to the output data stream.

3.3.1 Block Encoder

A block encoder accepts a message which is binary k-tuple u = (u0, u1, · · · , uk−1), with 2k

different messages possible, and outputs codeword, which is an n-tuple v = (v0, v1, · · · .vn−1).

There are also 2k possible codewords, and the code rate, which represents the FEC overhead

is R = k
n
, where k < n, and the extra bits n − k are referred to as the parity bits, which

have a mathematical relationship to the k message bits.

3.3.2 Convolutional Encoder

A convolutional encoder output is dependent on the previous m message blocks, and the

current block u of size k bits. m is the memory order. The output code sequence v is of size

n bits. The code rate is the ratio R = k
n
.

The choice of FEC method selected is related to system requirements such as the cost

and latency. The IEEE 802.11-2012 specification requires devices to support Convolutional

codes and optionally, Low Density Parity Check (LDPC). LDPC codes are block codes,

which are based on sparse bipartite graphs. The code rate for each modulation scheme

is also specified. FEC codes at the application and link layers can be concatenated, and

the application layer FEC can be visualized as a upper level combination. More than one

error correction mechanism can be used in series with a communications link, this is termed
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concatenated FEC. The concatenated FEC scheme used in this research is shown in Figure

3.1.

To approach channel capacity, a non-binary FEC code is required to be the outer coder

[18]. Reed-Solomon error correction code was used for investigating AL-FEC performance

in this research work, as this is a well understood non-binary FEC code.

AL-FEC	Outer	Encoder
(n2,	k2)	code

over	GF(2k)

Link	Layer	Inner
Encoder

(n1,	k1)	binary	code

Link	Layer	Inner
Decoder

(n1,	k1)	code

AL-FEC	Outer	Decoder
(n2,	k2)	code

over	GF(2k)
Channel

Encoder Decoder

Figure 3.1: Concatenated FEC

3.3.3 Concatenated FEC System

Concatenated FEC was proposed by Forney[18], who showed that concatenation of an arbi-

trarily large number of codes can yield a probability of error, which decreases exponentially

with the overall block length, and decoding complexity increases only algebraically. This is

because when using the concatenated FEC system, the inner coder operates only on n1 sized

segments, while the outer coder operates on n2 sized blocks as shown in Figure 3.1. The

overall system can be represented as a system with (2n2)n1 code words [18]. If we assume RS

codes are used as inner and outer codes, we have two stages of decode complexity with a total

complexity of O(2n3). If n = n1 = n2, then without concatenation, the decode complexity

will be O(n6).

The IEEE802.11 standard requires that either convolutional code, or optionally LDPC

to protect the wireless link. Also, this research work uses using a Reed-Solomon code to

protect the packets, before sending to the convolutional encoder. Thus the overall system

FEC blocks can be modeled as a concatenated FEC system.

When two codes are concatenated, the outer code can be designed to greatly reduce the

probability of error Pe. If we consider the inner code and channel combination as a reduced
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error binary symmetric channel (BSC), then Pe after the outer code is given by [69]

Pe ≈ Ne(4p)

⌈
dfree

2

⌉
(3.1)

where

� Pe is the average probability of error for a vector channel with Additive White Gaussian

Noise (AWGN)

� Ne is the average number of neighbors for a signal constellation

� p is the BSC cross over probability

� dfree is the free distance of the convolutional inner code

3.3.4 Reed Solomon Error Correction

3.3.4.1 Initial Approach to Reed Solomon Error Correction

An error correction code E, now commonly referred to as Reed-Solomon codes, described by

Reed and Solomon[70] has been applied to wireless packets in order to obtain air efficiency

gains. Reed-Solomon codes are polynomial codes, which operate on finite fields, also known

as Galois fields GF . The common representation of a Galois field indicates how many

elements it contains. Thus a 2k element GF is denoted as GF (2k) where k is the number of

binary bits in a message.

Reed-Solomon codes expands the size of the data payload by adding redundant parity

bits. Thus introducing redundancy in the data stream. Bandwidth to accommodate this

expansion in data size can be obtained by stepping up to the next modulation and coding

scheme (MCS) in WiFi. If K is a field of degree n, over the field of two elements Z2, and

K has two distinct digits per element, where n is the total number of digits per element,

then K contains 2n elements. The code E maps m-tuples of K into 2n-tuples of K. The
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multiplicative group of field K is cyclic and is generated by powers of α, and α is the root

of a suitable irreducible polynomial over Z2.

Thus if we denote the field as K = Z2(α), which is the vector space over Z2, and we

select an irreducible polynomial with root α, the basis of K contains n elements as follows:

1, α, α2, · · · , αn−1. The nonzero elements of K form a multiplicative group, and the elements

of K can be represented by[70]

0, β, β2, · · ·+ β2n−2, β2n−1 = 1

where β is a generator of a multiplicative cyclic group. Reed-Solomon translates a message

with m elements into the expanded and protected form with 2n elements by evaluating a

polynomial

P (x) = a0 + a1x+ a2x
2 + · · ·+ am−1x

m−1

at each value of its generator multiple β for each message element. Thus the translation is

(a0, a1, · · · , am−2, am−1)→

(P (0), P (β), P (β)2, · · · , P (β)2n−2, P (1))

After receiving the message

P (0), P (β), P (β)2, · · · , P (β)2n−2, P (1)

it may be decoded by solving simultaneously any m of the 2n equations. This is because any

set of m are linearly independent. Expanding the message received -

P (0) = a0

P (β) = a0 + a1β + · · ·+ am−1β
m−1

P (β2) = a0 + a1β
2 + · · ·+ am−1β

2m−2
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...

P (1) = a0 + a1 + a2 + · · ·+ am−1

The linear dependence of any m subset of these n can be inferred because the coefficient

determinant of any such subset, for example P (α), · · · , P (αm) is a Vandermonde determi-

nant whose value is not zero.

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1 α1 α2
1

1 α2

1 α3

. . . . . . . . . . .

1 α3

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
det = πj<i(αi + αj) 6= 0

If reception is error free, then with the received values of P (·) multiple determinations

of the sent message (a0, · · · , am−1) can be obtained. The number of these determination

is
(
2n

m

)
. If there are any errors in the received packets, the determinations of the values of

(a0, · · · , am−1) will differ depending on the selected combinations of P (·). For small numbers

of errors, a voting mechanism can be used to determine the order of error, and correct the

errors. It has been shown[70] that if the number of errors is denoted by s, then

s <
2n −m+ 1

2
(3.2)

Thus the code will correct errors of order less than (2
n−m+1

2
). For m odd, error correction

can be performed up to (s = 2n−m−1
2

) and error detection performance up to (s = 2n−m+1
2

).

When m is even, RS code can correct up to (s = 2n−m
2

) but will not detect more errors.
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3.3.4.2 Generator Polynomial Approach to Reed Solomon Error Correction

The generator polynomial approach for Reed-Solomon implementation is the most common

used in industry[71]. This approach evolved as a description of a cyclic code. A cyclic code is

one which when cyclically shifted, the resulting value will be another codeword. Thus if the

codeword is c = (c0, c1, c2, ..., cn−2, cn−1) , then c′(c1, c2, c3..., cn−2, cn−1, c0) is also a codeword.

With this approach, a message m(x) = m0 +m1x+ · · ·+mk−1 is encoded by multiplication

with a generator polynomial

g(x) = g0 + g1x+ g2x
2 + · · ·+ gn−kx

n−k (3.3)

Thus

c(x) = m(x)g(x) (3.4)

The length of cyclic RS codes is given by q− 1 which is one coordinate less than the number

of coordinates in the original RS code approach. Thus the generator polynomial approach

to formulate a t error correcting Reed-Solomon code is to determine a generator polynomial

which has 2t consecutive powers of α as roots. where α is primitive element. Thus

g(x) =
2t∏
j=1

(x− αj) (3.5)

Thus valid code polynomials have degrees from 2t to (q − 2), where q is the number of

codeword coordinates in GF (2n). The number of code words q−1 in the Galois Field GF(q)

is one less than that of the original approach to Reed-Solomon which is GF (q)

3.4 Reed-Solomon Code Performance

The performance of Reed-Solomon codes can be evaluated by considering the wireless system

as shown in Figure 3.2.
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Figure 3.2: Application Layer Reed Solomon Performance Model

Reed-Solomon (RS) codes are Q-ary codes represented by (n, k) with code size n and

message size k. A Q-ary code consists of Q elements in a finite field. The symbol size can

be represented by q = log2Q bits, and block length n = Q − 1. The minimum distance is

d = n− k + 1 and they can correct up to t = bd−1
2
c symbol errors. The weight distribution

of RS codes is [48]:

Aj =

(
n

j

)
(Q− 1)

j−d∑
i=0

(−1)i
(
j − 1

i

)
Qj−d−i (3.6)

where Aj is the number of codewords of weight j, j > 0 and A0 = 1.

Packets are sent from the RS encoder to the superchannel consisting of the M-ary super-

channel. A M-ary super channel supports symbols up to 2M distinct values.

If the probability of error for the M-ary symmetric channel is p, and the probability of a

RS codeword in error is defined as Pq, then the probability of a correctly received RS symbol

is 1− Pq, and the probability of a given incorrect symbol is Pq

Q−1 .

39



The probability that the received codeword is correctly decoded is given by[48]:

Pcd =
t∑
i=0

(
n

i

)
P i
q(1− Pq)n−i (3.7)

Using a bounded distance decoder (BDD), the RS decoder error rate is 1 − Pcd which can

be expressed as [72]:

Pcw =
n∑

i=t+1

(
n

i

)
P i
q(1− Pq)n−i = Pdf + Pde (3.8)

Where Pde is the probability of decoder error and Pdf is the probability of decoder failure.

The probability of decoder error has been shown by Wicker [73] to be:

Pde =
1

n

n∑
j=1

jAjP
j
de (3.9)

Where P j
de is the probability that the decoding sphere of radius t covers a weight j

codeword:

P j
de =

t∑
v=0

t−v∑
w=0

(
n− j
v

)(
j

w

)
(Q− 1)w−j

×
(

1− Pq
Q− 1

)w
(1− Pq)n−j−vP j+v−w

q (3.10)

The probability of symbol errors after decoding Reed-Solomon codes is given by[48][73]:

Psde =
1

n

n∑
j=1

jAjP
j
de (3.11)

When error statistics are available, and Pj represents the probability of j errors in a

codeword. P ′j , the probability of receiving a particular j error tuple is defined as:
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P ′j =
Pj(

n
j

)
(Q− 1)j

(3.12)

For the memoryless channel, the probability of j errors are determined empirically.

Pj =

(
n

j

)
P i
q(1− Pq)n−i (3.13)

The probability of correct decoding is :

Pcd =
t∑

j=0

Pj (3.14)

Thus the probability of decoding error, and subsequent symbol error when a decoding failure

occurs are given by[48]:

Pde =
n∑
j=0

Aj

t∑
v=0

v∑
i=0

P ′j+i

v∑
c=0

(
n− j
c

)(
j

b

)
×
(
j − b
c− i

)
(Q− 1)c(Q− 2)b (3.15)

and the probability of a symbol error for this incorrect decoding is [48]:

Psde =
1

n

n∑
j=0

Aj

t∑
v=0

v∑
i=0

P ′j+i

v∑
c=0

(
n− j
c

)(
j

b

)
×
(
j − b
c− i

)
(Q− 1)c(Q− 2)b (3.16)

where b = v − 2c+ i

3.4.1 Decoding Reed-Solomon Codes

There are multiple algorithmic approaches to decoding Reed-Solomon codes, such as the

Peterson-Gorenstein-Zierler decoder[74], the Berlekamp-Massey decoder[75] and the Berlekamp-

Welch decoder [76]. In this thesis the method used was the Berlekamp-Massey (BM) decoder.

The BM decoder was utilized because of the availability of a tested and validated implemen-
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tation for research work, and also the BM decoder is sufficient to validate the AL-FEC

performance. In recent times, the Guruswami-Sudan decoder was proposed for improving

the decode capability of Reed-Solomon Codes [77]. Using the Berlekamp-Massey decoder,

the steps to decoding and error correction are[78]:

1. Calculate the syndrome - if syndrome is zero, there are no errors. The syndrome is the

product of the parity check matrix and the received vector.

2. Determine the error locator polynomial using the Berlekamp-Massey algorithm

3. Find the roots of the error locator polynomial using Chien search

4. Determine the magnitude of the errors using the Forney algorithm

5. Correct the errors by subtracting the error magnitude from the received message.

3.4.2 Interleaving

After applying FEC to packets, there is a possibility to improve the FEC performance by

shuffling the order of packet transmission. A situation that can occur when transferring

packets over the air is when a packet is transmitted error free, while the next packet has

errors exceeding the error correction capability of the AL-FEC. To increase the probability

of recovering from the burst error in the second packet, the bytes between packets can be

interleaved. Two types of interleavers have been identified:

1. Block inter-leavers - the data is organized in an n1 × n2 matrix. The data are written

column wise and then read row wise. This interleaver requires a memory capacity of

n1 × n2 symbols. This is illustrated in Figure 3.3.

2. Cross interleaver - this type of interleaver described by Ramsey [79] is implemented by

multiplexing the code words over a set of delay lines with different delays. The delay

line outputs are then combined and sent on the channel. The receiver performs the

inverse operation.
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Figure 3.3: Block Inter-leaver

Figure 3.4: Basic Inter-leaver Model
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3.4.3 Interleaver Analysis

The interleaver creates a well defined and reversible reordering of blocks of L bits. The

reverse process is performed by the de-interleaver. Error bursts can be experienced in the

channel due to the following[69]:

1. Non-stationary channel noise

2. Impulse noise

3. OFDM sub carrier errors

4. Incorrect decoder decision - these will span the entire codeword causing a burst of error

symbols

The burst errors are effectively broken up into smaller bursts after de-interleaving.

3.4.3.1 Depth of an Interleaver [69]

The depth J of an interleaver is the minimum separation in symbol periods at the output of

the interleaver between any two symbols that were adjacent at the input of the interleaver.

3.4.3.2 Interleaver Period

The period L of an interleaver is the shortest bit sequence interval for which the re-ordering

algorithm used by the interleaver repeats.

3.4.3.3 Minimum Distance Magnification in Interleaving

For inner channels with an outer hard-decision code of block length equal to the period of

interleaving, and only one error burst occurs within (J − 1) · (L− 1) symbols, then the outer

codes free distance is multiplied by the depth J for inner-channel burst errors.
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As shown in Figure 3.4 an interleaver creates a re-ordering of its input xk to produce an

output x̃k

X̃ = Xπ(k) (3.17)

where the re-ordering procedure is represented by π(k). Due to the periodicity

π(k)− L = π(k − L) (3.18)

also, the interleaver depth can be defined using π as

J = min
k=0,...,L−1

|π−1(k)− π−1(k − 1)| (3.19)

Using D as a representation of a delay variable, this delay is considered as equivalent to

one interleaver period. Also, a symbol delay is represented as Dsym thus,

D = DL
sym (3.20)

The sequence of symbols presented at the input of the interleaver can be represented by a

L-dimensional row vector of sequence X(D). Each element in this sequence is present in one

period of the interleaver. Using the time index k = m · L + i where i = 0, . . . , L − 1, an

interleaver of block index m can be represented as

Xm =
[
xmL+(L−1) xmL+(L−2) · · · xL

]
(3.21)

Where successive interleaver input symbols are indexed by m, and

X(D) =
∑
m

XmD
m (3.22)

The interleaver output can be represented by a row of symbols of length L. Thus a ”rate

1” convolutional or block code over the symbol alphabet can be used to represent the inter-
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leaving process

X̃(D) = X(D) ·G(D) (3.23)

In Equation (3.23), G(D) is an L × L non singular generator matrix. This matrix has the

following constraints: (1) Only 1 entry in each row or column can be non zero, (2) Nonzero

entries are of the form Dl where l is an integer.

3.5 802.11 Transmission Errors

For every packet transmitted using the 802.11 protocols there are four possible observations

by the intended recipient:

1. The packet is not detected and is completely lost - This implies that the preamble is

not detected. This is a complete packet erasure.

2. The packet is detected, reception begins but is interfered by another entity, thus it fails

an error check

3. The packet is received, it passes the error check, however it contains an error

4. The packet is received without errors

These losses will cause the 802.11 MAC layer to retransmit the packet, which increases

air resource utilization, for example the maximum physical layer service data unit (PSDU)

for IEEE 802.11n is 65535 bytes [7], and for 802.11ac, the maximum PSDU is 4,692,480

bytes[7]. This PSDU is transferred in a time period of 5.484 ms in mixed mode on 802.11n

and 802.11ac [80]. It is possible to recover the PSDU using an error correction scheme,

for observations 2, 3 and 4 stated above. The error correction scheme used in this thesis

- Reed-Solomon, was restricted during experimentation to block lengths of 65535 symbols,

and each byte corresponds to a symbol. The block length limitation is because the decoding

process on a general purpose CPU increases exponentially, thus increasing the risk of not

decoding the symbols before the presentation deadline.
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3.5.1 Hybrid Auto Repeat Request (HARQ)

In the event of a failed packet transfer, where the protected payload cannot be recovered

even after error correction, a retransmission of the packet is required. This is handled auto-

matically by several protocols which maintain reliability at the link layer. The combination

of forward error correction and ARQ is referred to as Hybrid ARQ. Hybrid ARQ mechanisms

have been classified into Types I and Type II. A Type I hybrid ARQ mechanism retransmits

an encoded packet if the receiver is unable to decode the packet. For a Type II Hybrid ARQ,

the sender utilizes code combining. Thus the sender uses two sub-codes. If the first packet

with the first sub-code is not decodable, the sender re-sends the packet with the second sub-

code. If the second sub-code is not decodable, the receiver attempts to decode a combination

of the two sub-codes. If this also fails, the receiver then asks for a retransmission.

The number of retries for HARQ will depend on the specific protocol implementation. IEEE

802.11 uses a Type I ARQ, with multi rate retry (MRR), whereby the second packet retry

will be sent at a lower MCS. Depending on the rate adaptation algorithm, multiple retries

can be sent. SampleRate sends four retries.

Adding AL-FEC to the delivery mechanism will reduce the probability of packet failure.

There are two approaches to using ARQ with AL-FEC: (1) Using the multicast channel,

which does not send ACK frames on the link layer, and (2) Modifying the IEEE 802.11

frame transmission, to send packets which have been identified without requesting a ACK

frame.

3.5.2 Bit Error Rate Estimation for IEEE 802.11n

The block diagram of the experimental system used in this thesis, for WiFi transmission

system is shown in Figure 3.5.

In this experimental setup, a H.264 encoded file in an MP4 container is placed on a

computer disk. The file is read in segments by the file segmenter, and then passed to the AL-
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FEC transmit application. The AL-FEC application performs RS encoding and interleaving

on the segments. These segments are then sent to the transmitter. The transmitter encodes

the segment as WiFi frames. These frames are passed through a TGn WiFi channel. AWGN

is added to the frame to get the desired SINR. The output of the channel, is sent to a the

receiver, which performs the IEEE802.11 receive procedures, namely channel estimation and

equalization, then decoding. The output of the receiver is the PSDU, which is sent to the

AL-FEC receive application. The AL-FEC application de-interleaves the frame bytes, and

then passes them to the RS decoder. The output of the RS decoder are combined into

segments to make the received video file. The error rate is obtained by comparing the initial

video file with the received video file.

File
segmenter

AL-FEC	

Channel Receiver

Reed-
Solomon
Encoder

Interleaver

H.264	Decoder	/
	Video	Player

AL-FEC	

Reed-Solomon
Decoder

De-Interleaver

Video	File
on	disk

File	Combiner

TGn
Channel
Model

AWGN
Channel
Estimation

and
Equalization

Decoder

Transmitter

PSDU
802.11

Waveform
generator

PSDU

Encoder

Figure 3.5: Video Transmission System

The packet error rate of packets after going through the WiFi channel must be less than

the maximum bit error rate that the AL-FEC encoding scheme can correct. For a maximum

distance separable code (MDS) such as Reed-Solomon, the maximum error rate which can

be corrected is determined by the coding rate[81]. Individual bytes are interpreted as Reed-
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Solomon symbols. For a message with length k and the corresponding code with length n,

the code rate is n/k, and the number of parity symbols is (n−k)/2. Each group of symbols,

or packet transmitted on the air is a code word of length n. To estimate the packet error

rate, the WiFi channel has been analyzed based on the performance of multi-carrier OFDM

schemes. IEEE 802.11n utilizes multi-carrier orthogonal frequency division multiplexing

(OFDM) with 52 data sub-carriers and 4 pilot tones. Between each of these sub-carriers is a

carrier separation of 312.5kHz. Each sub-carrier can be modulated with Binary Phase Shift

Keying (BPSK), Quadrature Phase Shift Keying (QPSK), 16-level Quadrature Amplitude

Modulation (16QAM) or 64-level Quadrature Amplitude Modulation (64QAM). Interference

or other types of errors experienced in any sub-carrier will affect each of the other sub-

carriers because of the inverse DFT operation which introduces frequency smearing between

the sub-carriers. Thus there is no closed-form expression for the expected packet error rate

estimate for the OFDM channel. To estimate the packet error probability, i.e. packet error

rate, several link quality metric(LQM) methods[82][83] such as (1) Instantaneous SNR, (2)

Shannon Capacity Expression, and (3) Exponential Effective Signal to Interference Ratio

Mapping (Exp-ESM) method can be used. After determining the LQM, the numerical value

of the LQM is used to determine the bit error rate by using a lookup table. For the Exp-ESM

method, the LQM which represents the SNR is given by[82]:

γeff = −βlog

(
1

NuNs

Nu∑
j=1

Ns∑
i=1

exp

(
−γ

j
i

β

))
(3.24)

where γji denotes the output of the space-time processing stage for stream i on sub-carrier j,

Nu is the number of useful data sub-carriers, Ns is the number of independent bit streams,

and β is a scalar parameter found by fitting the model over a sufficient set of independent

channel realization over a criterion. A suggested criterion is [82]:

βopt = min
β

(
max
i,j

(|γeff,j − γeff,i)
)

(3.25)
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where γeff,i is the effective SNR for the ith independent channel trial.

In this study, spatial division multiplexing (SDM) was investigated as the MIMO method.

This is because SDM is the most widely supported and deployed Multiple-input Multiple-

output(MIMO) technique with 802.11. To determine γji , the Minimum Mean Squared Error

(MMSE) MIMO decoder is considered[82]. A symbol vector dimension Nr x 1 denoted by

y1 = [y11, ..., y
1
Nr

]T , where T represents the transpose operation, and Nr is the number of

receive antennae, is multiplied by a matrix W. If H is the Nr x Nt channel matrix on a

subcarrier, W is obtained as[82]:

W = HH

(
HHH + σ2Nt

Pt
INr

)−1
(3.26)

where:

� H is the channel matrix between the transmitter and receiver

� σ2 is the noise variance per receive antenna

� Nt number of columns of channel matrix, which is also the number of transmit antennae

� Pt is the transmit power over all antennae

� I is the identity matrix

� Nr number of rows of channel matrix, which is also the number of receive antennae

if the vector of sent symbols is denoted by s = [s1, s2, ..., sNs ]
t, where t represents the trans-

pose operation. And the thermal noise is denoted by vector n, the output after MMSE

processing can be obtained as [82]:

z = WHs + Wn = diag(WHs) + (WH− diag(WHs)) + Wn (3.27)

Thus the output can be seen to be a combination of the signal s, inter-stream interference

(WH − diag(WH))s and colored noise Wn. The covariance matrices of the overall noise
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plus interference is given by [82]:

R =
Pt
Nt

(WH− diag(WH))(WH− diag(WH))H + σ2WWH (3.28)

Thus the γji in equation 3.24 are the elements of vector γγγ given by:

γγγ = diag

(
Pt
Nt

diag(WH)diag(WH)Hdiag(R)−1
)

(3.29)

The value of β was obtained by simulations [84] and some values from[84] are shown in Table

3.2. The resulting packet error rate evaluation with 2 spatial streams, 64-QAM modulation,

FEC Rate 0.75, using Exp-ESM gives a theoretical value of 1× 10−2 at an SNR of 18dB[82].

Table 3.2: β values for Exp-ESM [84]

Modulation Rate β

QPSK 1/2 1.75
QPSK 2/3 2.25
16QAM 2/3 6.75
16QAM 3/4 7.5

3.5.3 AL-FEC Scheme

RS Codes recover packets by appending additional parity packets. RS codes operate on

blocks of data, thus they are referred to as block codes. RS codes are maximum distance

separable codes, which do not exhibit an error floor, thus they are suitable for video appli-

cations which are very sensitive to bit errors.

3.5.4 Overall System Forward Error Correction Model

The overall system FEC, which includes: (i) the 802.11 Binary Convolutional Code (BCC)

FEC and (ii) Reed-Solomon AL-FEC can be described as a concatenated coding system this

51



was first devised by Forney [18]. This method delivers good results from a combination of

shorter codes. Concatenated codes can be used in multiple levels. In this simulated system,

there are two levels -

1. The inner code is the standardized IEEE802.11 BCC code - The BCC encoding layer

uses 64-state rate 1/2 code with a generator polynomial in octal form [85]

G = [133, 175]

or in generator matrix form:

G = [D6 +D4 +D3 +D + 1, D6 +D5 +D4 +D3 +D2 + 1]

For the higher 802.11 coding rates - 2/3, 3/4 and 5/6, the rate 1/2 code is punctured

[19]

2. For the outer code, Reed-Solomon AL-FEC code is used. This is a code with (n, k)

parameters (65535, 63847). These Reed-Solomon values were chosen in order to ensure

decoding is completed in the time constraint of displaying a video frame. For a 24

frames per second this will be approximately 40 milliseconds. Error recovery using the

Reed-Solomon decoder increases in complexity when the parity symbols are increase.

Thus the overall system coding rate is the product of the coding rate of the inner and outer

FEC. The outer code rate is 0.97 and the inner coding rate takes on values of 1/2, 2/3, 3/4

and 5/6 thus the overall coding rates are shown in Table 3.3.

3.6 WLAN Experiment

3.6.1 AL-FEC Constraints

For applications with time constraints, such as video and audio conferencing, there is a re-

quirement to deliver packets before a deadline. For video sent at 24 frames per second, this
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Table 3.3: Overall System Coding Rates

Inner FEC Outer FEC Overall Rate

0.5 0.97 0.49

0.67 0.97 0.65

0.75 0.97 0.73

0.83 0.97 0.81

means that the error correction must be completed with minimal impact on the time budget

of approximately 40 milliseconds.

Another AL-FEC constraint is the complexity of the FEC algorithm. In order to decode

within the deadline, the coding computational requirements have to be within realistic ca-

pacities of the general purpose CPU used. For Reed-Solomon FEC, the complexity increases

with the increase in number of roots of the generator polynomial. For a commodity CPU

used for this test, Intel Core i7-6500U, at 2.5GHz , this limits the real-time error correction

capability to the order of ten thousand bytes of consecutive errors per second [86].

3.6.2 IEEE 802.11 Wireless Channel Models

The IEEE 802.11 standards specify the channel models to be used for WiFi perfomance

analysis. These are the TGxx models, where the xx represents for example n [87], ac and

ax. The TGn model was used in the AL-FEC experimental procedure.

3.6.3 Experimental Procedure

To observe the performance of AL-FEC over a range of modulation and coding schemes,

the following experimental procedure was executed. Also, because the Hybrid Auto Repeat

Request (HARQ) of WiFi does not allow packets which have uncorrectable errors to be sent

upwards on the OSI stack to the application layer, the HARQ mechanism is not implemented.

A video file was encoded with Reed-Solomon, and then interleaved, before being sent

53



on the wireless channel. Both Reed-Solomon encoding and interleaving are performed by

applications on the source host. The WLAN experimental setup, unlike 802.11 hardware

devices, did not implement ARQ. Thus the behavior of the 802.11n packet transmission

with the experiment is similar to that of a broadcast channel, which does not perform ARQ.

The received packets were de-interleaved and then decoded to recover the original video

signal. This is shown in Figure 3.5. In an 802.11 system, the end user device typically

has a Maximum Transmission Unit (MTU) of 1500 bytes for network interfaces. Thus the

operating system of the user’s device will split the PSDU into MTU sized chunks. In the

case of failed packets after AL-FEC, an application layer protocol will request for the non-

recoverable packets. The re-transmission process will be handled at the application layer,

specifically with the Transmission Control Protocol (TCP).

To validate the AL-FEC performance behavior, a video file containing 10 seconds of

video at a resolution of 320x180 pixels, and a frame rate of 24 frames per second was tested.

This file had a size of 464426 bytes. The video file was then encoded with a Reed-Solomon

code (65535, 63487). Thus the maximum number of errors in a 65535 block that can be

corrected is (n − k)/2 = 1024. This Reed-Solomon error correction encoding and decoding

was realized in the C programming language and executed on an Intel Core i7 6500 CPU

running at 2.5GHz. To improve the error correction performance, an inter-leaver is used

after Reed-Solomon encoding. The interleaver redistributes symbols across blocks before

transmission. When there are burst errors on the channel, such as a PSDU is completely

lost, the de-interleaving process will redistribute these errors across the blocks. Thus error

recovery performance is improved with the interleaving process.

Table 3.4 shows the symbol error counts before and after FEC application. This table

show MCS values from MCS10 to MCS15. These correspond to two spatial streams and

MCS 8, and 9 have been omitted because the errors were not significant. It can be seen that

for the more complex modulations, such as 64QAM, the error rates are higher as expected,

however, AL-FEC is able to reduce the residual errors to low percentages starting at SNR
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30dB.

3.7 WLAN with AL-FEC Experiment Results

The AL-FEC scheme was tested with multiple modulation and coding scheme (MCS) values

ranging from 2 to 23. MCS 0 and 1 were omitted because the data rates at these MCS

values are relatively low, with throughputs 6.5 and 13 Mbps respectively when using a

20MHz channel without a short guard interval (SGI). For each MCS value, a Physical Layer

Service Data Unit (PSDU) packet size is selected. The PSDU used in the experiments ranged

from 1000 to 8000 bytes. The upper limit is constrained by the decoding time required for

Reed-Solomon error correction algorithm.

Using a fixed MCS and PSDU length, the SNR was increased in steps of 10 from 20

to 50dB. The noise characteristic used was additive white Gaussian. A video file with size

464426 bytes is then encoded with Reed-Solomon, which increases the file size to 524280

bytes. The encoding is performed in blocks, with parity appended to each block, and the

blocks are interleaved, then stored on disk for transmission through the simulated WiFi chan-

nel. Using a PSDU length of 3000 bytes, 175 blocks are required to transfer the complete

video file. For shorter PSDU lengths, the number of required blocks increases. This increase

is because a smaller section of the video file is transmitted with smaller PSDU sizes. Mea-

surements inspected without FEC indicate that as the modulation order increases, there is

an increasing rate of error on the channel. This is expected because the probability of incor-

rect decoding increases as the modulation complexity increases. After passing through the

channel, the video file is then de-interleaved and decoded with the Reed-Solomon FEC. In

several instances using AL-FEC, the transmission can be completely recovered, even though

there were receive errors. The best performing MCS selections have a low order modulation

schemes, such as BPSK, and QPSK. The coding rate of the Reed-Solomon AL-FEC used for

simulations is 0.97. This value was selected as a trade-off between decode complexity, and
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Table 3.4: Error Performance of AL-FEC scheme (a) Modulation and BCC coding combi-
nations (b) Number of symbol errors without FEC (c) Number of symbol errors after FEC
(d) Residual error percentage after FEC [88]
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Figure 3.6: Errors with PSDU 3000 bytes for MCS range 2→ 23, and SNR Range 20→ 50dB
(a) Before FEC (b) After FEC and (c) Number of Corrected Errors [88]

57



0

10

20

30

40

50

60

70

80

90

100

10 11 12 13 14 15

R
e
si

d
u
a
l 
E
rr

o
r 

P
e
rc

e
n
ta

g
e

MCS

AL-FEC system Error Performance and Standard Link Layer FEC

SNR 20 ALFEC

SNR 30  ALFEC

SNR 40  ALFEC

SNR 50  ALFEC

SNR 20 STD

SNR 30 STD

SNR 40 STD

SNR 50 STD

Figure 3.7: A Concatenated FEC system has a lower residual error percentage after error
correction.

58



bandwidth expansion after AL-FEC encoding.

As shown in Figure 3.6(a), the number of errors increases with an increasing MCS for the

802.11n channel. This increasing errors are reflective of the increasing probability of decode

error, when high order modulations are used. However, dips are seen in the MCS axis at

MCS values of 8 and 16. These MCS values use a low order modulation of BPSK, with spa-

tial streams of 2 and 3, respectively. The number of error reduces as the SNR is increased,

except for MCS 18 to 23, where the error rate is high. The high error rate MCS 18 to 23

have 3 spatial streams and QSPK, 16-QAM and 64-QAM modulations.

Residual symbol errors after AL-FEC recovery are shown in Figure 3.6(b), and corrected

errors after AL-FEC are shown in Figure 3.6(c). With an increasing MCS, thus increasing

the number of spatial streams, order of modulation, and coding rate simultaneously, it is

observed that the error correction performance reduces.

A closer look at the error performance is shown for selected MCS values in Table 3.4. Also

shown in Table 3.4(d) is the error percentage after recovery when using MCS 10 to 15. Tables

3.4(b) and (c) show the number of symbol errors before and after AL-FEC. The total file

size in used is 524280 bytes.

The error performance Table 3.4 also shows that a user can receive packets with MCS 11(64-

QAM, BCC rate 1/2, PHY rate 52Mbps) instead of using MCS 10 (QPSK, BCC rate 1/2,

PHY rate 39Mbps). Both at SNR 30 dB thereby clearly offsetting the 3% bandwidth over-

head required by AL-FEC. Thus as will be shown in Chapter 4, when AL-FEC is in use,

higher MCS selections can be used in many instances, which will improve the air efficiency,

and instantaneous throughput. The end-to-end MCS selection algorithm is always seeking

to make selections to higher MCS indices, whose error rates can be minimized with AL-FEC.

The residual error performance after AL-FEC is also shown in Figure 3.7, where it can be

seen that at every MCS combination, there is a reduction in received errors at the application

layer.

The maximum decode time for the 10 second video under different simulation conditions
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was 5 seconds, thus the AL-FEC mechanism is able to correct errors within the deadline for

the application to present the video frames without exceeding a play-out buffer. The decode

time was measured by sending the output of the receiver to the RS decoder while setting a

timer, on completing the FEC recovery, the timer was stopped.

3.8 TCP with Application AL-FEC

If the packet is not successfully decoded after executing the error correction algorithm the

packet must be re-sent. Application Layer Forward Error Correction requires the lower layers

of the OSI to send packet which are not error free, up on the stack to the application layer, in

order for the AL-FEC to attempt the decode on these error-ed packets. This thesis proposes

modifying the IEEE802.11 receive mechanism to allow packets which fail CRC to be sent

up to the application stack. To achieve the AL-FEC efficiency gains, Automatic Repeat

Request (ARQ) must be handled by the application layer.

This thesis investigated multiple reliable protocols: (1) Negative Acknowledgment Ori-

ented Multicast (NORM) protocol [89] , (2) QUIC Protocol [90], and (3) Transmission

Control Protocol (TCP) variant TCP-CUBIC[91].

TCP was selected for AL-FEC reliable transfer due to its performance and being a well

understood protocol.

Performance improvements when using AL-FEC with TCP transport has been investi-

gated by [92]. Several parameters determine the effectiveness of AL-FEC for video transport

over TCP. These include the latency of the decoding, and the ARQ mechanism if decode

fails.

3.8.1 FEC Latency

Because of the computational complexity of FEC algorithms, there exists a latency between

when the corrupt packets are presented, and when the FEC algorithm is able to deliver an
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error free output packet. If an ARQ system is in place, the FEC result must be present before

the ARQ timer expires. In the case of IEEE 802.11, the link layer FEC is often convolutional

code, which is implemented in hardware, and can meet the timing requirement. When AL-

FEC is in operation, the timing output usually will not be sufficient for operation at the link

layer, because the packet must travel up the networking stack to the application layer, get

corrected, and sent back down to the PHY layer. Thus to implement ARQ with AL-FEC,

an application layer protocol must control the repeat request event, this is fulfilled by TCP

in this thesis.

3.8.2 Application Layer ARQ

Packet decode times can be relatively long when using AL-FEC compared to link layer FEC.

Thus to handle retransmissions, an application layer repeat request mechanism is required.

This repeat request mechanism has the flexibility of being tuned to the system in operation.

The TCP protocol is responsible for this ARQ, because TCP will perform retransmissions

when packets are not acknowledged.

3.8.3 TCP based Reliable Delivery With AL-FEC

Because the probability of packet error is reduced when using AL-FEC, the congestion control

behavior of TCP is different [93].

The TCP congestion window [94] is a variable in the TCP state machine that limits the

maximum amount of data that a sender can transmit before receiving an acknowledgment.

TCP congestion window size is a function of packet loss and is given by [95]:

WTCP =

√
8

3p
(3.30)

Where p is the packet loss.

In case of packet losses, there can be significant gain in the throughput when AL-FEC
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is applied. Also, consideration must be made regarding the AL-FEC block length and TCP

window size.

The throughput of a TCP connection in packets per second can be expressed as [92][96]:

T = min

{
1

RTT

√
3

2ploss
, µ

}
(3.31)

where RTT is the smoothed round trip time, µ is the most restrictive path in the link, which

is the wireless channel in our study, and ploss is the probability that the TCP packet is lost.

The most restrictive path in the link µ can be represented by [97][98]:

µ =
Wmax

RTT
(3.32)

where Wmax represents the maximum window size.

When AL-FEC is enabled, with a a FEC scheme of k-size messages and n-size code words

(n, k), the throughput can be expressed as [96][99]:

T = min

(
1

RTT

√
3

2pn,k
,
kµ

n

)
(3.33)

where pn,k is the packet loss after FEC recovery. Substituting µ in (3.32) into (3.33) gives:

T = min

(
1

RTT

√
3

2pn,k
,
k ·Wmax

n ·RTT

)
(3.34)

An experiment was executed using the iperf[100] traffic generator. TCP with AL-FEC

was compared to standard TCP, and throughput on an emulated wireless channel was ob-

served as shown in Figure 3.8.

When FEC is applied, the effective congestion window is increased as shown in Figure

3.9 and 3.10.

The additive increase, multiplicative decrease behavior of TCP is shown in Figures 3.11
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Figure 3.8: Experimental Setup for TCP throughput test

Figure 3.9: Dynamic window adjustment at 15% packet Loss With and Without AL-FEC,
shows the window size is greater when FEC is applied
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Figure 3.10: Dynamic window adjustment at 2% packet Loss With and Without AL-FEC
shows the window size is greater when FEC is applied
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and 3.12.

Figure 3.11: TCP Throughput experiment at 2% packet loss shows increased throughput
when FEC in applied

3.9 Practical Considerations for AL-FEC

3.9.1 Protocol layer latency

There is a finite amount of time for a packet to travel from the network to the application

layer. This time generally exceeds acceptable values for network signaling. Thus it is prefer-

able to implement an application protocol which performs the reliable delivery of frames with

AL-FEC. This protocol can optimize the feedback process to request frames that fail even

after AL-FEC error correction. The selected protocol for reliable delivery in this thesis is
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Figure 3.12: TCP Throughput experiment at 15% packet loss shows increased throughput
when FEC in applied
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TCP-CUBIC. As will be discussed in Chapter 5, TCP-CUBIC will fill up a playback buffer.

This buffer will be of the order of 10 seconds. Thus the reliable delivery mechanism can

request retransmissions, when AL-FEC is unable to recover the packet, which will minimize

the risk of the video playing application being starved of input data.

3.10 Summary

In this chapter, it has been shown that it is feasible to improve air efficiency by reducing the

probability of packet re-transmission when using AL-FEC, due to reduced packet errors as

shown in Section 3.7 . As discussed in the wireless experiment in Section 3.7, AL-FEC can

often totally recover a packet with errors, which would have otherwise been re-transmitted.

On a general purpose CPU, recovery was achieved within a deadline of 40 milliseconds for

video streaming applications. Complete packet recovery without any residual errors was

achieved under several MCS schemes. Reed-Solomon FEC was used as an application layer

error recovery scheme, in addition to packet interleaving. The coding rate used by Reed-

Solomon is constrained by the decoding complexity. Simulation results show that when the

SNR is above 30dB, there is an high probability of complete packet recovery under multiple

MCS combinations. It is also seen that using TCP with AL-FEC increases the size of the

congestion window, which can improve the overall throughput.
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Chapter 4

Rate Adaptation

4.1 Introduction

Wireless Rate Adaptation is the mechanism whereby two, or multiple communicating devices,

dynamically modify the physical signaling rate, depending on the wireless channel conditions.

Rate adaptation enables wireless devices to optimize the modulation and coding parameters.

It is possible that the SINR of a wireless channel is of a level whereby the decode error rate for

high order modulation formats such as 64QAM is really high. In such a scenario, problems

occur such as inability for the receiver to detect the start of a frame. Thus mobile wireless

receivers can adapt to the changing channel conditions. The IEEE802.11 standards require

a transmitting device to use the lowest order modulation at the beginning of the frame. The

beginning of the frame contains information about modulation of the subsequent payload.

Management signals are sent a lower order modulation scheme, this is MCS index 0

and the modulation format is BPSK at BCC rate 1
2
. The transmitter in a WiFi network

determines the rate to use based on its estimate of the wireless channel conditions. The

determination is controlled by the Rate Adaptation (RA) algorithm.
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4.2 IEEE 802.11 Throughput Analysis

Advances in wireless and semiconductor technology has enabled mobile devices the ability to

display high bit rate streaming video with high quality. With IEEE 802.11 wireless networks,

the physical channel is shared with a listen before talk mechanism, carrier sense multiple

access with collision avoidance (CSMA/CA). Each user adheres to the channel access proto-

col such as the Distributed Coordination Function (DCF) or Enhanced Distributed Channel

Access (EDCA) which results in a fair channel resource access to each user. In addition

to protocol overhead, imperfections in the channel or receive processing errors, reduce the

effective throughput over the air interface. The reduction in WiFi throughput is also depen-

dent on the number of users simultaneously active on the wireless channel. Improvements

on throughput have been achieved by techniques such as increase in physical parameters

modulation complexity, Multiple Input Multiple Output (MIMO), and increase in channel

bandwidth. Protocol optimizations such as aggregation and block acknowledgments also

increase the effective throughput, by reducing the protocol overhead.

The saturation throughput of IEEE 802.11 networks can be estimated using the Markov

Model as proposed by Bianchi et al. [25], and further refined by Tinirello et al.[101]. The

proposed method by Bianchi accounts only for packet collisions. Thus further works such as

[102] include the effects of errors on frame transmission. Further refinements to the Markov

model has been presented by [103].

These studies present the throughput of the wireless channel, at a specific MCS, as a

fraction of the total time slot, for which users are able to use the channel. The descriptions

of symbols used in the Markov based model are shown in Table 4.1. The throughput expres-

sion is based on the probability of a busy channel Pb and the probability that a successful
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Table 4.1: Symbols used in the Bianchi model [25]

Symbol Description
τ Probability that at a single station transmits in a generic slot time
n Number of stations

E(P ) Average payload size in bits
S Throughput, in bits per second
Ps Probability that a successful transmission occurs in a slot time
Pb Probability that the channel is busy
Ts Average time channel is sensed busy
Tc Average time there is a collision on the channel
δ Duration of empty slot time

transmission occurs Ps [101]:

Pb = 1− (1− τ)n (4.1)

Ps = nτ(1− τ)n−1 (4.2)

Since τ is the probability that one station is transmitting, and there are n stations, then

Equation (4.1) is the probability that at least one station in transmitting. While Equation

(4.2) is the probability that exactly one station transmits on the channel.

S =
PsE(P )

(1− Pb)δ + PsTs + [Pb − Ps]Tc
(4.3)

From Equation (4.3), it can be seen that the methods of improving the throughput

include: (a) Increasing the probability of a successful transmission, and (b) Reducing the

probability of collisions.

Another option to increase throughput, is to increase the MCS. However, this must be

performed considering physical channel parameters, for example a MCS combination must

be selected such that the maximum error-rate post link layer FEC should be 10% according

to the IEEE802.11 [7] specifications. Thus one can infer that if the current MCS combination
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gives a 1% error rate post link layer FEC, then it may be possible to make a switch to a

more complex MCS that possibly increases the error rate to 10%. The AL-FEC algorithm

selection in this research attempts to opportunistically utilize such channel error gaps. This

can be performed at the application layer, with Application Layer Forward Error Correction

(AL-FEC).

4.3 Cross Layer Rate Adaptation

4.3.1 Rate Adaptation

IEEE802.11 specifies discrete rates as shown in Figure 4.1 which may be used by for trans-

mission. Receivers detect the rate and decode the packets accordingly. The algorithm for

selecting the rate is not specified by the IEEE 802.11 standard, however, algorithms such

as Minstrel [55] and Auto Rate Fallback (ARF) [52] have been described in literature. This

thesis applies AL-FEC to a system utilizing ARF, however the achieved gains will apply

to other rate adaptation algorithms. ARF was selected because a tractable mathematical

model, based on Markov models, can be used to directly model ARF operation.

4.4 Auto Rate Fallback Algorithm

The Auto Rate Fallback Algorithm (ARF) [52] initializes with a random MCS, and increase

the MCS number after x successful transmissions. ARF steps down the MCS after y failures.

4.5 Rate Adaptation Parameters

4.5.0.1 Rate Adaptation Gaps

For a given channel condition, the optimum rate adaptation parameters, for example could

be in between the discrete rate adaptation values specified by the IEEE802.11 standards.

71



Figure 4.1: Data Rates for IEEE 802.11ac MCS index values, 800ns GI, 40MHz channel [7]

72



Figure 4.2: Data Rates showing AL-FEC Rates for IEEE 802.11ac MCS index values, 800ns
GI, 40MHz channel, AL-FEC
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Table 4.2: Data Rates and Speed Gain with MCS step-up

Thus a rate adaptation algorithm must select the next lower rate for transmission. With AL-

FEC, the data rate will be the overall system rate when the AL-FEC overhead is considered.

Thus there exists the flexibility to select a finer grained rate adaptation at the application

layer. Shown in Figure 4.2 are the effective throughput when using AL-FEC with a step-up

to the next MCS value. This opportunistic step-up can be performed when AL-FEC is able

to recover from all errors. Also, the relative throughput gain when AL-FEC is active, with

a step-up MCS is shown in Table 4.2. From Figure 4.2 and Table 4.2, it can be seen that:

1. The effective throughput when using AL-FEC is increased, even though the AL-FEC

mechanism adds an overhead to the data stream.

2. The more frequent that AL-FEC with RA can select the higher complexity MCS, the

long term throughput delivered to the higher OSI layers will be increased.

3. Because of the increased reliability with FEC, AL-FEC can reduce re-transmissions,

which will increase the air efficiency, and will improve the data throughput for all users
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in the network, including those that do not use AL-FEC.

4.5.0.2 Rate Adaptation Speed

The responsiveness of a rate adaptation algorithm can be described by its rate of change of

its modulation and coding scheme parameters. This can be regarded as the rate adaptation

speed. Too slow a speed will delay the time for the MCS to adapt to the current channel

conditions. When the rate adaptation speed is too fast, the user device may select non-

optimal MCS values, which will cause retransmissions.

4.5.0.3 Cross Layer Rate Adaptation

When using AL-FEC, an opportunity exists to enhance the rate adaptation algorithm by

decisions made at the application layer. Thus working in conjunction with the link layer rate

adaptation controller, the AL-FEC application can set a desired rate adaptation which will

be suitable for the combination of link layer and application layer forward error correction.

To achieve cross layer rate adaptation in this thesis, the receiver signals to the video server

to encode and use a step-up MCS. The receiver is aware of its channel conditions, and is

aware of the current MCS used by inspecting its rate adaptation table.

4.5.0.4 AL-FEC protected bytes

With AL-FEC, additional parity bytes are added to the packet, before the IP header and

link layer FEC. This is shown in Figure 4.3. The default behavior of the WiFi stack is to

discard packets which fail error recovery at the link layer. However, with AL-FEC, such

packets have to be sent to the application layer. This implies that, even though the packet

has errors, the WiFi stack still has enough information from the packet to determine the

correct application on the host, to which the packets are destined.
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4.6 Application Layer Forward Error Correction (AL-

FEC)

Figure 4.3: Proposed AL-FEC protected bytes

4.6.1 MCS Rate Adaptation with AL-FEC

The rate adaptation algorithms such as Auto Rate Fall-back and Minstrel will normally

select the estimated best performing MCS for the current SINR and channel collision prob-

ability, however, this MCS selection may not be optimum for a concatenated FEC scheme.

Traditionally, the MCS selection is completely controlled at the link layer, however, this

research proposes MCS selection at the application layer. MCS selection at the application

layer will provide an opportunity to increase the air efficiency, at instances in time whereby

the AL-FEC decoder determines it can handle a higher error rate, while gaining channel

throughput. WiFi’s hybrid autorepeat request is driven by the transmitter, thus the AL-

FEC application will need to signal to the transmitter that it requires a higher MCS when

it is determined that additional errors introduced at this higher MCS can be error-corrected

at the application layer.

The channel is assumed to be slowly changing, otherwise, the AL-FEC adaptation may

be unable to respond fast enough to channel conditions. A slowly changing channel condition

can often be observed when a user is in a static location while watching a video on a mobile

device. A slow changing channel can also occur when the user is moving at a low speed, for

example < 30 km/hr.

Such a scheme is shown in Figure 4.4. It is noteworthy that the MCS used for each
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transmission when using WiFi must be specified. Thus other applications, which do not

have AL-FEC support, can continue to operate on the host without major changes to the

IEEE 802.11 standard.

4.6.2 Proposed IEEE 802.11 PHY modification

Previous work on AL-FEC rate adaptation was presented in [104], whereby the multicast

channel was used for realization of AL-FEC advantages. This is possible because multicast

packets are not acknowledged in the IEEE802.11 standards. However, using the multicast

channel has disadvantages, for example all the clients in radio range will inspect the multicast

packet to determine if the packet is of interest. Thus, this research work proposes modifying

the IEEE 802.11 receiver to send identified unicast packets with CRC errors to the user’s

network stack. Thus the video server sends signaling information for the packet to the AP.

The AP acts on this signaling information to perform a MCS step-up for the specific packet,

which carries a video stream payload.

The proposed modification to the ACK process is shown in Figure 4.5 [7], where packets,

which have failed CRC at check will still be sent to the application layer.

4.7 Frame Error Rate Estimation for IEEE 802.11

The IEEE802.11 wireless channel can be modeled as a flat fading channel with Jake spectrum.

Thus multipath signals will cause the received signal power level to randomly dip below the

minimum level for error free decoding. This dip is termed as fading. The time in-between

power dips is termed inter-fading state. if we let Rreq represent the minimum power level

required for error free decode, and Rrms be the mean received power, then [105][106]:

ρ =
Rreq

Rrms

(4.4)

If a random variable ti represents the inter-fading interval, with a mean of Ti, and tf
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Figure 4.4: Proposed AL-FEC Architecture

represents a random variable representing the fading duration, whose mean value is Tf , then

the Frame Error Rate (FER) can be given by [105]:

FER = 1− Ti
Ti + Tf

P (ti > Tp) (4.5)

where PP (ti > Tp) is the probability that the inter-fading interval lasts longer than the

frame duration Tp.

If an exponential distribution is assumed for ti then :

P (ti > Tp) = exp

(
−Tp
Ti

)
(4.6)

The average fading duration for a Rayleigh fading channel is given by [107]:

Ti =
exp(ρ)− 1

fd
√

2πρ
(4.7)
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Figure 4.5: IEEE 802.11 receive path modification for AL-FEC packets, arrow shown at
label (A) indicates the point at which packets which fail CRC are sent to the application
layer [7]
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The level crossing rate Nf is given by [105]:

Nf = fd
√

2πρ exp(−ρ) (4.8)

where fd is the maximum Doppler frequency fd = v
λ

where v is the mobile speed and λ is

the wavelength. Also 1
NF

= Ti + Tf , and so FER can be represented by [105]:

FER = 1− exp
(
−ρ− fd

√
2πρTp

)
(4.9)

Thus when AL-FEC is active, the TCP throughput expression in Equation 3.33 can be

re-written as:

T = min

(
1

RTT

√
3

2 · FERn,k

,
kµ

n

)
(4.10)

where FERn,k is the frame error rate after AL-FEC.

And FERn,k is:

FERn,k =
k−1∑
i=0

(
n

i

)
(1− FER)i FERn−in− i

n
(4.11)

4.7.1 Rate adaptation analysis

The rate adaptation analysis will be an extension of the work by Choi et al. [33], whereby the

proposed model incorporates the reduced error rate when AL-FEC is applied to the packet.

The rate adaptation algorithm is Auto-Rate Fallback (ARF)[52]. ARF operates thus:

1. Assign each MCS rate an index from 1 ... L. These MCS rates are assigned by the

IEEE802.11[7] standards. Begin with MCS value
⌊
L
2

⌋
, where L is the max MCS. The

throughput at each MCS index is given by R1 < R2 < ... < RL. For each rate R

the corresponding frame error rate e is less than the next data rate error rate, thus,
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e1 ≤ e2 ≤ ... ≤ eL. The current data rate is represented as r(t) ∈ 1, 2, ..., L.

2. Represent the collision probability with p. Similar to the Bianchi Markov Model [26],

the collision probability is assumed to be independent of transmission state. Thus the

conditional frame failure probability pi, caused by collision or noise, at each MCS index

i, is given by [33]:

pi = 1− (1− p)(1− ei) (4.12)

Representing each MCS index as i, the unique equilibrium probability of using each

MCS can be represented as Πi. This probability can be represented by[33]:

Πi =
θu+1∑

k=−θd+1

ri,k, 1 ≤ i ≤ L, (4.13)

where ri,k = limt→∞ P{r(t) = i, c(t) = k}

3. Set an upper threshold θu and a lower threshold θd

4. Represent the counter of consecutive successes or failures as c(t). If c(t) > 0, then we

have consecutive successes, otherwise, c(t) < 0 indicates we have consecutive failures

at current rate r(t), thus c(t) : (−θd + 1 ≤ c(t) ≤ θu − 1).

5. After θu consecutive successful transmissions at current MCS value, increase MCS, if

MCS is less than L, the maximum value.

6. After θd consecutive transmission failures, reduce the MCS, unless the MCS is at the

minimum value.

Let c(t) = (−θd + 1 ≤ c(t) ≤ θu − 1) denote the counter of transmission failures at rate

r(t).

Similar to Bianchi’s Model [26], we define a Markov chain, which is driven by the point

process of frame transmission events, with rate index r(t), and a consecutive failure counter
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Figure 4.6: Rate Adaptation Markov Model [33]
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c(t). The model is discrete time and indexed by t, the end time of the t-th transmission

event of a station. The ARF Markov chain (r(t), c(t)) is shown in Figure 4.6.

The regularities of the ARF Markov chain allows a closed form solution for Πi, as a func-

tion of the system parameters pi, θd, and θu. This can be done by first transforming the ARF

chain to a birth-death chain. The birth-death chain consists of states which aggregate the

states corresponding to ri,k for different counter states. These counter stages are aggregated

into a single macro stage with i : (i ∈ 1, ..., L).

The equilibrium distribution of steady-state birth-death Markov chain with birth rates

λi (i ∈ {1, 2, ..., L− 1}) and death rates µi (i ∈ {2, ..., L}) is given by [33][108]:

Π1 =
1

1 +
∑L−1

j=1 (
∏j

k=1
λk
µk+1

)
and Πi =

λi−1
µi

Πi−1, (4.14)

If we denote the MCS step-up rate, and MCS step-down rate respectively as λi and µi,

and inspecting the model in Figure 4.6 the transition rates are:

λi =
ri,uP{i+ 1,−d|i, u}
P{current rate = Ri}

=
ri,u
Πi

(1− pi) (4.15)

µi =
ri,−dP{i− 1, 0|i,−d}
P{current rate = Ri}

=
ri,−d
Πi

pi (4.16)

The parameters used in the model shown in Figure 4.6 obey these balance equations [33]:

ri,k = (1− pi)ri,k−1, 1 ≤ i < L, 2 ≤ k ≤ u (4.17)

ri,k = piri,k+1, 1 < i ≤ L, −d < k ≤ −2 (4.18)

where Equation 4.17 shows the state ri,k is the product of the probability of increasing rate

state 1− pi, and the previous state ri,k−1. This product is for any of the rates 1..L

Applying the Markov recursive multiplication property to Equation (4.17) and (4.18)
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yield:

ri,k = (1− pi)k−1ri,1, 1 ≤ i < L, 1 ≤ k ≤ u (4.19)

ri,k = p
−(k+1)
i ri,−1, 1 < i ≤ L, −d < k ≤ −1. (4.20)

Additional Markov chain balance equations for Figure 4.6 are:

ri,1 = (1− pi)
0∑

k=−d

ri,k, 1 ≤ i < L (4.21)

where ri,1 models the transition to retransmission back-off count 1 at any MCS rate.

ri,−1 = pi

u∑
k=0

ri,k 1 ≤ i ≤ L (4.22)

ri,0 = pi+1ri+1,−d, 1 ≤ i < L (4.23)

ri,−d = piri,−d+1 + (1− pi−1)ri−1,u, 1 < i ≤ L (4.24)

Splitting Πi into two parts, so as to apply substitutions from Equations (4.19) and (4.21)

Πi =
u∑

k=−d

ri,k =
0∑

k=−d

ri,k +
u∑
k=1

ri,k. (4.25)

Πi =
ri,1

1− pi
+ ri,1

u∑
k=1

(1− pi)k−1

=
1− (1− pi)u+1

pi(1− pi)
ri,1 =

1− (1− pi)u+1

pi(1− pi)u
ri,u. (4.26)
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Applying Equation (4.26) to Equation (4.15):

λi =
ri,u
Πi

(1− pi) =
pi(1− pi)u+1

1− (1− pi)u+1
=

pi(1− pi)θu
1− (1− pi)θu

(4.27)

Re-writing Πi to enable substitutions from Equation (4.20), (4.22) and (4.18) [33]:

Πi =
u∑

k=−d

ri,k = ri,−d +
−1∑

k=−d+1

ri,k +
u∑
k=0

ri,k. (4.28)

Πi = ri,−d +
1− pd−1i

1− pi
ri,−1 +

ri,−1
pi

= ri,−d +
1− pdi

(1− pi)pi
ri,−1

= ri,−d +
1− pdi

(1− pi)pd−1i

ri,−d+1.

(4.29)

Using the definition of λi, we have [33]:

(1− pi−1)ri−1,u = λi−1Πi−1 (4.30)

And the balance equation for the birth-death chain:

λi−1Πi−1 = µiΠi (4.31)

Applying (4.30) and (4.31) to Equation (4.24):

ri,−d = piri,−d+1 + µiΠi = piri,−d+1 + piri,−d (4.32)

this yields:
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ri,−d+1 =
1− pi
pi

ri,−d. (4.33)

Substituting Equations (4.33) into Equation (4.29) gives:

Πi = ri,−d +
1− pdi

(1− pi)pd−1i

1− pi
pi

ri,−d =
1

pdi
ri,−d. (4.34)

µi =
ri,−d
Πi

pi = pd+1
i = pθdi . (4.35)

and the step-down rate µi represented by

µi = pθdi (4.36)

Using equations 4.27 and 4.36, the probabilities Πi can be evaluated.

4.7.2 AL-FEC Aware Rate Adaptation

When AL-FEC is enabled, the probability of packet failure is reduced. Thus if pFEC rep-

resents the failure probability after FEC, then p > pFEC and consequently the probability

of transmission success 1− pFEC is greater than when not using FEC. Thus a system using

AL-FEC can be modeled as one without AL-FEC by modifying the failure probability to

include the AL-FEC gains. θu and θd remain the same value in the AL-FEC system. Thus

the AL-FEC feature enables the MCS rate to go higher for AL-FEC enabled stations.

Substituting the AL-FEC related parameters to Equation (4.27) and (4.36), we get:

µFECi
= (pFECi

)θd (4.37)

λFECi
=
pFECi

(1− pFECi
)θu

1− (1− pFECi
)θu

(4.38)
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4.7.3 Rate Adaptation Performance Indicator

To compare rate adaptation of different algorithms, and also between AL-FEC systems, this

thesis proposes a Rate Adaptation Performance Indicator (RPI). RPI is given by:

RPI =
L∑
i=1

Li × ti (4.39)

where Li represents each MCS value, and ti is the probability of using the MCS value Li.

A RA algorithm with higher probability of using high MCS index will have a higher RPI,

compared to a RA algorithm which underestimates the opportunity to utilize a higher MCS

index. Thus for all RA algorithms, such as ARF, Minstrel and so on, RPI will be higher

when AL-FEC is enabled.

The minimum value of RPI will be 1, when all transmissions are sent at the lowest MCS,

and the maximum value of RPI will be L when all transmissions are sent at the highest

MCS.

4.8 AL-FEC Simulation

4.8.1 Dynamic Rate Adaptation behavior

A simulation was performed to determine the dynamic selection behavior of the MCS adap-

tation, while ramping up and down the SINR. The experimental setup is shown in Figure

4.7. Two instances of this experiment are executed with parameters listed in Table 4.3. In

the first instance, the AL-FEC blocks in Figure 4.7 are disabled, and in the second instance

the AL-FEC blocks are enabled. The selected MCS in Figure 4.8 shows the result of the

simulation comparing the rate adaptation algorithm with and without AL-FEC. It can be

seen that when AL-FEC is enabled, the receiver will select with increasing probability, a

higher order modulation MCS. This is because the MCS selection decision is based on resid-
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Figure 4.7: Dynamic Rate Adaptation Experiment Setup

ual error rates. When AL-FEC is turned on, the residual error rate is reduced. A reduction

in the residual error rate drives a more complex MCS, which also has a higher throughput.

Table 4.3: Simulation parameters for dynamic MCS control

IEEE 802.11 Parameter Value

Channel Bandwidth 40MHz

Channel Model TGac Model-D

Minimum SNR 8dB

Max SNR 36dB

SNR increment 0.5dB
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Figure 4.9: Rate Adaptation Performance Indicator, N = 2, 5

4.8.2 Rate Adaptation Performance Simulation

A rate adaptation simulation was performed to compare two systems. System A used the

ARF Rate Adaptation without AL-FEC, while system B enhances ARF with AL-FEC.

As shown in Figures 4.9 and 4.10, the MCS selection behavior of ARF with AL-FEC

is to, with higher probability, use more complex MCS combinations. Thus when AL-FEC

is enabled, the RPI in increased. The RPI from the experimental results corresponding to

Figures 4.9 and 4.10 are shown in Table 4.4.
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Figure 4.10: Rate Adaptation Performance Indicator, N = 10, 25
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Figure 4.11: Rate Adaptation Performance Index improvement when using proposed AL-
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Table 4.4: Rate Adaptation Performance Index(RPI)

Number of Clients ARF RPI ARF+FEC RPI RPI improvement

2 7.56 7.72 2.12%

5 6.20 6.60 6.45%

10 3.03 3.22 6.27%

25 1.65 1.66 0.61%
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4.9 Summary

This Chapter has proposed a AL-FEC mechanism for increasing the air efficiency of WiFi

transmissions by enabling AL-FEC. To enable packet recovery at the application layer, it

has been proposed in this chapter to modify the IEEE802.11 to allow packets, which have

decoded the VHT-SIG-B field correctly, but fail CRC to be sent to the application layer.

Thus the application layer will recover these packets with a higher probability of success.

A mathematical model for ARF was extended to compare ARF+AL-FEC rate adaptation.

To quantify the improvements to rate adaptation, the RPI metric was introduced. The

RPI metric was used to compare standard ARF rate adaptation to ARF+AL-FEC, which

showed improvements in higher complexity MCS selection probability, thus leading to higher

air efficiency.
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Chapter 5

Proposed Video Delivery System

Architecture

5.1 Introduction

Video transport over a wireless channel, with a final presentation on mobile devices has

become a pervasive method of content delivery in recent times. Because of the challenges

encountered with video delivery over wireless devices, many approaches have been under-

taken to provide a good user experience by service providers. These approaches include

compression of the video bit-stream using protocols such as the High Efficiency Video Cod-

ing standard (H.265). Other methods include reducing the video resolution when transport

bandwidth is low, and increasing the resolution on bandwidth improvement. Advances in

wireless technologies regarding bit-rates have also made it possible to use ever increasing

video bit rates. Thus a constant goal of a service provider is to provide a good user ex-

perience by using the highest video quality supported for the effective throughput on the

wireless channel.

In this study, we consider an architecture which opportunistically increases the complexity

94



of the wireless channel modulation and coding scheme (MCS). Thus when the controlling

entity on the wireless video display device determines that it can recover from errors residual

after link-layer forward error correction, such a MCS will be selected. The more complex

MCS will have a higher packet throughput, and will deliver a higher quality video stream as

a consequence.

We consider a Quality of Experience index, estimated based on two objective metrics - (1)

Video resolution and (2) Video stall frequency.

5.2 Proposed Video Delivery System Architecture

The proposed system architecture is as shown in Figure 5.1. The video server sends small

chunks of files to the client. The video server has features to select a file resolution, based

on a request from the client. The server also has capabilities to encode the selected video

file. Also, based on the request from the client, the video server indicates the requested

MCS to the network, and depending on the wireless exit point, the wireless access point will

use the requested MCS. The MCS signaling to the access point can be achieved by setting

fields in the IP/TCP header, or by a direct application programming interface, if the wireless

network is under the same administrative domain. The client has knowledge of the MCS

it decoded, and this is sent to the application layer of the client device. Because the MCS

used for packet transmission is set on a per packet basis , the application layer for the video

delivery will set the MCS of only packets for the video stream. The application layer also

tracks the MCS used for other client packets, which is determined by the link layer rate

adaptation algorithm (RAA). The MCS selected by the link layer RAA is determined by

link layer protocols such as SoftRate [50], Minstrel[55] and AutoRate Fallback [52].
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Figure 5.1: End-to-End System Architecture

5.3 Proposed Video Delivery System Architecture Com-

pared to Standard State-of-the-Art Architectures

The key difference between the proposed video delivery architecture, and state of the art,

is the feedback channel, by which stream quality and MCS selection requests can be sent.

This feedback channel enables the following capabilities:

1. Leveraging AL-FEC capabilities on a client device - Standard video delivery

architectures rely on the data link layer to ensure packet integrity. This link layer,

which is normally hardware based, is usually limited in features, to reduce costs, and

maintain compatibility with established IEEE802.11 standards. Thus packets which

are in error will be re-transmitted with the HARQ mechanism on the datalink layer.

With the proposed video architecture, the processing capability of the client device can

be fully utilized to enhance error correction performance of the delivered packets.

2. Increase air efficiency by using higher complexity MCS - With the proposed

video delivery architecture, the client is able to specify a MCS, which it has the pro-

cessing capability to support. Thus higher PHY error rates could be supported due to

more efficient error correction codes at the application layer.
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5.4 Video Delivery Algorithm

To achieve an improved QoE using the features of AL-FEC aware rate control, two algo-

rithms are used. One on the client side, and the other on the server side. The client algorithm

inspects the current MCS selected by the data link rate control algorithm, for other data

streams. Using the knowledge of the wireless channel, which is obtained from the data link

MCS selection, the algorithm running on the receiver can request a higher throughput MCS,

if the conditions permit. This algorithm is shown as Algorithm 1.
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Algorithm 1 - Video delivery Algorithm - Client side:

Input: Current Link Layer MCS (LLMCS), Current BER from Link layer RA

process, MCSmin from Link Layer Rate Adaptation table;

Output: Next MCS for current stream

1: while More packets to be sent do

2: Buffer Current Packet;

3: Decode Current Packet;

4: if No Packet Errors then

5: Pass packet to video layer;

6: if BER < BERThreshold and MCS < MCSmax then

7: MCS = MCS + 1

8: end

9: else

10: if MCS > MCSmin and MCS > LLMCS then

11: MCS = MCS − 1;

12: end

13: if MCS > MCSmin and MCS ≤ LLMCS then

14: MCS = LLMCS;

15: end

16: end

17: end

Algorithm 1, which operates at the client, accepts as input, the current MCS, and bit

error rate from the host’s rate adaptation data table. Then in line 2, the algorithm accepts

the packet, and decodes the packet in line 3. If after FEC decode, there are no errors, then

the video is passed to the video application in line 4. If the BER is very low at the cur-

rent MCS, such that it is below a set threshold, whereby AL-FEC can recover much greater
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amounts of errors, then there is step-up in MCS on line 7, otherwise the MCS is kept the

same. If the algorithm does not execute the steps 4 - 9, it means that there were packet

errors after decoding, and the MCS may need to be stepped down. On line 10, the algorithm

checks if the MCS is greater than the minimum, and also greater than the link layer MCS. If

both conditions are satisfied, the MCS is reduced. Otherwise, in line 13, the algorithm tests

to see if the current MCS is the Link layer MCS, if this is the case the AL-FEC algorithm

does not step down the MCS. Algorithms 1 is invoked when the AL-FEC aware client wants

to receive video packets, while Algorithm 2 is always running and listening for client MCS

packet indication from Algorithm 1.

Algorithm 2 - Video Delivery Algorithm - Server Side:

Input: Requested MCS

Output: Next Packet with MCS tag

1: while More packets to be sent do

2: Listen for packet request;

3: Accept incoming packet request;

4: Tag packet for MCS selection;

5: end

The server side algorithm is shown in Algorithm 2, which accepts MCS recommendations

from the client, and then tags the packet with the requested MCS step up.

5.4.1 Video QoE

Video quality metrics such as stalling frequency, and resolution, can be used to estimate a

subscriber’s Quality of Experience when consuming video services. The Quality of Experi-

ence criteria will be determined based on the video delivery format. For reliable protocol

based delivery, such as HTTP Live stream and Dynamic Streaming over HTTP (DASH),
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which fill up buffers before presenting the video content, the Quality of Experience at a

specific video resolution is effectively based on the buffer run out probability, for each video

resolution. Streaming protocols are usually implemented with multiple resolutions such as

240 progressive lines (240p), 360p, commonly up to 2160p resolution. Thus in a user session,

based on the current wireless channel throughput, the following events can occur:

1. Video quality which can be supported can adapt to increase or decrease display reso-

lution

2. Video resolution stepping can result in a buffer underflow, which results in video stalling

Because current video streaming mechanisms use discrete resolutions, we can represent

a video quality drop with an integer representing the distance from the original resolution.

Modern video streaming protocols utilize reliable protocols as the transport mechanism.

The most widely used reliable protocol is TCP. Thus Quality of experience can be estimated

with two parameters:

1. Source referenced video frame resolution. If an index is assigned to the source

with increasing numbers as the resolution is increased, then, on video playback, if the

streaming algorithm selects a lower bit rate stream, the video metric can be represented

as the difference between the index of the source X and that of the play back resolution

R.

2. Frame stalling frequency - This metric tracks the frequency that the video play-

back stalls. Stream adaptation algorithms select a lower quality bit-stream when it

is determined that the network bit rate cannot support the current video resolution.

When the playback buffer fills up significantly faster than real-time playback, stream-

ing protocols will select a higher rate bit stream, which will provide a better video

resolution.
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Table 5.1: Example Video Streaming Resolution Table

Format
Name

Video
Resolu-

tion
(pixels)

Video
Bitrate
(Mbps)

Quality
Weight

(Pn)

2160p 3840x2160 35 7
1440p 2560x1440 16 6
1080p 1920x1080 8 5
720p 1280x720 5 4
480p 854x480 2.5 3
360p 640x360 1 2
240p 426x240 0.3 1

5.5 Video QoE Estimation

As stated in section 5.4.1, the estimated QoE is a combination of the per frame quality,

and the annoyance from stalling videos. Video quality assessment algorithms operate on

a frame by frame basis. Thus the video quality estimation process compares individual

decoded images after receiving the video stream. The presentation quality per frame can

be represented as Pn, which estimates each frame quality Rn with reference to the highest

frame quality Xn in the discrete set of resolutions.

Pn = V (Xn, Rn) (5.1)

where Xn represents the maximum video resolution of frame n at the source, and Rn the

resolution of the received video.

For each video stall event the quality at stall will be that of the last video frame.

Pn = Pn−1. (5.2)

This thesis proposes using a set of increasing integer values Pn.

The intuition in using integer values derives from the quantitative measures obtained
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Figure 5.2: 4K reference image [109]

Figure 5.3: 4K image scaled to 240p [109]
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when using state-of-the-art video image quality analysis. Experimental results using SSIM[110],

MSSIM [65], and other image quality analysis methods produce results depending on the

specific image being evaluated. When comparing two different video resolutions of the same

content, using state-of-the-art methods, the higher resolution will in general, have a higher

quality metric. However, the numerical value of the image quality metric per scene is depen-

dent on the specific image, and thus the metric value of the image quality varies, although

the quality has remained constant. Using a single numerical integer for a video quality at a

specific resolution is thus reasonable approach.

For example, Figure 5.2 is of 2160p resolution and Figure 5.3 is a 240p resolution re-

production of the same image. Comparing the 2160p image and the 240p image, the SSIM

is 0.93. Also, as shown in Figures 5.5-5.8 and Tables 5.2-5.3, the subjective quality indica-

tor (SQI) of image quality algorithms, have different numerical ranges, which will require a

transformation to map into a mean opinion score (MOS) scale.

Thus a step down in video quality because of stalling can be represented by the difference

in index weights, this difference is scaled accordingly. An example video quality set is shown

in Table 5.1.

The QoE dissatisfaction of each stall event can be modeled using the Ebbinghaus forget-

ting curve [111][112]:

M = exp

{
− t

T

}
(5.3)

where M is the memory retention, T is the relative strength of memory, and t is the time

instance.

If the k -th stalling event is at [ik, ik + lk], where lk is the length of k -th stalling event,

and ik is the time interval denoting the beginning of the stalling event, a piecewise model is
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constructed to estimate the impact of each stalling event on the QoE [113]:

Sk(t) =

Pik−1

(
−1 + exp

{
−
(
tf − ik
T0

)})
ik
f
≤ t ≤ ik+lk

f

Pik−1

(
−1 + exp

{
−
(
lk
T0

)})
·
(

exp

{
−
(
tf − ik − lk

T1

)})
t > ik+lk

f

0 otherwise

(5.4)

where f is the frame rate in frames/second, and T0, T1 and Sk(t) represent the rate of

dissatisfaction, the relative strength of memory and the experience of the k-th stalling event

at time t, where k = 1, 2, ..., N and N is the number of stalling events.

QoE drop due to stalling events is computed by aggregating the QoE drop caused by

each stalling event and is given by [34]

S(t) =
N∑
k=1

Sk(t) (5.5)

N is the upper limit of total dissatisfaction, which is equivalent to the number of stalls, and

it depends on the total length of the video stream. And the cumulative QoE drop over all

time is given by:

G(N) =

∫ ∞
−∞

S(t)dt, for lk =
L

N
, k = 1, 2, ..., N (5.6)

where L is the total length of stalling and, if equal stall durations are assumed, L
N

will represent the length of each individual stall. Equation 5.6 decreases monotonically

with respect to N. Thus the higher the number of stalls, the lower the QoE because of the

annoyance effect of video stalling. By substituting Equations (5.4) and (5.5) to its terms, can

be simplified as follows: If the quality loss at each stall is assumed to be a constant Pn = C,
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Figure 5.5: 4K Reference image - Horses [114]
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Figure 5.6: 4K Reference image - Loader [115]

Figure 5.7: 4K Reference image - Locomotive [116]

Figure 5.8: 4K Reference image - Pistons [117]
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Resolution Horses Loader Locomotive Pistons
2560x1440 0.98 0.90 0.94 0.96
1920x1080 0.96 0.85 0.91 0.95
1280x720 0.94 0.77 0.86 0.92
854x480 0.89 0.68 0.78 0.87
640x360 0.85 0.62 0.71 0.82
426x240 0.78 0.56 0.62 0.74

Resolution Horses Loader Locomotive Pistons
2560x1440 37.22 31.20 34.64 35.63
1920x1080 34.76 28.42 31.73 33.56
1280x720 31.71 25.63 28.24 30.99
854x480 28.58 23.74 25.38 28.58
640x360 27.23 22.81 23.81 27.01
426x240 25.04 21.82 21.95 25.02

a) SSIM

b) PSNR

Table 5.2: QoE metrics a) Structural Similarity (SSIM) b) Peak Signal to Noise Ratio
(PSNR)
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Resolution Horses Loader Locomotive Pistons
2560x1440 12.35 49.28 22.34 17.79
1920x1080 21.72 93.55 43.71 28.64
1280x720 43.87 177.95 97.58 51.76
854x480 90.09 275.11 188.46 90.10
640x360 123.05 340.67 270.44 129.41
426x240 203.69 427.88 414.99 204.66

Resolution Horses Loader Locomotive Pistons
2560x1440 1.00 0.98 0.99 0.99
1920x1080 0.99 0.97 0.98 0.99
1280x720 0.98 0.94 0.96 0.98
854x480 0.96 0.89 0.92 0.96
640x360 0.94 0.84 0.88 0.93
426x240 0.89 0.78 0.81 0.89

a) MSE

b) MSSSIM

Table 5.3: QoE metrics a) Mean Squared Error MSE b) Multiscale Structural Similarity
MSSSIM
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and the total length of stalling L is fixed, then the length of each stall is L
N

. Thus the stalling

frequency is inversely proportional to the total number of stalls N, and the cumulative QoE

drop over the video viewing period can be written as [34]:

G(N) = C(T1 − T0)
{
N exp

[
−
(

L

NT0

)]}
− CL (5.7)

for N ≥ 1, T0 > 0, T1 > 0, L > 0

If overall QoE is represented by Q, with the constant quality setting, Pn = P, ∀n ∈ [0, T ]

to P, ∀n ∈ [0, T +NTs], then the overall stalling experience will be [34]:

NSk (Ts) ,∀k ∈ [1, N ] (5.8)

and the overall QoE can be represented using a Subjective Quality Index (SQI) Q as [34]:

Q =
(T +NTs)P +NSk(Ts)

T +NTs
(5.9)

This SQI representation Q is plotted in Figure 5.4, using the absolute category rating (ACR)

scale, to give the subjective quality index (SQI).The drop in QoE represents the annoyance

experienced by the subscriber when the video stalls.

5.5.1 Overall QoE

For each time unit, the overall QoE can be represented as the combination of QoE effects

due to: 1) Image quality degradation Pn, and 2) QoE drop due to annoyance effect of video

stalling, Sn. To determine the stalling QoE degradation:

Qn = Pn + Sn (5.10)
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where Qn represents the QoE at the nth time interval, as a combination of the static image

quality Pn and the annoyance effect of video stalling Sn

5.5.2 Proposed Indexed Image Quality Metric compared to state-

of-the-art Metrics

The proposed Indexed Image Quality uses sequential numbers to represent the image quality,

which gives a consistent quality evaluation. The functionality of this index depends on the

assumption that the image is transported over a reliable protocol, thus for every index, the

image is a scaled down version of the source, without any image artifacts, such as error

blocks. With state-of-the-art image quality estimation methods, images can be compared

even when the images have artifacts.

To determine SQI using state-of-the-art methods, a reference image f is compared with a

test image g. The dimensions of this test image are M ×N . The SQI methods include:

5.5.2.1 Structural Similarity (SSIM)

SSIM is determined as the product of three component metrics: luminance l, contrast c, and

structure s.

SSIM(f, g) = l(f, g)c(f, g)s(f, g) (5.11)

where: 
l(f, g) =

2µfµg+C1

µ2f+µ
2
g+C1

c(f, g) =
2σfσg+C2

σ2
f+σ

2
g+C2

s(f, g) =
σfg+C3

σfσg+C3

(5.12)
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and µf and µg are the mean luminance of f and g, σf and σg are the standard deviations of

f and g, C1, C2 and C3 are constants to avoid a zero denominator. The range of values for

SSIM are [0,1].

5.5.2.2 Multiscale Structural Similarity (MSSIM)

MSSIM iteratively applies the SSIM method to multiple down samples of the reference image.

D iterations of the scaling operation are performed.

MSSIM(x,y) = [lm(x,y)]αD ·
D∏
j=1

[cj(x,y)]βj [sj(x,y)]γj (5.13)

where the exponents αD, βj and γj are used to control the relative importance of different

components.

5.5.2.3 Peak Signal to Noise Ratio (PSNR)

PSNR(f, g) = 10 log10

(
2552

MSE(f, g)

)
(5.14)

PSNR as defined can attain unbounded numerical values when the mean square error (MSE)

tends to zero.

5.5.2.4 Mean Squared Error (MSE)

MSE(f, g) =
1

MN

M∑
i=1

N∑
j=1

(fij − gij)2 (5.15)

Where fij − gij is the difference error in luminance between pixels in the same position co-

ordinates on the reference and test image.
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5.5.3 Mapping State-of-the art Image Quality Metrics to Indexed

Quality Metric

These state-of-the-art image quality metrics were calculated for the images in Figures 5.5-5.8.

The results are shown in Tables 5.2-5.3 and Figures 5.10 to 5.12. Considering two different

images of scaled resolution, such as the Horses in Figure 5.5, to Figure 5.8, the state-of-the-

art image quality methods described in this section can give different values. Comparing

system performance with existing studies will require a mapping of the indexed (Subjective

Quality Index) SQI to a state-of-the-art metric. For example, the index values 1...6 were

mapped to the SSIM values for ”Horses” in Table 5.2. Using a quadratic polynomial curve

fit, we obtain:

f(x) = −0.005893x2 + 0.08068x+ 0.707 (5.16)

where x is the index quality metric, and f is the SSIM.

Video consumption can also be classified into one of two categories: (1) Realtime, and (2)

Non-Realtime. Realtime video delivery is required for applications such as video conferenc-

ing, and Non-Realtime video is better suited for streaming media. Realtime video delivery

for conferencing is often bidirectional. A key difference between these two categories is the

size of the buffer at the receiver. Conferencing applications should have buffers which are

less than 1 second. However, streaming applications typically have buffers of the order of

10 seconds or more depending on the streaming client application, available buffer size, and

service provider policy.
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Figure 5.13: Simulated Instantaneous QoE measure
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Figure 5.14: Simulated QoE drop measure
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5.6 End-to-End QoE simulation Results

The stalling video QoE change for a client was simulated, with the results shown in Figure

5.13.

The WiFi parameters for the simulation are shown in Table 4.3.

The rate adaptation process was tracked, and the corresponding data rate which was

used, enabled the video play out buffers to remain full for a longer period. Simulated effects

of frame quality Pi drop are shown in Figure 5.14, and the overall combined QoE is shown

in Figure 5.15. Figure 5.15 shows that the AL-FEC enabled rate adaptation will provide,

with a high degree of probability, a better delivered QoE. In a few instances, the AL-FEC

system over-estimates the higher MCS, which will result in the AL-FEC decoder to fail,

thus momentarily reducing the delivered QoE to that lower than that of the standard rate

adaptation system.

Running the simulation over 1000 instances produced the empirical cumulative distribu-

tion function (CDF) shown in Figure 5.16. The empirical CDF shows that under the same

average channel conditions, 50% of the time, the QoE for clients will be close to a SQI of 3

for AL-FEC enabled clients, while it will vary between 2.0 and 2.5 for standard rate adaption

clients. This shows that AL-FEC enabled clients are able to deliver a better QoE, due to

the better efficient use of the air interface, leading to an effective increased throughput.

5.7 Summary

In this chapter we have determined the performance of video delivery over a WiFi system,

which utilizes cross layer knowledge of the wireless channel. The wireless channel informa-

tion comes from the link layer rate adaptation values, and the current BER on the PHY

layer. These wireless channel information is used to guide the behavior of the AL-FEC rate

adaptation algorithm.
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A SQI metric Q is proposed, which quantifies the improved QoE. The improved QoE is

based on the reduced probability of packet failure, and higher throughput MCS selection

using the joint AL-FEC and MCS selection algorithm. It has been shown that QoE gains

can be achieved by using AL-FEC with application layer control of the link layer MCS.
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Chapter 6

Conclusion

6.1 Major Research Findings

This thesis has addressed multiple areas with the common goal to improve the video quality

of experience by users, who are consuming video services. Using Forward Error Correction

at the application layer (AL-FEC), interacting with cross layer rate adaptation for reliable

delivery of video packets, it has been shown that measurable improvements can be achieved

depending on channel conditions. The research findings are in the following categories:

6.1.1 AL-FEC video packet delivery

Protecting video packets over WiFi using FEC was investigated in Chapter 3. Reed-Solomon

codes in GF (216) are applied to an existing WiFi superchannel, creating a concatenated FEC

system. An interleaver is also introduced in order to achieve improvements in FEC perfor-

mance. The performance was evaluated over the IEEE 802.11 Standard MCS combination

for a SISO channel. A general purpose processor was used for the AL-FEC error correction,

which was able to deliver video packets at low error rates.
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6.1.2 AL-FEC Aware Rate Adaptation

It was shown in Chapter 4, that AL-FEC combined with rate adaptation, can enable the

selection of a higher throughput MCS for WiFi delivery. Thus extra bandwidth is available

for video delivery. The higher error rate with the higher MCS is offset by the AL-FEC error

correction. This will reduce the time used to transfer packets to a subscriber, yielding a

better air efficiency.

6.1.3 Quality of Experience estimation

This thesis proposes an algorithm for Quality of Experience estimation for streaming video

over reliable protocols. The algorithm simplifies the estimation of video quality by assigning

QoE weights to each video quality available. This algorithm is suitable for streaming video

services with reliable delivery. In such systems, the video is available in multiple resolutions.

Resolutions are of increasing size, which requires a corresponding increase in bandwidth. The

live streaming application such as Dynamic Streaming Over Hypertext Transport Protocol

(DASH), will select different video quality files based on its measured network throughput.

The estimation utilizes two main parameters: (1) Video quality and (2) Stall frequency. The

video resolution table, with an example shown in Table 5.1 is a priori information for the

QoE estimator. And using the additional number of stalls, a QoE estimate can be obtained.

6.2 Thesis Conclusion

In current times, the processing units of mobile devices have increased greatly in capability.

At the same time more users are requesting the use of wireless channels. Using the processing

capabilities of these devices, a better video QoE can be served to subscribers.

This thesis analyzes the theoretical air efficiency improvements, and validates the resul-

tant QoE improvement through simulations. Chapter 3 outlines the reduction in BER which
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is possible when using AL-FEC. With the reduced BER, it is possible to use increased orders

of modulation for transmission, which can increase throughput. Chapter 4 investigated the

AL-FEC aware rate adaptation algorithm. AL-FEC is used in conjunction with the ARF

rate adaptation algorithm. The AL-FEC step-up event frequency is measured using the met-

ric GFEC , which compares the frequency with which the AL-FEC rate adaptation process

steps up the MCS compared to the standard rate adaptation process.

Chapter 5 shows the end-to-end system, and illustrates the mechanism by which the

AL-FEC rate adaptation process on a device requests a MCS step-up. Also based on a QoE

model shown, a QoE improvement from 1.5 to 3 can be achieved during simulations.

6.3 Engineering Significance of Findings and Recom-

mendations

This thesis proposes an alternative approach to improve the air efficiency for WiFi transmis-

sion. Using the proposed RPI metric, up to 14% improvement was observed in simulations.

Although concatenated code systems have been proposed, they have mostly been for broad-

cast type of transmissions. A concatenated code system for unicast transmissions will help to

recover some of the packets lost due to collisions or noise on the wireless channel. Thus, using

the combination of AL-FEC and rate adaptation, air efficiency will be improved. For service

providers, the improved air efficiency will enable a better streaming video QoE compared to

standard systems. The AL-FEC enabled rate adaptation is an opportunity for video content

service providers, who have a control of the network, and can thus enable signaling between

the video server and client devices, to improve the subscriber QoE.

6.3.1 WiFi Hybrid ARQ

The current specification for WiFi requires the sender to automatically retransmit when

a recipient does not respond, i.e. positive acknowledgment. Thus this thesis suggests a
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recommendation to the IEEE 802.11 working groups to include a requirement for passing

control to the application layer such that the sender does not automatically re-send un-

acknowledged packets. To get around this issue in experiments, the broadcast mode was

used.

6.3.2 AL-FEC Schemes

Although AL-FEC mechanisms have been proposed, such as FEC-FRAME, further provi-

sions can be added to the IEEE 802.11 specifications for AL-FEC, and the performance of

different FEC codes need to be investigated. Two FEC codes were candidates for the appli-

cation layer in this study - (1) Low Density Parity Check (LDPC), and (2) Reed-Solomon

codes. LDPC was not suitable for use because of the error-floor phenomenon. Also, newer

Reed-Solomon decoding algorithms are available, such as list-decoding. Investigating these

other codes require further work.

6.4 Thesis limitations and Future Directions

This thesis has presented a method to improve streaming video QoE for subscribers, us-

ing WiFi. Simulated performance shows approximately a QoE improvement of 1 unit on

the MOS scale, compared to a standard WiFi implementation. The improvement is based

on increased air efficiency, due higher MCS selections. Using the proposed Rate Analysis

Performance Index (RPI), it has been shown that AL-FEC enabled transmissions have a

higher probability of selecting higher MCS. For example with 5 simulated clients, there is

a 6% increase in the RPI. This increase in RPI enables QoE to be approximately 3 for

ARF+AL-FEC enabled clients, while staying between 2 and 2.5 for standard ARF clients.

The limitations which can be addressed in the future include:

1. Improved support for AL-FEC operation by the IEEE802.11 protocol: Cur-

rently the link layer FEC discards packets that fail CRC as shown in Figure 4.5. These
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packets have a valid signal, and possibly the SERVICE field, and VHT-SIG-B have

been decoded correctly, thus they are good candidates for AL-FEC recovery.

2. Further study of concatenated FEC scheme for WiFi: Research on additional

FEC schemes to use for the concatenated FEC has the potential to provide further

gains in air efficiency. For example, using Polar Codes [118], Raptor Codes [119] or

some alternative FEC scheme can be compared to optimize criteria such as power

efficiency, which is not considered in this thesis.
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