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ABSTRACT The encoding format of the 3D extension of high efficiency video coding (3D-HEVC) consists 

of a multiview color texture and an associated depth map. Because of the unique characteristics of the depth 

map, advanced coding techniques are designed for depth map coding at the expense of computational 

complexity. In this paper, fast algorithms are conceived to accelerate the intra coding time of the depth map 

based on boundary continuity. First, the proposed fast prediction unit (PU) mode decision reduces the number 

of conventional intra prediction modes based on calculating the total sum of squares (TSS) of the PU 

boundaries. Second, the proposed fast depth modeling mode (DMM) decision makes use of the variances of 

the boundary pixels to determine the execution of the DMM. Third, the proposed coding unit (CU) early 

termination algorithm decides whether to further split the current CU by utilizing the thresholds of the TSS 

and the rate-distortion cost (RD-cost). The experimental results show that the proposed algorithm provides 

better performance in terms of coding speed and bitrate than the algorithm in previous work. The coding time 

of the depth map is reduced by 56.08%, while the Bjøntegaard delta bitrate (BD-BR) is only increased by 

0.32% for the synthesis view. 

INDEX TERMS 3D-HEVC, Depth Map, Intra Coding, Fast Algorithm, Boundary Continuity. 

I. INTRODUCTION 

With the requirement of video applications, video 

technology has become increasingly advanced in recent years. 

3D videos have the ability to provide users with fantastic 

experiences in a stereoscopic world. The 3D extension of high 

efficiency video coding (3D-HEVC) [1],[2] is the newest 

coding standard for encoding 3D videos effectively. The video 

format of the 3D-HEVC encoder is multiview plus depth 

(MVD) [3]-[5]. 3D-HEVC is based on the quad-tree coding 

architecture of high efficiency video coding (HEVC), which 

comprises coding tree units (CTUs) with coding units (CUs), 

prediction units (PUs), and transformation units (TUs). HEVC 

is designed basically for texture coding. However, the depth 

map in the 3D-HEVC system has some features, such as large 

amounts of smooth regions and sharp edges, which are totally 

different from each other in terms of color texture. Therefore, 

the conventional HEVC encoders may not always maintain 

good coding efficiency when encoding depth maps that consist 

of smooth regions or edges. For this reason, new coding tools 

have been created for depth map coding, such as the depth 

modeling mode (DMM) [6] and depth intra skip (DIS) [7]. The 

DMM in 3D-HEVC is intended to enhance the conventional 

intra coding by keeping the edge information and smoothing 

the unimportant regions. Fig.1 illustrates the system structure 

of 3D-HEVC [8]. 

 
Fig. 1 System structure for 3D-HEVC [8]. 



This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI
10.1109/ACCESS.2021.3083498, IEEE Access

 

VOLUME XX, 2021 2 

 Along with the evolution of the reference software, two 

DMM modes (DMM1 and DMM4) also evolved with the 

latest version of the 3D-HEVC encoder [8]. DMM1 is a 

Wedgelet partition while DMM4 is a contour partition. 

DMM1 (Wedgelet partition) uses a straight line to separate 

two regions, as shown in Fig. 2, where each region is 

represented by a constant value. Rather than checking the total 

Wedgelet partitions, the best Wedgelet partition mode is 

evaluated by estimating part of the possible cases with the 

refinement candidates. DMM4 (contour partition) divides the 

regions into two areas and represents each region with the 

same value by the threshold from the pixel values in the 

collocated texture block. The contour partition pattern is 

illustrated in Fig. 3. In addition, there are also several new 

coding tools for depth map coding. Segment-wise depth 

coding (SDC) represents the residual signal with a constant 

pixel value and replaces the traditional quantized discrete 

cosine transformation. Depth maps contain information for 

view synthesis rather than direct displays, so the original rate-

distortion optimization (RDO) [9] method may not always be 

efficient for depth maps. View synthesis optimization (VSO) 

can take the quality of synthesized views into consideration 

during the calculation of RDO to improve depth map coding. 

In addition, several studies investigated how to further 

improve the compression efficiency or 3D video quality. 

Zhang et al. [10] proposed a full reference synthesized video 

quality metric and minimized the perceptual quality loss of the 

synthesized view by improving the RDO approach. Zhu et al. 

[11] conceived a convolutional neural network (CNN)-based 

VSO to elevate the coding performance. Shahriyar et al. [12] 

developed an independent depth map encoder with restricted 

quantization and proposed binary tree-based decomposition.  

The flowchart of the intra prediction of the depth map is 

demonstrated in Fig. 4. The conventional intra prediction 

performs a rough mode decision (RMD) from the planar mode, 

the DC mode and 33 kinds of angular modes to obtain the intra 

mode candidates. Then, the most probable modes (MPM) are 

added. Finally, DMMs are carried out and inserted into the 

candidate list for rate-distortion optimization (RDO). The 

unique encoding techniques for depth maps contribute to the 

enhancement of the compression efficiency. However, the 

complicated encoding procedures in 3D-HEVC increase the 

coding complexity and coding time. Researchers have 

dedicated themselves to simplifying the encoder or reducing 

the depth coding time. Chung et al. [13] proposed a bitrate-

savings scheme with a no-synthesis-error model and 

terminated the quad-tree coding structure early. Lei et al. [14] 

employed grayscale similarity of the depth map as well as 

interview dependency to perform a fast mode decision. Shen 

et al. [15] classified the CU complexity by weighting the 

intercomponent, interview and spatiotemporal coding 

information to select the corresponding intra prediction modes. 

Hamout and Elyousfi [16] simplified depth intra coding by 

extracting tensor features and data clustering. Sanchez et al. 

[17] found the positions of the eight highest gradients among 

the PU boundaries. Only DMMs with a start point or an end 

point passing through these positions were executed. Sanchez 

et al. [18] proposed the strong gradient-based mode one filter 

(S-GMOF) to detect the two boundaries with the highest 

gradients. If the start point and end point of the DMM1 

partition were located at the two boundaries, the DMMs were 

executed. Otherwise, the modes in DMM 1 were ignored. 

Saldanha et al. [19] proposed single degree of freedom GMOF 

(SDF-GMOF) and double degree of freedom GMOF (DDF-

GMOF) to quickly select the best positions to perform the 

prediction of DMM1. Fu et al. [20] separated the PU into two 

parts and defined the directions into four classes, including 

vertical, horizontal, and two diagonal (45 °  and 135 ° ) 

directions. Then, the number of DMMs was reduced according 

to the variance and the direction. By using the correlation 

between the current PU and parent PUs, Zhang et al. [21] 

reduced the number of intra modes during RMD and 

determined whether to implement SDC. Hong et al. [22] 

analyzed the rate-distortion cost (RD-cost) distributions of 

both rough mode decisions and DMMs with the one-sided 

Chebyshev’s inequality to decide the adjustable threshold for 

early termination. Gu et al. [23] analyzed the RD-cost of the 

RMD to estimate a threshold for the early termination of the 

following intra modes. Park [24] selectively skipped the 

unrelated partition of DMM1 by classifying the edge 

orientation of a PU. Zhang et al. [25] evaluated the smoothness 

of the current CU to bypass the DMM decision by referencing 

the collocated CU in the depth map and the corresponding CU 

in the color texture. Zhang et al. [26] replaced the view 

synthesis distortion (VSD)-based VSO with the proposed 

squared Euclidean distance of variances (SEDV) to diminish 

the complexity of the DMM1 prediction. In addition, the 

probability-based early depth intra mode decision (PBED) in 

[26] skipped the DMM prediction and chose SDC as the only 

candidate for RDO if the minimum RD-cost of the RMD 

candidates was smaller than the threshold. Saldanha et al. [27] 

used specialized decision trees for I-frames, P-frames and B-

frames to define 64×64, 32×32, and 16×16 partitions. The 

characteristics of the human visual system were utilized in [28] 

 
Fig. 2 The Wedgelet partition of DMM1 [8]. 

 

Fig. 3 The Contour partition of DMM4 [8]. 
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to propose a fast algorithm based on visual perceptions for fast 

depth intra coding of 3D-HEVC. Shen et al. [29] designed an 

edge-aware prediction scheme to reduce the prediction error 

energy in blocks with arbitrary edge shapes and thus decrease 

the bitrate for the depth map. Shen et al. [30] presented a new 

set of edge-adaptive transforms as an alternative to the 

standard discrete cosine transform to provide significant 

bitrate reductions for depth map coding. Important 

contributions were made by [31]-[33] to intra predictions 

when edges are found. Our previous works [34]-[36] also 

contributed to the reduction of the depth coding time. In [34], 

we defined a tunable threshold based on boundary variance 

and proposed a fast DMM decision scheme. In [35], we 

terminated the CU partition early based on the total sum of 

squares to accelerate depth intra coding. Fast intra mode 

selection [36] was conceived to rapidly extract the intra 

prediction modes according to the total sum of squares. A 

complete framework is unified in this paper, which jointly 

considers coding properties at the CU and PU levels. In 

addition, more analysis and validation are provided to justify 

the proposed algorithm. 

Table 1. BD-BR and time-saving performance of the synthesized view with 

DMM disabled. 

Sequence BD-BR(%) TS(%) 

Kendo 2.25 25.6 

Balloons 7.56 27.4 

Newspaper 9.65 29.8 
Poznan_Street 1.95 25.0 

Poznan_Hall2 8.53 18.5 

Shark 6.58 25.5 
Undo_Dancer 7.80 21.8 

GT_Fly 2.66 25.1 

Average 5.87 24.8 

    Table 1 tabulates the coding performance of Bjøntegaard 

delta bitrate (BD-BR) and time saving (TS) with disabled 

DMMs. We know that the DMM evidently occupies the 

coding time and affects coding efficiency. Most of the 

previous works proposed fast DMM decisions to reduce the 

coding time and minimize the BD-BR loss. However, under 

the all-intra configuration, the computational time 

consumption of DMMs only accounts for 24.8% of the overall 

coding time, as shown in Table 1, whereas the depth coding 

time accounts for 86% for the all-intra configuration, as shown 

in Fig. 5. Consequently, depth coding time savings should be 

improved. In this paper, we propose three fast algorithms 

based on boundary continuity checks to accelerate the 

encoding procedures of depth intra coding. First, at the 

prediction unit (PU) level, we abridge the number of intra-

angular modes and shrink the candidates for RMD. Second, 

the proposed fast DMM decision determines whether to 

execute DMM prediction by investigating the variance of each 

boundary and detecting whether there is an edge passing 

through it. Third, at the CU level, the CU early termination 

scheme is designed by inspecting the overall total sum of 

squares (TSS) of a CU and combining the limitation of the 

RD-cost. 

II. PROPOSED METHOD 

A.  Observations from the Depth Map 

Fig. 6 illustrates the depth map of the Shark sequence. 

Apparently, there exists a large quantity of sharp edges (blue 

squares in Fig. 6) and smooth areas (red squares in Fig. 6) 

within the depth map. Sharp edges are very likely to traverse 

the boundaries of the coding blocks. Studies also indicate 

that 3D-HEVC is prone to encode smooth areas with larger 

CU sizes. In this paper, we detect whether there is an edge 

passing through the current coding block based on the 

boundary continuity. Further CU depths without any edge 

are terminated early. Additionally, the intra prediction modes 

and DMMs are conditionally skipped to accelerate the depth 

map coding. 

 
Fig. 4 The flowchart of the intra prediction on depth map. 

 
Fig. 6 The depth map of the Shark sequence. 

 

Fig. 5 Coding time distribution of color texture and depth map 
under all-intra configuration. 
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B.  Fast Intra mode Decision 

For blocks with smooth contents, planar mode, DC mode, 

vertical mode and horizontal mode are most likely to be 

encoded as the best intra mode. Accordingly, pruning the 

number of intra prediction modes and the number of rough 

mode decision (RMD) candidates may contribute to coding 

time reductions. 

1) Estimation of the boundary complexity 

    First, we aim to identify the smoothness. A general case 

of a sharp edge in the depth map is illustrated in Fig. 7. Sharp 

edges are formed by an obvious gap in pixel variation. In 

addition, the edge extends, so an obvious pixel variation gap 

also appears at the block boundary. Along with these 

properties, in this paper, we calculate the total sum of the 

squares (TSS) of each boundary by (1)-(2) to analyze the 

boundary complexity. 𝑇𝑆𝑆𝑘  symbolizes the total sum of the 

squares on the 𝑘-th boundary. 𝑝𝑖𝑥𝑘,𝑖, 𝑝𝑖𝑥𝑘,𝑎𝑣𝑔 and 𝑤 denote 

the 𝑖 -th pixel value, the average pixel value on the 𝑘 -th 

boundary and the width of the current PU, respectively. 

Supposing that the values of 𝑇𝑆𝑆𝑘  for each boundary are all 

less than or equal to a threshold (𝑇ℎ𝑇𝑆𝑆), as described in (3), 

there is probably no edge passing through, and the current 

coding PU is less complicated. Instead of searching all 35 

intra modes, we may only perform planar, DC, vertical, and 

horizontal modes, which are frequently the best intra modes. 

The number of RMD candidates is reduced from 8 to 3 when 

the PU sizes are 8×8 and 4×4. The flowchart of the fast intra 

mode decision is presented in Fig. 8. 

𝑇𝑆𝑆𝑘 = ∑ (𝑝𝑖𝑥
𝑘,𝑖

− 𝑝𝑖𝑥𝑘,𝑎𝑣𝑔)
2𝑤

𝑖=1
,  𝑘 ∈ {1,2,3,4} (1) 

𝑝𝑖𝑥𝑘,𝑎𝑣𝑔 =
1

𝑤
∑ 𝑝𝑖𝑥𝑘,𝑖

𝑤

𝑖=1
,  𝑘 ∈ {1,2,3,4} 

(2) 

𝑇𝑆𝑆𝑘 ≤ 𝑇ℎ𝑇𝑆𝑆,  𝑘 ∈ {1,2,3,4} (3) 

 

Fig. 7 Illustration of the TSS calculation. 

2) Analysis and Selection of 𝑻𝒉𝑻𝑺𝑺 

    To select a suitable threshold, we encode 100 frames for 

the Ponzan_Street sequence with five 𝑇ℎ𝑇𝑆𝑆 values (0, 250, 

500, 750, and 1000) and analyze the interaction between the 

depth coding time and the BD-BR performance of the 

synthesized view. Fig. 9 shows the statistical data of the 

Poznan_Street sequence. From the observation, the encoding 

time decreases as the threshold increases. However, the 

larger the threshold is, the more significant the BD-BR 

degradation. We find that when the thresholds are larger than 

250, the encoding time becomes stable, whereas the BD-BR 

continues to rise dramatically. The saturation point of the 

encoding time is approximately 250. To balance the coding 

time reduction and coding efficiency, we set 𝑇ℎ𝑇𝑆𝑆 to 250. 

When 𝑇ℎ𝑇𝑆𝑆  is set to 250 and the quantization parameter 

(QP) is set to 30, the hit-rate of the PU mode, which is 

correctly selected as a DC, planar, horizontal or vertical 

mode, achieves 95.51% on average and at least 91.94%, as 

shown in Table 2, which validates the threshold selection.  

 

Fig. 9 Coding performance under various values of 𝑻𝒉𝑻𝑺𝑺 for the 
Poznan_Street sequence. 

 

Fig. 8 The flowchart of the proposed fast intra mode decision. 

Table 2. Hit-rate of PU mode selected as a DC, planar, horizontal or 
vertical mode when 𝐓𝐡𝐓𝐒𝐒 is set to 250 and QP is set to 30.  

Sequence Hit-rate (%) 

Kendo 96.69 

Balloons 94.85 

Newspaper 92.43 

Poznan_Street 96.05 

Poznan_Hall2 98.99 

Shark 91.94 

Undo_Dancer 98.04 

GT_Fly 95.12 

Average 95.51 

 



This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI
10.1109/ACCESS.2021.3083498, IEEE Access

 

VOLUME XX, 2021 5 

C.  Fast DMM Decision 

With the evolution of the HTM encoder, DMM1 partition 

types are simplified from approximately 1000 kinds to 500 

kinds. The simplified DMM and built-in fast criterion 

decrease the DMM execution time. However, according to 

the analysis in [26], the DMM still occupies approximately 

20.25% of the depth coding time, as shown in Fig. 10. As a 

result, we consider that a fast DMM decision is desired to 

accelerate coding.  

 

Fig. 10 Coding time distribution of the depth map [26]. 

1) Fast DMM Decision Based on Boundary Variance 

    The principle of DMM1 is separating a PU into two 

regions by a straight line and predicting each region with a 

single value. In other words, DMM1 is designed particularly 

for a PU with any edge dividing two smooth areas. As a 

result, if the current coding PU selects the DMM as the best 

mode, there is probably an edge passing through it. In the 

proposed fast DMM decision, we detect the edge by 

calculating the boundary variance.  

    We calculate the variance of each boundary within the 

current PU and sort them from the largest to the smallest as 

formulated in (5). 𝑉𝑎𝑟 is the set that includes the ordered 

variances of the 𝑘-th boundary (𝑉𝑎𝑟𝑘). Equations (6) and (7) 

formulate the calculation of 𝑉𝑎𝑟𝑘. 𝑤 is the boundary width, 

𝑃𝑖𝑥𝑘,𝑖 denotes the 𝑖-th pixel value on the 𝑘-th boundary, and 

𝑃𝑖𝑥𝑘,𝑎𝑣𝑔 is the average pixel value of the 𝑘-th boundary. 

𝑉𝑎𝑟 = {𝑉𝑎𝑟𝑘 | 𝑉𝑎𝑟1 ≥  𝑉𝑎𝑟2 ≥ 𝑉𝑎𝑟3 ≥ 𝑉𝑎𝑟4 , 𝑘 = 1 𝑡𝑜 4} (5) 

𝑉𝑎𝑟𝑘 =
1

𝑤
∑(𝑃𝑖𝑥𝑘,𝑖 − 𝑃𝑖𝑥𝑘,𝑎𝑣𝑔)2

𝑤

𝑖=1

 (6) 

𝑃𝑖𝑥𝑘,𝑎𝑣𝑔 =
1

𝑤
∑ 𝑃𝑖𝑥𝑘,𝑖

𝑤

𝑖=1

 (7) 

(𝑉𝑎𝑟1 + 𝑉𝑎𝑟2) − (𝑉𝑎𝑟3 + 𝑉𝑎𝑟4) ≤ 𝑇ℎ𝑣𝑎𝑟 (8) 

    Among the four variances, 𝑉𝑎𝑟1 and 𝑉𝑎𝑟2 are denoted as 

the first two larger variances, while 𝑉𝑎𝑟3 and 𝑉𝑎𝑟4 are the 

other two smaller variances. Fig.11 illustrates an example of 

the four variances of the four boundaries. The difference 

between (𝑉𝑎𝑟1 + 𝑉𝑎𝑟2) and (𝑉𝑎𝑟3 + 𝑉𝑎𝑟4) is obvious, and 

the DMM is highly possible in this case. To confirm whether 

the boundaries are smooth enough or too complex to skip the 

DMM, we calculate the difference between (𝑉𝑎𝑟1 + 𝑉𝑎𝑟2) 

and (𝑉𝑎𝑟3 + 𝑉𝑎𝑟4) by (8) and check whether the difference 

is less than or equal to a threshold (𝑇ℎ𝑣𝑎𝑟). If the statement 

of (8) is true, the DMM will not be executed because it means 

that there may be no edge or the edges are too complicated 

and the DMM may not be suitable for this situation.  

 

Fig. 11 Illustration of boundary variation calculation.  

2) Analysis and Selection of 𝑻𝒉𝒗𝒂𝒓 

To analyze the performance of the proposed fast DMM 

decision under different values of 𝑻𝒉𝒗𝒂𝒓 , we encode 100 

frames of each benchmark sequence (Kendo, Balloons, 

Newspaper, Poznan_Street, Poznan_Hall2, Shark, 

Undo_Dancer, and GT_Fly) with various 𝑻𝒉𝒗𝒂𝒓 values (1, 2, 

3, 5, 10, 20, 30, and 50). The interaction among the BD-BR 

of the synthesized view, depth coding time, and 𝑻𝒉𝒗𝒂𝒓 are 

plotted in Fig. 12. According to Fig. 12, the BD-BR 

degradation is still climbing, and the curve of the depth 

coding time becomes smooth when 𝑻𝒉𝒗𝒂𝒓 is approximately 

20~30. It seems that 20 or 30 is a suitable threshold value. 

However, we find that the BD-BR degrades too much when 

larger thresholds are used. To maintain the coding efficiency 

and avoid conflicts with other algorithms proposed by this 

paper, we decide to select a smaller threshold value. As a 

result, 𝑻𝒉𝒗𝒂𝒓 is set to 3 in this paper, and the flowchart of the 

proposed fast DMM decision is illustrated in Fig. 13.  

 

Fig. 12 The interaction among BD-BR of the synthesized view, depth 
coding time, and 𝑻𝒉𝒗𝒂𝒓. 
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D.  Fast CU Early Termination Algorithm with RD-cost 
Limitation 

According to the analysis in [37], the encoding process of a 

CU depth of 0 only occupies 11.4% of the depth map coding 

time, as labeled in Fig. 14. In addition, CU depths of 1~3 

accounted for 88.6% of the overall proportion. We further 

encode 100 frames for each benchmark sequence (Kendo, 

Balloons, Newspaper, Poznan_Street, Poznan_Hall2, Shark, 

Undo_Dancer, and GT_Fly) to estimate the probability 

distribution of each CU depth that is selected as the best CU 

depth, as shown in Fig. 15. Approximately 67.4% of the 

CTUs are partitioned at a depth of 0, whereas only 32.6% of 

the CTUs are split to CU depths of 1~3. In other words, the 

original encoder consumes much coding time at CU depths 

of 1~3, but most CTUs are partitioned at a CU depth of 0. 

Consequently, if we can determine the CU depth in advance 

and terminate the following CU encoding early, much time 

will be saved.  

1) CU Early Termination Based on Total Sum of Squares 

The 3D-HEVC encoder is prone to select smooth areas 

with larger CU sizes. In other words, unnecessary 

partitioning at further CU splitting is likely to be bypassed to 

speed up coding. First, we need to distinguish whether this 

area is smooth or if there is a complex edge. A sharp edge is 

formed by an obvious gap in pixel variation. In addition, the 

edge would extend, so an obvious pixel variation gap also 

appears at the block boundary. According to this 

observation, we calculate the TSS of each boundary (𝑇𝑆𝑆1, 

𝑇𝑆𝑆2 , 𝑇𝑆𝑆3 , and 𝑇𝑆𝑆4 ) of the CU to estimate the pixel 

variation as in (1) and find the 𝑇𝑆𝑆𝑡𝑜𝑡𝑎𝑙  with (9). If 𝑇𝑆𝑆𝑡𝑜𝑡𝑎𝑙  

is less than or equal to the threshold (𝑇ℎ𝑡𝑜𝑡𝑎𝑙), there may be 

no edge passing through it. The block will be denoted as a 

smooth region, and further partitioning for smaller CU sizes 

will be terminated early. 

𝑇𝑆𝑆𝑡𝑜𝑡𝑎𝑙 = ∑ 𝑇𝑆𝑆𝑘

4

𝑘=1

 (9) 

2) Analysis and Selection of 𝑻𝒉𝒕𝒐𝒕𝒂𝒍 

To find an appropriate threshold, we encode 100 frames 

of each benchmark sequence (Kendo, Balloons, 

Poznan_Hall2, and GT_Fly) with various 𝑇ℎ𝑡𝑜𝑡𝑎𝑙  values (0, 

500, 1000, 1500, 2000, and 2500). We analyze the tendency 

of coding time and the BD-BR performance under different 

settings of 𝑇ℎ𝑡𝑜𝑡𝑎𝑙 , as shown in Fig. 16. The larger 𝑇ℎ𝑡𝑜𝑡𝑎𝑙  

is, the more CU partitions will be terminated early, and more 

coding time savings can be achieved. However, it is also 

accompanied by an increased BD-BR. The encoding time 

continues to decrease as 𝑇ℎ𝑡𝑜𝑡𝑎𝑙  and the BD-BR increase. 

When 𝑇ℎ𝑡𝑜𝑡𝑎𝑙  is approximately 1000, the curve of the coding 

time reduction seems to be mitigated, and the BD-BR 

continues to degrade. Consequently, we set the 𝑇ℎ𝑡𝑜𝑡𝑎𝑙  to 

1000.  
 

Fig. 14 The encoding time distribution of the depth map at each CU 
depth under QP45 (Quantization Parameter of 45) [37]. 

 

Fig. 16 The interaction among BD-BR of the synthesized view, depth 
coding time and 𝑻𝒉𝒕𝒐𝒕𝒂𝒍. 

 

 

Fig. 15 The probability distribution of each CU depth which is 
selected as the best CU depth. 

 

Fig. 13 The flowchart of the proposed fast DMM decision. 
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3) Threshold Limitation Based on the RD-cost 

Table 3 shows the detailed data of the BD-BR and TS 

performance when 𝑇ℎ𝑡𝑜𝑡𝑎𝑙  is set to 1000. We observe that 

the performance depends on the sequence, even though the 

average time saving is approximately 54.8% and the 

maximum time saving reaches 71.3%. For Poznan_Hall2, 

the BD-BR performance dramatically degrades to 5.21%, 

which means that this criterion is too rough to bring about 

the prediction error. Some kinds of CUs are smooth, but their 

RD-costs are extremely large, and it is not appropriate to 

terminate CU splitting early. To overcome this disadvantage, 

we incorporate the proposed CU early termination algorithm 

with an RD-cost limitation. If 𝑇𝑆𝑆𝑡𝑜𝑡𝑎𝑙  is less than or equal 

to 𝑇ℎ𝑡𝑜𝑡𝑎𝑙  and the RD-cost of the best intra mode in the 

current CU depth ( 𝑅𝐷𝑐𝑢𝑟 ) is less than or equal to the 

threshold of the RD-cost limitation ( 𝑇𝐻𝑅𝐷 ), further CU 

splitting will be terminated early. 

Table 3. Coding performance of the CU early termination algorithm when 
𝑻𝒉𝒕𝒐𝒕𝒂𝒍 is set as 1000. 

Sequences BD-BR (%) TS (%) 

Kendo 0.83 49.6 

Balloons 0.74 41.7 

Poznan_Hall2 5.21 71.3 

GT_Fly 0.60 56.4 

Average 1.85 54.8 

The range of the RD-cost varies for different QPs, so the 

threshold 𝑇𝐻𝑅𝐷  should also be adaptively adjusted 

according to the QP variation. We collect the best RD-cost 

of each testing sequence under particular QP pairs and sort 

them from smallest to largest; the testing sequences and QP 

pairs are tabulated in Table 4. Furthermore, the RD costs on 

the order of 90% of every testing sequence under each 

specific QP pair, as illustrated in Fig. 17, are averaged and 

exploited to fit the regression curve portrayed in Fig. 18. The 

regression curve is formulated in (10), where QP denotes the 

texture QP in the QP pairs. Therefore, regardless of the QP, 

𝑇𝐻𝑅𝐷  will be adaptively fine-tuned, and we can obtain an 

appropriate value of 𝑇𝐻𝑅𝐷 with (10). The flowchart of the 

complete fast CU early termination algorithm with RD-cost 

limitation is demonstrated in Fig. 19; 𝐷𝑒𝑝𝑡ℎ𝐶𝑈 indicates the 

current CU depth. 

Table 4 Testing sequences and QP pairs for the curve fitting of 𝑻𝒉𝑹𝑫. 

Sequences QP(color, depth) Frames 

Kendo, Balloons,  

Poznan_Hall2, GT_Fly 

(25,34), (28,37), (30,39), 

(33,41), (35,42), (38,44), 

(40,45), (43,47), (45,48), 

(48,50),(51,51) 

100 

 

𝑇ℎ𝑅𝐷 = 1.3729𝑒0.199𝑄𝑃 (10) 

 

Fig. 17 Illustration of selecting the RD-cost threshold. 

 

Fig. 18 The regression curve of RD-cost and QP. 

 

Fig. 19 The flowchart of the fast CU early termination algorithm with RD-
cost limitation. 

E.  Overall Algorithm 

The complete flowchart of the overall proposed algorithm is 

shown in Fig. 20 and includes the fast intra mode decision, 

fast DMM decision and fast CU early termination with the 

RD-cost limitation described in Section II.B to Section II.D. 

The detailed procedures are explained in the following.  

Step 1: Start depth CTU encoding. 

Step 2: Set current CU depth (𝐷𝑒𝑝𝑡ℎ𝐶𝑈) to 0. 

Step 3: Calculate 𝑇𝑆𝑆𝑘  by (1)-(2), 𝑉𝑎𝑟𝑘  by (5)-(7), and 

𝑇𝑆𝑆𝑡𝑜𝑡𝑎𝑙  by (9). 

Step 4: As described in (3), if 𝑇𝑆𝑆𝑘  is less than or equal to 

𝑇ℎ𝑇𝑆𝑆, continue to Step 5. Otherwise, go to Step 6. 

Step 5: Only perform planar, DC, vertical, and horizontal 

intra prediction modes. In addition, reduce the 

number of RMD candidates to 3. Then, go to Step 

7. 
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Step 6: Perform the unmodified conventional intra 

prediction modes. 

Step 7: Add the MPM modes. 

Step 8: As described in (8), if (𝑉𝑎𝑟1 + 𝑉𝑎𝑟2) − (𝑉𝑎𝑟3 +
𝑉𝑎𝑟4) is less than or equal to 𝑇ℎ𝑣𝑎𝑟 , go to Step 10. 

Otherwise, continue to Step 9. 

Step 9: Perform DMM prediction. 

Step 10: Execute RDO. Then, if 𝐷𝑒𝑝𝑡ℎ𝐶𝑈 is 3, go to Step 12. 

Otherwise, continue to Step 11. 

Step 11: If 𝑇𝑆𝑆𝑡𝑜𝑡𝑎𝑙  is less than or equal to 𝑇ℎ𝑡𝑜𝑡𝑎𝑙  and if 

𝑅𝐷𝑐𝑢𝑟  is less than or equal to 𝑇ℎ𝑅𝐷  simultaneously, 

terminate CU splitting early and continue to Step 

12. Otherwise, go back to Step 3 with 𝐷𝑒𝑝𝑡ℎ𝐶𝑈++. 

Step 12: Finish depth CTU encoding. 

 

Fig. 20 The complete flowchart of the overall proposed algorithm. 

III. EXPERIMENTAL RESULTS 

The proposed method is implemented on the 3D-HEVC 

reference software version 16.0 (HTM-16.0) [38] under all-

intra configuration and three-view case. Four QP pairs are 

encoded, and all the setups of the experimental environment 

follow the common test condition (CTC) [39]. The setups of 

the testing environment are listed in Table 5. Eight testing 

sequences containing two resolutions (1024 × 768 and 

1920 × 1088) are encoded. Detailed information on the 

testing sequences is itemized in Table 6. To investigate the 

effectiveness of the proposed fast coding algorithm, the time 

saving of depth map coding (Depth TS) related to HTM-16.0 

is calculated by (11). The Bjøntegaard delta bitrate (BD-BR) 

[40],  [41] is utilized to evaluate the coding efficiency. 

However, the depth map is for view synthesis or 3D displays 

instead of direct viewing. As a result, we compute the BD-

BR of the synthesized view by the overall bitrate (color 

texture + depth map) and the quality of the synthesized view 

rather than only considering the depth map itself to evaluate 

the coding efficiency. 

Table 5. Setups of the testing environment. 

Testing Conditions Settings 

HTM version HTM-16.0 

Testing Case Three-View Case with Depth Maps 

Configurations  All-intra 

QP(Color Texture, Depth 

Map) 
(25,34),(30,39),(35,42),(40,45) 

Intra Period 1 

Table 6.  Testing sequences. 

Sequence Resolution 
Frame 

Rate 
Frames View  

Kendo 1024×768 30 300 3-1-5 

Balloons 1024×768 30 300 3-1-5 

Newspaper 1024×768 30 300 4-2-6 

Poznan_Street 1920×1088 25 250 4-5-3 

Poznan_Hall2 1920×1088 25 200 6-7-5 

Shark 1920×1088 30 300 5-1-9 

Undo_Dancer 1920×1088 25 250 5-1-9 

GT_Fly 1920×1088 25 250 5-9-1 

 

Depth TS (%) =
𝐷𝑒𝑝𝑡ℎ 𝑇𝑖𝑚𝑒𝐻𝑇𝑀−16.0 − 𝐷𝑒𝑝𝑡ℎ 𝑇𝑖𝑚𝑒𝑝𝑟𝑜𝑝𝑜𝑠𝑒𝑑

𝐷𝑒𝑝𝑡ℎ 𝑇𝑖𝑚𝑒𝐻𝑇𝑀−16.0
× 100% (11) 

We compare the performance of the proposed algorithm 

to that of the algorithm proposed by Zhang et al. [26]. The 

BD-BR and depth time saving (TS) results are tabulated in 

Table 7. From Table 7, the proposed approach provides more 

significant depth time savings and outperforms previous 

work on each testing sequence. For the Poznan_Hall2 

sequence, the time saving of the proposed algorithm even 

reach 72.25%, which is the greatest among all testing 

sequences. The averaged BD-BR performance of the 

proposed method is 0.32%, which is superior to that of [26] 

0.51%. Compared to [26], approximately 16.77% of the 

depth coding time is further reduced by our scheme. In other 

words, we can diminish the depth coding time more 

significantly with negligible BD-BR degradation.  

Table 7. Performance comparison of BD-BR and depth time-saving.   

Sequence 
BD-BR(%) Depth TS(%) 

Zhang’s [26] Proposed Zhang’s [26] Proposed 

Kendo 0.43 0.17 38.23 48.04 

Balloons 0.67 0.19 35.49 45.29 

Newspaper 0.89 0.53 33.85 42.48 

1024×768 0.66 0.30 35.86 45.27 

Poznan_Street 0.29 0.22 39.67 59.03 

Poznan_Hall2 0.75 0.71 48.33 72.25 

Shark 0.33 0.22 34.16 58.92 

UndoDancer 0.49 0.28 41.57 66.47 

GT_Fly 0.21 0.25 43.14 56.16 

1920×1088 0.41 0.34 41.38 62.57 

Average 0.51 0.32 39.31 56.08 
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 Most of the previous works only design a fast algorithm 

for the PU level. In this paper, we detect the boundary 

continuity and determine the boundary complexity in 

advance to reduce the computational complexity of 

conventional intra prediction and DMM prediction on the PU 

level. Moreover, we further combine the CU early 

termination algorithm with the RD-cost limitation on the CU 

level, which is why we can provide significant time-savings 

compared to previous work. 

Table 8 shows the contribution of each individual part of 

the proposed algorithm. Based on the boundary complexity 

of the PU, we conditionally simplify the intra modes to 4 

kinds and reduce the number of rough mode decision 

candidates to 3. Approximately 18.90% of the coding time is 

saved, with only an 0.08% increase in the BD-BR on 

average. The fast DMM decision works more effectively for 

sequences with larger resolutions because they contain 

smoother areas. The fast CU early termination with RD-cost 

limitation, which has the largest contribution to time savings, 

determines whether to perform further CU splitting by an 

adaptively adjusted threshold with 50.58% time-saving. The 

proposed overall algorithm can considerably lessen the depth 

encoding time. 

Fig. 21 and Fig. 22 demonstrate the subjective comparison 

of synthesized views by HTM-16.0 and the proposed criteria 

for the Newspaper and Undo_Dancer sequences, 

respectively. From the zoomed-in regions, it can be observed 

that the synthesized views generated by the proposed fast 

intra mode decision, fast DMM decision, fast CU early 

termination algorithm with RD-cost limitation and overall 

algorithm can maintain similar quality as those produced by 

HTM-16.0. In summary, the time-saving result of the overall 

proposed algorithm significantly outperforms that the 

previous work, and the proposed overall algorithm maintains 

great coding efficiency.  

Table 8. Contributions of each individual part of the proposed algorithm. 

Sequence 

Fast Intra 

Mode  

Decision 

Fast DMM 

Decision 

Fast CU Early 

Termination 

Algorithm 

with RD-cost 

Limitation 

Overall 

Algorithm 

BD-

BR 

(%) 

Depth 

TS 

(%) 

BD-

BR 

(%) 

Depth 

TS 

(%) 

BD- 

BR 

(%) 

Depth 

TS 

(%) 

BD- 

BR 

(%) 

Depth 

TS 

(%) 

Kendo 0.07 17.25 0.05 8.19 0.03 42.23 0.17 48.04 

Balloons 0.08 17.40 0.06 7.17 0.06 39.13 0.19 45.29 

Newspaper 0.17 16.97 0.21 6.85 0.04 35.47 0.53 42.48 

1024×768 0.11 17.21 0.11 7.40 0.04 38.94 0.30 45.27 

Poznan_Street 0.07 19.70 0.10 10.73 0.02 53.56 0.22 59.03 

Poznan_Hall2 0.11 21.73 0.35 12.18 0.06 68.52 0.71 72.25 

Shark 0.06 19.44 0.07 11.77 0.00 52.64 0.22 58.92 

UndoDancer 0.02 19.76 0.14 16.92 0.03 60.95 0.28 66.47 

GT_Fly 0.04 18.98 0.08 10.82 0.00 52.19 0.25 56.16 

1920×1088 0.06 19.92 0.15 12.48 0.02 57.57 0.34 62.57 

Average 0.08 18.90 0.13 10.58 0.03 50.58 0.32 56.08 

 

    
(a)HTM-16.0 (b)Fast Intra Mode Decision (a) HTM-16.0 (b) Fast Intra Mode Decision 

    

(c)Fast DMM Decision 
(d)Fast CU Early Termination 

Algorithm with RD-cost 
Limitation 

(c) Fast DMM Decision 
(d) Fast CU Early Termination 

Algorithm with RD-cost 
Limitation 

  
(e)Overall Algorithm (e) Overall Algorithm 

Fig. 21 Subjective comparison of synthesized views and their 
zoomed regions generated by HTM-16.0 and the proposed 
criteria for the Newspaper sequence at the 2nd frame of the 
synthesized view 3.5. 

Fig. 22 Subjective comparison of synthesized views and their 
zoomed regions generated by HTM-16.0 and the proposed 
criteria for the Undo_Dancer sequence at the 30th frame of the 
synthesized view 2.0. 
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IV. CONCLUSION  

The 3D-HEVC encoder consumes considerable coding time 

during the PU mode decision and CU splitting. In addition, 

advanced techniques for depth map coding also bring about 

additional computational complexity. In this paper, we 

accelerate the depth map intra coding of 3D-HEVC based on 

boundary continuity. Three fast coding methods are 

proposed. First, the fast intra mode decision reduces the 

number of intra modes and RMD candidates based on 

boundary complexity. Second, the fast DMM decision 

effectively chooses whether to perform DMM prediction 

according to the difference of the boundary variances. Third, 

the fast CU early termination algorithm combines the RD-

cost limitation to avoid unnecessary CU splitting in smooth 

areas. The experimental results show that we decrease the 

depth coding time by 56.08% with only a 0.32% increase in 

the BD-BR. The proposed algorithm outperforms the 

algorithm in the previous work with apparent time-saving 

improvements and maintains great coding efficiency.  
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