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A Chan–Vese Model Based on the Markov Chain for
Unsupervised Medical Image Segmentation

Quanwei Huang, Yuezhi Zhou�, Linmi Tao�, Weikang Yu, Yaoxue Zhang, Li Huo, and Zuoxiang He

Abstract: The accurate segmentation of medical images is crucial to medical care and research; however, many

efficient supervised image segmentation methods require sufficient pixel level labels. Such requirement is difficult to

meet in practice and even impossible in some cases, e.g., rare Pathoma images. Inspired by traditional unsupervised

methods, we propose a novel Chan–Vese model based on the Markov chain for unsupervised medical image

segmentation. It combines local information brought by superpixels with the global difference between the target

tissue and the background. Based on the Chan–Vese model, we utilize weight maps generated by the Markov

chain to model and solve the segmentation problem iteratively using the min-cut algorithm at the superpixel level.

Our method exploits abundant boundary and local region information in segmentation and thus can handle images

with intensity inhomogeneity and object sparsity. In our method, users gain the power of fine-tuning parameters to

achieve satisfactory results for each segmentation. By contrast, the result from deep learning based methods is rigid.

The performance of our method is assessed by using four Computerized Tomography (CT) datasets. Experimental

results show that the proposed method outperforms traditional unsupervised segmentation techniques.
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1 Introduction

As a key step in medical research, the accurate
segmentation of medical images is commonly applied
in preoperative planning, intraoperative navigation, and
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postoperative assessment[1]. Good segmentation divides
the image into multiple regions with a homogeneous
color (or texture), and the boundaries are “simple”
and “spatially accurate”[2]. However, medical image
segmentation remains challenging for the following three
technical reasons:

(1) Objects in medical images are far less clear and
inhomogeneous than those in natural images. Generally,
most medical imaging technologies involve indirect
computerized imaging. For instance, Computerized
Tomography (CT) uses a series of X-rays and is
combined with sophisticated mathematical techniques
to obtain image representation[3]. The resulting image
contains only one channel with low gradient information
to facilitate segmentation. In medical images, the
contrast between the target tissue and the background is
shallow, and the tissue boundary with noise is ambiguous
even to experienced doctors.

(2) Considerable attention has been recently focused
on designing supervised deep segmentation algorithms
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for medical images[4, 5]. One popular recent approach is
the U-net[6] architecture, a fully convolutional network
that has been used to achieve impressive results in the
biomedical image domain. These segmentation methods
require a significant amount of pixel-wise labeled
training data. Unfortunately, sufficient supervised pixel
level labels are hardly obtained in many domains of
medicine[7].

(3) In practical application, an accurate segmentation
is necessary. Although deep segmentation networks
can produce good results for general images, the
segmentation result of deep learning based methods
is rigid, which means that users cannot improve or
adjust the segmentation error manually. Furthermore, the
effectiveness of deep learning based methods is limited
by the machine’s inability to explain its decisions and
actions to users[8].

Given the difficulty of obtaining supervised samples
of medical images and the complexity of medical image
imaging, many segmentation methods developed in the
past decades have demonstrated that the straightforward
segmentation of medical images at the pixel level
achieves minor progress in terms of accuracy and cannot
meet the demands of emerging precision medicine in
practice. By contrast, unsupervised learning does not
require annotated data. It automatically analyzes a large
amount of data and learns its internal data structure.
At present, unsupervised learning in deep learning is
mainly divided into two categories: a deterministic self-
coding method and a probabilistic method limited by a
Boltzmann machine.

Given the importance of the segmentation problem
in medical domains and the lack of supervised data for
many problems, we revisit the problem of unsupervised
image segmentation, utilizing classical ideas from
the Chan–Vese model. In an unsupervised scenario,
image segmentation is used to predict general labels,
such as “foreground” and “background”, especially
without any prior information[9]. Several well-known
techniques, including normalized cuts[10, 11], Markov
random field based methods[12], hierarchical methods[13],
mean shift[14], and active contour methods[15], are used
for this problem. These algorithms aim to segment the
object instance in each image automatically without any
supervision.

We propose a novel method for unsupervised medical
image segmentation on the basis of the Chan–Vese
model[16], which is widely used for medical images. We
divide the input image into nonoverlapping superpixels

and construct an undirected graph equivalent to the
image. Then, we use the min-cut algorithm iteratively to
solve and obtain a segmentation result.

To maximize image information for processing
images with intensity inhomogeneity, we fuse local and
global information and consider the spatial and color
similarities of pixels simultaneously. Our unsupervised
method merges neighboring pixels into a superpixel
by using the local information of the neighboring
pixels. Then, the image is segmented at the superpixel
level, supported by the global difference between the
target tissue and the background. As the segmentation
processing unit, the superpixel helps eliminate abnormal
pixels, restrain noise and ineffective signals, and remove
redundant information at the local and global levels[17].

Specifically, we set up a weight map based on the
Markov chain for each superpixel, thereby allowing our
method to combine the spatial and color (or texture)
similarities of pixels well. Thus, our method can perform
well in images with intensity inhomogeneity. We
leverage the expected round trip steps of the Markov
chain between this node and other nodes to establish
a weight map for each superpixel node, representing
the influence of other nodes on the classification (or
segmentation) of this node.

In the experiments, we test our method on real 2D CT
images and achieve the highest accuracy for the majority
of the experiments. The details of the applied methods
and the results are illustrated in the subsequent sections.

2 Related Work

Mature image segmentation methods have been
introduced into the field of medical image processing.
Mcinerney and Terzopoulos[18] and Pham et al.[19]

summarized the segmentation methods used in medical
images in the 20th century. Studies in the new century
have addressed medical image segmentation intensively
because of its emerging real-world applications. Deep
learning based methods have been introduced to medical
image segmentation in recent years, but only a few
of them can produce good results. Many end-to-end
deep learning models[20, 21] cannot achieve accurate
segmentation due to the lack of available medical data,
the difficulty of data labeling, and the absence of a
fixed set of features that are known a priori to segment
new images correctly. Moreover, even when we have
a large amount of labeled data available, deep learning
methods inevitably produce incorrect segmentation for
some images; this error is unacceptable in practical
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applications because the results cannot be corrected.
Most unsupervised image segmentation approaches

involve utilizing features, such as color, brightness,
or texture over local patches, and then perform pixel
level clustering based on these features. Among these
schemes, the most widely used methods include mean
shift, normalized cuts, and graph-based methods[22, 23].
These methods classify pixels according to the
global distribution of pixel values via iterative energy
minimization. As a heavily nonuniform distribution of
objects in medical images, this process takes too long
and needs postprocessing to achieve good results.

Extensions of the Chan–Vese model have received
considerable attention[16, 24–26]. The Chan–Vese model is
based on the Mumford–Shah function for segmentation
and is used widely in the medical imaging field,
especially for the segmentation of images of the
brain, heart, and trachea. The objective of the Chan–
Vese algorithm is to minimize the energy functional
F.c1; c2; C /, which is defined by

F.c1; c2;C /D� � Length.C /Cv �Area.inside.C //C

�1

Z
inside.C /

ju0.x; y/ � c1j
2 dxdyC

�2

Z
outside.C /

ju0.x; y/ � c2j
2 dxdy (1)

where �; v; �1; �2 are fixed parameters, and C is a
piecewise C 1[0, 1] parameterized curve. Moreover,
c1 denotes the average pixels’ intensity inside C ,
and c2 denotes the average intensity outside C . The
energy function can be reformulated in the level set
formulation, leading to a convenient way to solve the
problem. To make the model obtain an improved effect

in practical application, DRLSE[27] proposes distance
regularization that eliminates the need to reinitialize level
set functions in iterations. LBF[24] introduces a local
binary fitting energy with a kernel function, enabling the
extraction of accurate local image information. However,
these methods ignore the effect of pixels with similar
gray values but are far apart and unsuitable for the
segmentation of inhomogeneous and complex objects.

3 Method

Our method is mainly divided into three steps, as
shown in Fig. 1. In the first step, the input image is
oversegmented to obtain superpixels. In the second step,
an undirected graph corresponding to superpixels is
constructed, weight maps based on the Markov chain are
generated, and the min-cut algorithm is used for solving.
Lastly, we combine the results of the two parts to obtain
the final segmentation result. These steps are discussed
below in detail.

3.1 Superpixel segmentation

A superpixel is a set of pixels with similar colors or gray
levels, which are spatially adjacent but nonoverlapping.
Compared with the pixel representation of an image,
superpixel representation provides much more cues and
is more consistent with the input image. Furthermore,
it considerably reduces the number of image primitives
and improves computational efficiency. Many superpixel
segmentation algorithms[28–30] are available, and all of
them work well. In our study, for increased execution
efficiency, we use Simple Linear Iterative Clustering
(SLIC)[28], which utilizes a K-means clustering approach
to generate compact superpixels efficiently and has a

Fig. 1 Overall segmentation flow diagram. Here, s represents foreground node and t represents background node.
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complexity of O.N/, where N is the number of pixels.
We initialize cluster centers evenly and divide the

input image into K regions via SLIC. Each region
contains approximately 10 pixels in our experiments.
Using too many pixels may produce poor results.
Notably, precise segmentation cannot be achieved
at the pixel level, similar to the kernel method.
We use a superpixel to integrate the information of
neighboring pixels into a high-dimensional information
representation wherein we can segment easily.

3.2 Undirected graph construction

Let G D .V;E/ be an undirected graph defined on a
given superpixel set, which represents a weighted graph
containing a set of nodes V and edges E � V � V .
Then, every superpixel xi is identified uniquely by a
node vertex vi 2 V in our undirected graph, where
two special nodes s; t 2 V represent the foreground
and background nodes, respectively. For convenience
of description, V n fs; tg is represented by Vs , where
the node value is equal to the average gray value of
the corresponding superpixel. Similarly, edge E can
be divided into E1 and E2, where E1 � Vs � Vs and
E2 � fs; tg � Vs . To represent the image structure by
edge weights, one must define a function that maps a
change in image intensities to edge weights. In this work,
we use the typical Gaussian weighting function given by

G.x/ D exp.�
x2

2�2
/ (2)

where � is a parameter defined by the user.
A D .a1; : : : ; ai ; : : : ; aK/; ai 2 f0; 1g is a vector

whose component ai specifies assignments to node vi

in Vs . Vector A defines a segmentation. If ai is equal to
0, then node vi belongs to the foreground; otherwise, it
belongs to the background.

Two kinds of edges exist in the graph; for eij 2 E1,
its weight is defined as follows:

eij D

(
˛ �G.kgi � gj k/C lij ; if i � j I

0; otherwise
(3)

where i � j means nodes vi and vj are adjacent nodes;
and gi and gj denote the image pixel values at nodes
vi and vj , respectively. lij represents the length of the
adjacent boundary of the superpixels corresponding to
vi and vj . ˛ is a weighting factor. eij 2 E1 represents
the correlation between nodes; the greater the value, the
greater the probability that the nodes are in the same
category. e 2 E2 represents the similarity between node
v 2 Vs and the foreground or background. For edges

that belong to E2, we define their weight as follows:
esi D �g1.gi � gt /

2
C �l1ci1I

eit D �g0.gi � gs/
2
C �l0ci0

(4)

where gs and gt represent the pixel values of nodes
vs and vt , whose values are equal to the average pixel
values of the nodes belonging to the foreground and
background, respectively. ci0 and ci1 represent the
local properties of vi . �g1; �l1; �g0, and �l0 are fixed
parameters.

To calculate ci0 and ci1, for vi 2 Vs , the degree of
each node is computed as di D

P
j2Vs

wij . For all the
edges that are incident on vi , wij measures the similarity
between two neighboring nodes vi and vj . Thus we
define wij D G.kgi � gj k/. The transition probability
matrix is obtained as follows:

Pij D

(
wij =di ; if i � j I

0; otherwise
(5)

According to spectral graph theory, the Markov chain
converges to a unique stationary distribution:

�i D di=
X

j2Vs

dj (6)

Hence, we can obtain
Z D .I � P CW /�1

where I is an identity matrix, P is the transition
probability matrix, andW is equal toP1, and each of its
row vectors is equal to � , where � D .�1; �2; : : : ; �n/.
Then, we derive the expected number of steps ETi .Tj /

from nodes vi to vj :

ETi .Tj / D

8̂̂<̂
:̂
1

�j

� .Zjj �Zij /; if i ¤ j I

1

�j

; if i D j
(7)

We define a matrix Tij D ETi .Tj /C ETj .Ti /, where
Tij is called the expected round trip steps between
nodes vi and vj . After row-normalizing the matrix, we
obtain matrix T . Lastly, we calculate the local properties
ci0; ci1 of node vi as follows:

ci0 D

P
ajD0G.Tij /.gi � gj /

2P
ajD0G.Tij /

I

ci1 D

P
ajD1G.Tij /.gi � gj /

2P
ajD1G.Tij /

(8)

Each row of G.T / represents the influence of other
nodes on the segmentation of a particular node, which is
called a weight map.

In summary, we can derive K weight maps, in which
one superpixel node corresponds to a weight map.
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In almost all our experiments, when calculating the
transition probability matrix P , we fix the parameter
� of the Gaussian weighting function to 0:1. If we want
to focus on the difference between the node pixel values,
then we can set a smaller value of this function. The
result of the weight map of a specific superpixel node
under different parameters � is shown in Fig. 2. The
darker the color (the bluer), the higher the weight, that
is, the greater the influence during the segmentation. In
the case of � D 0:1, even if some areas are far away but
the gray value is similar to the superpixel at the red dot,
their weight is also considerable. With the increase in
� , the proportion of color similarity gradually decreases,
and the proportion of distance similarity increases.

Thereafter, all edges are weighted, and an undirected
graph is constructed.

3.3 Segmentation

The partition problem can be converted into a process of
minimizing energy. With the Chan–Vese model[16], we
define two energies as fitting terms Ef and regularization
terms Er as follows:

Ef D
X
aiD1

esi C

X
aiD0

eit I

Er D
X

vi ;vj2Vs Iai¤aj

eij

(9)

The fitting term Ef represents the differences within
the foreground and background. When the intensity
of the pixels inside the foreground and background is
uniform, these terms reach the minimum value. The
regularization term Er represents the difference between
the foreground and background. As a penalty term, the
smaller the value is, the more significant the difference
between the foreground and background is.

Our goal is to minimize Ef C �Er, where the
coefficient � > 0 specifies a relative importance of the
fitting term Ef versus the regularization term Er. We

initialize a segmentation vector A, in which several of
the nodes that belong to our desired target are initialized
as foreground nodes and calculate the edge weights esi

and eit on the basis of vector A. Then, the min-cut
algorithm is used to divide the graph into two parts; the
nodes connected to node vs belong to the foreground,
and the others belong to the background. If the min-
cut algorithm is not changed or almost unchanged, the
iteration stops; otherwise, the min-cut algorithm updates
segmentation vector A, recalculates esi and eit , and
continues the iteration.

During the entire segmentation process, we need
to fine-tune a few parameters. As mentioned above,
for superpixel segmentation, parameter K is set at
approximately N=10, and the parameter � in the weight
maps is 0.1. For parameters, �g1; �l1 and �g0; �l0 have
similar effects, respectively. The difference is that if the
image is relatively uniform, the values of �g0 and �g1

should be increased; conversely, the values of �l1 and
�l0 should be increased. If �l0 > �l1 .�g0 > �g1/, then
the result is more consistent within the foreground, and
the range is smaller.

According to the segmentation result of the superpixel
and the undirected graph, we obtain a superpixel-based
segmentation result. Lastly, we mark all pixels in the
same superpixel with the same segmentation result. For
example, the result of superpixel Si is ai , and the
result of all pixels belonging to Si is ai . The complete
segmentation process is specified as Algorithm 1.

4 Experiment

To evaluate our unsupervised model’s performance
thoroughly, we conduct preliminary experiments on four
datasets of varying difficulty and compare the results
with those of other methods. In addition, we demonstrate
the advantages of our proposed method over the Chan–
Vese model in terms of initialization and iteration times.

(a) Superpixels (b) � D 0:1 (c) � D 0:3 (d) � D 0:6

Fig. 2 Results of the weight maps under different parameters ��� . (a) Result of the superpixels; and (b)–(d) weight maps
corresponding to the superpixel at the red dot under different parameters ��� , respectively.
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Algorithm 1 Complete segmentation algorithm
Input: Image I 2 RH�W ; number of superpixels K;
Output: Segmentation result L 2 RH�W

1: Partition I into superpixels S1; : : : ; SK . For some desired
superpixel Si , initialize its label ai D 0, and the others with 1;

2: Construct an undirected graph withKC2 nodes, and establish
a weight map for each superpixel node;

3: repeat
4: Update the value of the nodes Vs and Vt :

gs D

P
aiD0

giP
aiD0

1
; gt D

P
aiD1

giP
aiD1

1
5: Update the edge weights esi ; eit according to gs , gt , and

the weight maps:
esi D �g1.gi � gt /

2
C �l1ci1I

eit D �g0.gi � gs/
2
C �l0ci0

6: The min-cut algorithm is used to obtain a new segmentation
result A.

7: until The min-cut is not changed or is almost unchanged.
8: for Si 2 fS1; S2; :::; SKg do
9: for pixel Ij 2 Si do

10: Label pixel Ij as ai .
11: end for
12: end for
13: return Final pixel labels L 2 RH�W ;

4.1 Datasets

� CVIP: This dataset is from Spine Web, which is an
online collaborative platform. This dataset provides
a total of 349 spinal CT scans and the corresponding
ground truths for five patients[31]. In some subsequent
experiments on parameters, we use 19 CT slices of one
patient (referred to as MINI-CVIP).
� LUNG: This dataset contains 267 lung CT images

and manual masks of the corresponding lungs; the
images were acquired from an open competition, Finding
and Measuring Lungs in CT Data.
� SKULL, SPINE: This dataset is provided by a

hospital; it contains numerous CT images of the skull
and spine, as well as manual segmentation results.

4.2 Experimental settings

We conduct several experiments on real CT scans to
evaluate the performance of the proposed method. Our
method does not utilize any annotation information for
segmentation.

Evaluation metrics: The accuracies of segmented
contours are quantified using the Dice Similarity
Coefficient (DSC), which is calculated as follows:

DSC D 2
jM1 \M2j

jM1j C jM2j
(10)

The Jaccard Similarity Coefficient (JSC) is also
adopted as an evaluation metric to evaluate the accuracy
of the proposed segmentation method; JSC is defined as
follows:

JSC D
jM1 \M2j

jM1 [M2j
(11)

where M1 is the area segmented by the algorithm, and
M2 is the ground-truth area manually delineated.

Implementation details: Some of the experiments
compare our proposed method with the supervised
method U-net; for each dataset, 70% is used as the
training set, and 30% is used as the testing set. All
methods conduct performance evaluation on the testing
set. Moreover, the spinal column is relatively smaller
than that in the original CT scan with a size of 512�512.
For a transparent and fair comparison, the segmentation
is limited within a bounding box that contains the ground
truth. Then, the DSC and JSC are computed in the
region.

4.3 Results

4.3.1 Effect of superpixels
Superpixels are useful in a wide range of vision tasks,
and we can fully take advantage of boundary information
for subsequent segmentation due to the superpixel. We
test the results of whether or not to use superpixels in our
proposed method. In the case of not using superpixels,
each node of the undirected graph corresponds to a
particular pixel of the input image. As shown in Fig. 3,
in the images with intensity inhomogeneity, nodes with
coarser granularity have more boundary information.
Therefore, the superpixels provide more cues compared
with a single pixel, and the segmentation results do not
easily fall into the local optima. Hence, we can derive
additional global results.

In our method, we adopt the standard SLIC algorithm.
Given the single-channel characteristics of medical
images, we apply the algorithm on the original features

Supperpixels With superpixels Without superpixels

Fig. 3 Comparison of whether to use superpixels.
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rather than the XYLab features. In the choice of
parameters, we test the number of superpixels K on the
dataset MINI-CVIP, and the experiment shows that as
the value of K decreased (the number of pixels in each
superpixel increased), the segmentation performance
did not fluctuate within a certain range (as shown in
Fig. 4) and then declined rapidly. The smaller K leads
to more pixels in each superpixel, ultimately reducing
the boundary segmentation precision. Therefore, for
experimental accuracy and computational efficiency,
we keep the number of pixels in each superpixel at
approximately 10; that is, the value of the parameter
K is approximately N=10.

4.3.2 Comparison of different methods
Table 1 shows the segmentation results of different
methods. To demonstrate the merits of our model, we
compare K-means clustering, the Chan–Vese model, the
snake model, the Local Binary Fitting (LBF) model,
and our method. In addition, we compare our method
with the supervised method U-net on some datasets.
In all the experiments, all methods are tested on
the corresponding testing set. Table 1 shows that our
method achieves the highest accuracy for majority of the
datasets. The K-means method focuses on global losses
and does not perform well on images with intensity

8 Tsinghua Science and Technology, xxxxx 20xx, 2x(x): xxx–xxx

Initialization 1 iteration 5 iterations 100 iterations

Fig. 6 Results of the ChanVese model and our model under different iterations. The first and second rows represent the results
of the ChanVese model and our model, respectively.

Superpixels With superpixels Without superpixels

Fig. 3 Comparison of whether to use superpixels.

graph corresponds to a particular pixel of the input
image. As shown in Fig.??, in the images with intensity
inhomogeneity, nodes with coarser granularity have
more boundary information. Therefore, the superpixels
provide more cues compared with a single pixel, and
the segmentation results do not easily fall into the local
optima. Hence, we can derive additional global results.

In our method, we adopt the standard SLIC
algorithm. Given the single-channel characteristics
of medical images, we apply the algorithm on the
original features rather than the XY Lab features.
In the choice of parameters, we test the number of
superpixels K on the dataset MINI-CVIP, and the
experiment shows that as the value of K decreased
(the number of pixels in each superpixel increased),
the segmentation performance did not fluctuate within
a certain range (as shown in Fig.??) and then declined
rapidly. The smaller K leads to more pixels in
each superpixel, ultimately reducing the boundary
segmentation precision. Therefore, for experimental
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Fig. 4 Influence of different numbers of superpixels on the
segmentation result.

accuracy and computational efficiency, we keep the
number of pixels in each superpixel at approximately
10; that is, the parameter K value is approximately
N/10, where N is the number of pixels of the image.

4.3.2 Comparison of different methods
Table ?? shows the segmentation results of different
methods. To demonstrate the merits of our model, we
compare K-means clustering, the ChanVese model, the
snake model, the LBF model, and our method. In
addition, we compare our method with the supervised
method U-net on some datasets. In all the experiments,
all methods are tested on the corresponding testing
set. Table ?? shows that our method achieves the
highest accuracy for majority of the datasets. The K-
means method focuses on global losses and does not
perform well on images with intensity inhomogeneity.

−
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Fig. 4 Influence of different numbers of superpixels on the
segmentation result.

inhomogeneity. Compared with the snake and Chan–
Vese models, our method considers local information
and shows better segmentation results in all experiments.
LBF, an implicit active contour model driven by local
binary fitting energy, performs best on the CVIP dataset.
However, each image’s processing time takes long
due to the introduction of the convolution operation.
Although U-net performs better on the SPINE dataset,
this performance is mainly due to the fact that spines
have roughly the same shape. Another reason is that
an extensive training set with 87 training images is
provided.

As shown in Fig. 5, obtaining the separated bones is
difficult because no clear distinction exists between the
gap and bones; thus, other areas can be easily mistaken
as bones. With our method, we can fit the target boundary
well. In addition, the similarity between superpixels is
used to enhance the local relevance to obtain a compact
segmentation. To achieve a compact contour, the Chan–
Vese model introduces a smoothing term, which leads to
segmentation results that cannot fit the target boundary
well, especially for images with intensity inhomogeneity.
For the snake model, the result is often not locally
smooth, and the final result may have many isolated
contours.

Our proposed method has remarkable advantages in
terms of initialization and iteration times. Compared
with our model, the Chan–Vese model is more sensitive
to initialization. In many cases, it does not converge
to the target region. As shown in Fig. 6a, if the initial
contour is around the target, then the algorithm easily
obtains the desired segmentation; otherwise, as shown
in Fig. 6b, the result is poor due to the failure to
consider the remote pixel. In addition, as shown in
Figs. 7 and 8, our method iterates less than ten times in
all experiments compared with the Chan–Vese model,
which requires dozens and even hundreds of iterations
to achieve convergence. Moreover, our method has a
certain iterative stop condition; that is, the min-cut of

Table 1 Segmentation accuracy of different methods on multiple datasets.

Method
CVIP LUNG SKULL SPINE

DSC JSC DSC JSC DSC JSC DSC JSC
K-means 0.918 0.902 0.817 0.811 0.901 0.841 0.921 0.918
Chan–Vese 0.965 0.934 0.836 0.821 0.919 0.851 0.970 0.941
Snake 0.954 0.924 0.823 0.801 0.898 0.837 0.956 0.947
LBF 0.970 0.943 0.865 0.841 0.921 0.849 0.975 0.954
U-net 0.958 0.929 – – 0.912 0.843 0.976 0.954
Proposed method 0.968 0.939 0.876 0.865 0.923 0.858 0.973 0.948
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Ground truth Chan–Vese Snake Proposed method

Fig. 5 Segmentation results of different methods. Each row represents a sample corresponding to the ground truth and the
segmentation results under different methods.

(a) (b)

Fig. 6 Results of Chan–Vese model and our model under
different initializations. The green line represents the initial
contour, the blue line is the segmentation result of the Chan–
Vese model, and the red line is the result of our model.

the undirected graph is no longer changed. However, for
the Chan–Vese model, the evolution contour produces
different results due to different iteration times and stop
conditions. It is irreversible for the evolution contour to

cross the target contour in the iteration process.

4.3.3 Ablation study
We further explore the parameters of our method. In
practice, the segmentation results are adjusted mainly
by four parameters (�g0; �g1; �l0, and �l1/. �l0 and
�g0 have the same function (�l0 is mainly used for
intensity inhomogeneous images) as �l1 and �g1 do.
As shown in Fig. 9, by setting different �l1 and
�l0, we can find that the larger �l0 is, the more
uniform the interior of the foreground target becomes;
conversely, the larger �l1 is, the more consistent the
interior of the background becomes. In addition, we
conduct ablation studies, as shown in Table 2. Compared
with using only global information, the weight maps
we introduced result in great improvement because
the weight maps mainly consider the pixels in the
surrounding neighborhood. Therefore, in actual use,
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Initialization 1 iteration 5 iterations 100 iterations

Fig. 7 Result of the Chan–Vese model and our model under different numbers of iterations.
Quanwei Huang et al.: A ChanVese Model Based on the Markov Chain for Unsupervised Medical Image Segmentation 9

Compared with the snake and ChanVese models, our
method considers local information and shows better
segmentation results in all experiments. LBF, an
implicit active contour model driven by local binary
fitting energy, performs best on the CVIP dataset.
However, each images processing time takes long
due to the introduction of the convolution operation.
Although U-net performs better on the SPINE dataset,
this performance is mainly due to the fact that spines
have roughly the same shape. Another reason is that
an extensive training set with 87 training images is
provided.

As shown in Fig.??, obtaining the separated bones is
difficult because no clear distinction exists between the
gap and bones; thus, other areas can be easily mistaken
as bones. With our method, we can fit the target
boundary well. In addition, the similarity between
superpixels is used to enhance the local relevance to
obtain a compact segmentation. To achieve a compact
contour, the ChanVese model introduces a smoothing
term, which leads to segmentation results that cannot
fit the target boundary well, especially for images with
intensity inhomogeneity. For the snake model, the result
is often not locally smooth, and the final result may have
many isolated contours.

(a) (b)

Fig. 7 Results of ChanVese model and our model under
different initializations. The green line represents the initial
contour, the blue line is the segmentation result of the
ChanVese model, and the red line is the result of our model.

Our proposed method has remarkable advantages in
terms of initialization and iteration times. Compared
with our model, the ChanVese model is more sensitive
to initialization. In many cases, it does not converge
to the target region. As shown in Fig.?? (a), if the
initial contour is around the target, then the algorithm
easily obtains the desired segmentation; otherwise, as
shown in Fig.?? (b), the result is poor due to the failure
to consider the remote pixel. In addition, as shown in
Figs.?? and ??, our method iterates less than ten times

0 5 10 15 20

0

0.5

1.0

D
SC

Proposed method 
Chan−Vese

Fig. 8 Segmentation performance under different iteration
times (MINI-CVIP).

in all experiments compared with the ChanVese model,
which requires dozens and even hundreds of iterations
to achieve convergence. Moreover, our method has a
certain iterative stop condition; that is, the min-cut of
the undirected graph is no longer changed. However,
for the ChanVese model, the evolution contour produces
different results due to the different iteration times and
stop conditions. It is irreversible for the evolution
contour to cross the target contour in the iteration
process.

4.3.3 Ablation study
We further explore the parameters of our method. In
practice, the segmentation results are adjusted mainly
by four parameters (λg0, λg1, λl0, and λl1). λl0 and
λg0 have the same function (λl0 is mainly used for
intensity inhomogeneous images) as λl1 and λg1 do.
As shown in Fig.??, by setting different λl1 and
λl0, we can find that the larger λl0 is, the more
uniform the interior of the foreground target becomes;
conversely, the larger λl1 is, the more consistent the
interior of the background becomes. In addition,
we conduct ablation studies, as shown in Table ??.
Compared with using only global information, the
weight maps we introduced result in great improvement
because the weight maps mainly consider the pixels
in the surrounding neighborhood. Therefore, in actual
use, images with intensity inhomogeneity must be
segmented by adjusting λl1 and λl0.

5 Conclusions

A novel unsupervised method for medical image
segmentation was proposed in this study. We projected
the ambiguous boundary information at the pixel-level
to the superpixel-level so that we could use additional
clues for a robust and accurate segmentation. The

−

−

−

− − − − −

Number of iterations

Fig. 8 Segmentation performance under different numbers
of iterations (MINI-CVIP).

images with intensity inhomogeneity must be segmented
by adjusting �l1 and �l0.

5 Conclusion

A novel unsupervised method for medical image
segmentation was proposed in this study. We projected
the ambiguous boundary information at the pixel-level
to the superpixel-level so that we could use additional

Table 2 Ablation studies. ��� denotes the change of
DSC compared with using global and local information
simultaneously.

Parameter setting DSC � (%)
�g0 D 1; �g1 D 1; �l0 D 1; �l1 D 1 0.9656 0
�g0 D 1; �g1 D 1; �l0 D 0; �l1 D 0 0.9404 �2:52

�g0 D 0; �g1 D 0; �l0 D 1; �l1 D 1 0.9551 �1:05

clues for a robust and accurate segmentation. The spatial
interaction and gray similarity of superpixels were
modeled to establish weight maps via the Markov chain,
which allows our method to adapt to various situations.
Our method does not require any annotated data and
gives the user the power of fine-tuning parameters
for correcting segmentation errors and obtaining
satisfactory segmentation results. The performance of
the proposed method was assessed on four datasets and
compared with that of other segmentation methods. Our
method outperformed other segmentation algorithms
in terms of DSC and JSC metrics. We will further test
our method with doctors for in-field testing of medical
applications.

(a) �l0 D 1;�l1 D 1 (b) �l0 D 10;�l1 D 1 (c) �l0 D 20;�l1 D 1 (d) �l0 D 1;�l1 D 10 (e) �l0 D 1;�l1 D 20

Fig. 9 Segmentation results under different parameters.
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