
Ranking Tourist Attractions through Online Reviews: A Novel
Method with Intuitionistic and Hesitant Fuzzy Information Based
on Sentiment Analysis

Yong Qin1 • Xinxin Wang1 • Zeshui Xu1

Received: 24 June 2020 / Revised: 28 May 2021 / Accepted: 31 May 2021

� Taiwan Fuzzy Systems Association 2021

Abstract Online tourist reviews are the real feeling of

tourists after the journey, which have a strong reference

value for potential tourists to make travel decisions.

However, it is almost impossible for a potential tourist to

look through the massive online reviews related to tourist

attractions (TAs) so that he/she can make the most

appropriate decision. To this end, this paper proposes a

recommender system to rank the alternative TAs through

online reviews based on aspect-level sentiment analysis

and multi-criteria decision-making (MCDM) with intu-

itionistic and hesitant fuzzy information. In this method-

ology, the aspects that the experienced tourists concern are

extracted from online reviews to construct a three-level

evaluation system (including target layer, criteria layer and

sub-criteria layer), which not only ensures the compre-

hensive evaluation of TAs as much as possible, but also

reduces the complexity of the decision-making process.

Then, the online reviews related to these sub-criteria are

transformed into the corresponding intuitionistic and hesi-

tant fuzzy performance scores through aspect-level senti-

ment analysis. Furthermore, in order to obtain the final

ranking result that more in line with the expectations of the

potential tourist, the preference information from the

potential tourist and experienced tourists is integrated to

determine the weights of criteria. Subsequently, the

intuitionistic and hesitant fuzzy TOPSIS (IHF-TOPSIS)

method is proposed to rank the alternative TAs. Finally, a

case study is provided to verify the validity and applica-

bility of the methodology.

Keywords Tourist attractions � Massive online reviews �
Aspect-level sentiment analysis � Preference information �
IHF-TOPSIS method

1 Introduction

With the accelerating informatization process, social media

and the Internet have been applied to disseminate various

types of tourism-related information in recent years.

Especially by efficient and real-time motivation, a large

number of online reviews on TAs have been produced,

which has gradually benefited tourists in expressing their

appeals and reflecting their perceptions of TAs [1, 2]. For

example, online travel websites (OTWs) such as TripAd-

visor (https://www.tripadvisor.cn), Qunar (https://www.

qunar.com) and Ctrip (https://www.ctrip.com) have set up

many channels to encourage tourists to express their feel-

ings and experience during the journey. These massive

online reviews appear on different OTWs in various forms

and have become an increasingly important carrier of

experience information. Related studies have shown that

online reviews from experienced tourists have a profound

impact on the choice of destinations for potential tourists

[3, 4]. What’s more, the tourists often encounter so many

alternative TAs with less cost or better experience quality.

As a result, more and more tourists choose to collect online

reviews of TAs before traveling and assist their travel

decisions according to their own preferences. However,

with the vigorous development of the global tourism
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industry, the number of tourists has increased stepwise,

which has led to a rapid increase in the number of online

reviews. It is difficult and even impossible for potential

tourists to browse and analyze each review in detail. At the

same time, the reviews from experienced tourists tend to be

highly arbitrary, and the forms are diverse. What is worse,

a large amount of redundant and meaningless information

interferes with the choices and judgments of potential

tourists, which has caused serious information overload

problems. As a result, it is challenging for potential tourists

to make the most appropriate personalized travel decisions

directly [5]. Therefore, in order to solve the travel decision-

making problem of potential tourists, it is necessary to

develop a decision-making aid for ranking TAs through

online reviews. Using the method in this paper, the

potential tourists can identify the sentiment orientation of

each online review, and analyze the performance of each

TA in various aspects, and finally determine the compre-

hensive ranking of each TA. In this way, the potential

tourists can make the best travel decisions based on their

own preferences and the actual operation status of each

TA.

Online tourist reviews often involve information on

products, services, environment and other aspects about

TAs, and reflect strong personal sentiment orientations as

well. Therefore, using efficient and reliable methods will

greatly simplify the operation and reduce the difficulty of

decision-making for potential tourists to extract the senti-

ment orientations related to these aspects. However, the

number of online reviews produced by tourists is too large,

meanwhile, the sentence structure is complex and lacks

organization, which makes it difficult to solve such prob-

lems manually. In recent years, with the rise of the natural

language processing (NLP) technique, the sentiment ori-

entation analysis technique has emerged to solve the above

problems and has grown into one of the most active

research fields in NLP [6].

The ranking of alternatives is usually considered as a

multi-criteria decision-making (MCDM) problem. Up to

now, some scholars have made prominent contributions to

the problem of ranking alternatives through online reviews

based on sentiment analysis. They realized that the infor-

mation in online reviews is not always possible to express

it with numerical ratings due to their ambiguity and

uncertainty [7]. Therefore, fuzzy sets theory has been

popular to deal with this problem. Among them, the intu-

itionistic fuzzy sets (IFS) theory has been widely accepted

by many scholars [8]. The online reviews related to each

criterion are divided into three categories (i.e., positive,

neutral and negative) based on the sentiment analysis

technique, which exactly corresponds to membership,

hesitation and non-membership information in an IFS. As a

result, the performance score of each criterion can be

characterized by an intuitionistic fuzzy number (IFN).

However, it cannot characterize the hesitation information

of online reviewers. For this, the hesitant fuzzy sets (HFS)

theory can be utilized to solve this problem well because it

allows different memberships for a single criterion [9].

Meanwhile, most of the existing methods for ranking

alternatives through online reviews contain only several

evaluation criteria, usually given by experts or potential

consumers, which may result in an incomprehensive

evaluation. In this paper, the aspects that the experienced

tourists concern are extracted from massive online reviews

to construct a three-level evaluation system, including

target layer, criteria layer and sub-criteria layer. Further-

more, few existing studies both consider the preference

information from the potential consumer and online

reviewers, which easily leads to a deviation in the final

ranking. Therefore, the weights of criteria are determined

together by both the potential consumer and online

reviewers in this study.

The goal of this paper is to develop a recommender

system (RS) to rank TAs through online reviews based on

aspect-level sentiment analysis and MCDM with intu-

itionistic and hesitant fuzzy information. The potential

tourists can utilize the RS to select the most suitable TA

efficiently according to their own preferences, and it can be

divided into four parts. Firstly, online reviews of alterna-

tive TAs from OTWs are obtained by using web crawler

software. Secondly, the aspects that the experienced tour-

ists concern from online reviews are extracted to construct

a three-level evaluation system, and the aspect-level sen-

timent analysis is applied to identify the intuitionistic and

hesitant fuzzy information contained in online reviews. As

a result, a HF-decision matrix is built. Third, the weights of

criteria are determined by the preference information from

the potential tourist and experienced tourists. Finally, an

intuitionistic and hesitant fuzzy TOPSIS (IHF-TOPSIS)

method is proposed to rank alternative TAs. Therefore, the

main contributions of this work to the existing body of

knowledge can be concluded as follows:

(1) Both the ambiguity and hesitancy in online tourist

reviews are effectively extracted and characterized

in this paper building on the aspect-level sentiment

technique, IFS theory and HFS theory. More

precisely, this study provides a practical idea for

converting massive qualitative review information

into intuitionistic and hesitant fuzzy quantitative

information, thus facilitating the subsequent flexible

operations for decision making.

(2) To ensure the reliability of the final ranking and

avoid the flaws of subjective or objective single

weighting, this paper fully considers the preference

information of potential tourist and experienced
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tourists for each criterion, and integrates them based

on the principle of deviation minimization to form

more accurate weighting information.

(3) According to the above techniques and tactics, this

paper further proposes a novel MCDM procedure,

namely IHF-TOPSIS. It requires that the initial

decision information comes from a large number of

experienced tourists. For one thing, the wisdom of

massive experienced tourists is pooled to minimize

decision bias. For another, the traditional decision

matrix is usually evaluated by several experts, which

is simple to operate but highly subjective at the same

time. The initial evaluation information in this paper

is from the real reviews associated with tourists, thus

it can make up for this drawback well.

The rest of this paper is structured as follows: In Sec-

tion ‘‘Related works’’, an overview of the related works is

provided. In Sect. 3, the problem of ranking TAs through

online reviews is described. In Sect. 4, the process of the

IHF-TOPSIS method based on aspect-level sentiment

analysis is interpreted step by step. In Sect. 5, a case study

is given to verify the validity of the RS. In Sect. 6, con-

clusions and some discussions are summarized.

2 Related Works

Based on the aspect-level sentiment analysis, fuzzy sets

and fuzzy preference relations, this paper aims to rank

alternative TAs through online reviews. Therefore, the

related works are divided into three aspects, i.e., (1) the

research on sentiment analysis; (2) the research on fuzzy

sets and fuzzy preference relations; (3) the research on

ranking alternatives through online reviews. A brief liter-

ature review of each aspect is presented below.

2.1 Sentiment Analysis

Sentiment analysis, also known as opinion mining, orien-

tation analysis, etc., has been a new analytical method in

NLP in recent years. It is mainly used for analyzing the

texts with emotional color and to judge the sentiment

polarity. Therefore, it can offer an insight to support

decision-makers [10].

Sentiment polarity judgment (i.e., sentiment classifica-

tion) can generally be divided into binary classification

(positive and negative), ternary classification (positive,

negative and neutral) or multi-class sentiment classification

problems [11]. Thus, how to improve the accuracy of

classification results has become the focus of many

scholars [12, 13]. Over the past few years, a number of

techniques and methods for sentiment analysis have been

proposed [14], such as the naive Bayes method [15], the

support vector machine (SVM) algorithm [16] and the

deep-learning technique [17]. According to the existing

research, the main sentiment classification methods are

divided into four categories (See Fig. 1): lexicon-based,

machine learning, weak labeling-based and deep learning

[18, 19].

With the development of the deep learning technique in

recent years, the sentiment classification method based on

deep learning has gradually attracted people’s attention.

Compared with the traditional sentiment classification

method, it has a high generalization ability, which can

automatically learn the deep semantic and syntactic fea-

tures, and still maintain a high effect on relatively long

sentences without requirements for high-level feature

engineering, so that the overall classification results are

more accurate [20]. At present, there are some well-known

artificial intelligence (AI) service platforms in the world,

such as Baidu, Google, Tencent, etc. It not only provides a

large number of AI services, including opinion extraction,

sentiment analysis, text similarity analysis, etc., but also is

freely available to the public. Among them, the Baidu AI

platform has been applied in a wide range of fields, and the

accuracy rate of sentiment classification based on deep

learning is as high as 95% or more. Therefore, the senti-

ment classification based on the Baidu AI platform is

carried out in this paper to ensure the effectiveness of the

classification results.

According to the requirements of different problems,

sentiment analysis is divided into three levels: document-

level, sentence-level and aspect-level. The document level

identifies the sentiment polarity of the whole document,

and it is considered as the most basic task. The sentence-

level identifies the sentiment polarity in each sentence of

text, which is regarded as a subtask of document-level.

Both of the above two levels of sentiment analysis are

devoted to the polarity classification of opinions, but ignore

the extraction of evaluation objects or targets [10]. This

problem is well solved by the proposal of aspect-level

sentiment analysis (i.e., fine-grained level). It can not only

extract all aspects (i.e., targets) in a sentence, but also

identify the sentiment polarity corresponding to each

aspect. For example, in a review, the tourists may express

their opinions on the transportation, service, food and other

aspects of the TA where they have already experienced.

These aspects extracted from the reviews may be classified

into positive, neutral, negative or other more categories. In

order to get more evaluation information in online reviews,

aspect-level sentiment analysis is utilized in this paper.
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2.2 Fuzzy Sets and Fuzzy Preference Relations

Due to the limitation of human cognition, many problems

in real life are often difficult to describe with precise

numbers. To this end, Zadeh [21] proposed the fuzzy sets

theory to characterize the uncertainty in decision-making.

From the perspective of membership degree, fuzzy sets

fully consider that the membership degree of the decision

objects to an attribute or criterion. After that, many

scholars extended this theory and proposed some new

forms of fuzzy sets, such as interval fuzzy sets [22], IFS

[23], HFS [24], Pythagorean fuzzy sets [25], etc. Among

them, IFS theory and HFS theory are more in line with

people’s cognitions, so they have received extensive

attention from scholars.

IFS, introduced by Atanassov [23], which contains

information in three dimensions: membership degree, non-

membership degree and hesitation degree. As a result, it

can more vividly describe the perception of decision-

makers on decision objects and provide the possibility of

measuring uncertainty and hesitation [26, 27]. The past few

decades have seen the rapid development and applications

of IFS theory in many facets. Building on IFS, many

MCDM methods have been proposed one after another,

such as a novel EDAS approach for assessment of health-

care waste disposal technology [28], a new approach to

multi-criteria decision-making [29] and the ELECTRE

multi-criteria analysis approach for ranking alternatives

[30]. Alternatively, IFS has found an increasingly wide

utilization in a wide range of fields, such as image fusion

[31], pattern recognition [32] and energy evaluation [33].

Moreover, considering that a single membership degree

may not express the decision information well in some

situations. Hence, HFS theory was proposed and devel-

oped, several possible membership degrees are included, to

depict the hesitation and preference of decision-makers

[24, 34, 35]. In contrast to the traditional fuzzy set, HFS

presents a lot of superiorities to deal with uncertainty.

Thus, the issue of this topic has received considerable

attention. Xia and Xu [34] introduced the mathematical

expression of HFS as well as the notion of hesitant fuzzy

element (HFE). At the same time, a series of hesitant fuzzy

Sentiment 
classification

Lexicon-based

Machine 
learning

Weak 
labeling-based

Deep learning

Dictionary based

Corpus based
Semantic

Satistical

Supervised

Unsupervised

Semi-supervised

Decision tree classifiers

Linear classifiers

Rule-based classifiers

Probabilistic classifiers

Transductive

Inductive

Convolutional 
Neural Networks

Recurrent Neural 
Networks

Fig. 1 The methods of sentiment classification
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information aggregation operators and their application in

decision-making were also discussed. Afterwards, several

hesitant fuzzy hybrid weighted aggregation operators were

ulteriorly put forth by Liao and Xu [36]. In addition, the

diverse distance measures for HFS were proposed, based

on which, the corresponding similarity measures also were

defined [37]. Later, Xu and Xia [38] put forward the cor-

relation measures for hesitant fuzzy information and gave

an intensive study on their properties. Similarly, a lot of

MCDM methods based on hesitant fuzzy information have

been developed and formed to handle many practical

problems. For instance, a novel hesitant fuzzy WASPAS

method was developed to solve the green supplier selection

problem [39]. To evaluate the service quality of airline,

Liao and Xu [40] introduced the hesitant fuzzy VIKOR

method. What is more, the hesitant fuzzy-SWARA-WAS-

PAS approach was conducted to appraise the key chal-

lenges of digital health interventions adoption during the

COVID-19 outbreak [41].

In the process of making decisions, decision-makers

need to evaluate and analyze the objectives, and individual

preferences will be reflected in the evaluation process. In

general, there are three methods used to describe the

preferences of decision-makers: ordering preference [42],

utility value [43] and preference relations [44]. Ordering

preference depicts preference using the natural numbers to

rank the alternatives from high to low according to the

preferences of decision-makers. Utility value depicts

preference by using a column of numbers between 0 and 1

to represent the preference degree of the decision-maker

for different alternatives. Preference relations depict pref-

erence by constructing a comparison matrix to reflect that

the degree of one alternative is superior to the other (i.e.,

the preference degree). In the three methods described

above, the amount of information provided by ordering

preference is too small, and utility value cannot be effec-

tively measured. However, preference relations can solve

the above problems well. It is not only simple to operate,

but also can clearly express the preference information in

decision-making according to the cognition of decision-

makers. Therefore, it has been widely adopted by many

scholars.

Preference relations are also applicable to the fuzzy

environment. Considering that decision-makers have lim-

ited knowledge of decision objectives in the actual deci-

sion-making, it is difficult to give accurate preference

values. Therefore, this paper utilizes the intuitionistic fuzzy

preference relations (IFPR) to characterize the preference

information of potential tourists, and expresses the pref-

erence of potential tourists for each criterion from three

aspects: ‘‘better’’, ‘‘unsure’’ and ‘‘not better’’ [45].

2.3 Studies on Ranking Alternatives Through

Online Reviews

Although sentiment analysis techniques have been pro-

posed and tended to mature, the issue of ranking alterna-

tives by combining sentiment analysis with online reviews

is still relatively scarce in the existing research, directly or

indirectly.

Zhang et al. [46] presented a feature-based method to

rank alternatives with thousands of online reviews. In this

method, alternative features would be extracted based on

the frequencies and relative usage. The sentiment analysis

method was used to identify the positive or negative sen-

timent orientation of each subjective sentence and each

comparative sentence. The ranking of alternatives was

determined based on the weighted and directed graph.

Considering that different reviews have different levels of

importance, Zhang et al. [47] improved the method pro-

posed above. In this improved model, the ranking of

alternatives was finally determined by the weights of

alternative review factors, mainly including posting time

and its helpfulness votes. And the ranking of alternatives

still only depends on the positive and negative orientations

in the reviews. Peng et al. [48] firstly applied the fuzzy

decision-making method to rank alternatives through

online reviews, and proposed a fuzzy PROMETHEE

method. In this study, key alternative features were

extracted by using tokenization and POS tagging on online

reviews. A fuzzy evaluation matrix on several alternatives

with several different significant features was obtained

according to the subjective scoring from related domain

experts. Finally, the ranking of alternatives was determined

by the fuzzy PROMETHEE method. Similar studies also

include [49–52] etc. To sum up, the above studies can be

summarized as the alternatives ranking problem based on

binary sentiment classification (i.e., positive and negative).

In other words, the neutral sentiment information in online

reviews is ignored in the final ranking determination.

Meanwhile, most of the above studies do not realize the

strong ambiguity and uncertainty of online reviews.

To overcome the limitations in the above research, Liu

et al. [8] proposed the first study to combine the sentiment

analysis method with IFS theory for handling neutral sen-

timent information in online reviews. Later, several

scholars have carried out a series of related research on this

basis. Liu et al. [53] pointed out that the difference in the

number of online reviews of different alternatives would

likely affect the final ranking result of alternatives, and the

interval-valued IF-TOPSIS method was used to solve this

problem. Bi et al. [54] considered the limited accuracy

rates of the sentiment classification, which would affect the

determination of the final ranking result. To this end, the

interval type-2 fuzzy numbers were constructed to make up
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for this limitation. Yang et al. [55] emphasized that online

consumers tend to have a habit of giving more weight to

recent review information and less weight to earlier, while

the existing research ignores it. As a result, the dynamic

information preferences of consumers should be considered

for the final ranking. Cali and Balaman [56] pointed out

that determining the weights of criteria subjectively would

become quite difficult when the number of criteria is too

much. Therefore, the objective weighting based on the

entropy method can avoid this problem very well, and it

can handle the ambiguity and uncertainty in reviews as

well. In addition, some scholars proposed other ways to

convert the results of sentiment analysis into IFNs. For

example, Wu and Zhang [57] and Zhang et al. [58] invited

domain experts to determine the emotional intensity of

each word using IFNs. The sentiment score was calculated

for each feature in each review based on the sentiment

analysis techniques. Finally, the corresponding overall

sentiment score of each feature was obtained by using the

intuitionistic fuzzy weighted averaging operator. Liang and

Wang [59] converted the results of sentiment analysis into

linguistic intuitionistic fuzzy numbers. Based on the cloud

model, the information of linguistic membership and non-

membership degree was depicted by using three numerical

characters, including expectation Ex, entropy En and hyper

entropy He. Finally, the IFNs based on the normal clouds

were constructed.

Later, a novel method to rank alternatives through

online reviews based on sentiment analysis and HFS theory

was proposed [58]. This work provides a new perspective

to rank alternatives through online reviews. However, in

this method, the hesitant fuzzy numbers (HFNs) of each

feature of each alternative were constructed by domain

experts, so there was strong subjectivity in it. To this end,

this paper extends the identification of criteria of alterna-

tives to the sub-criteria layer, and constructs HFNs objec-

tively based on the intuitionistic fuzzy information.

Besides, some other extensions of fuzzy sets have been

widely applied to solve such problems in recent years, such

as the probabilistic linguistic term sets [60], spherical

hesitant fuzzy sets [61] and probabilistic hesitant fuzzy sets

[62]. As a result, Table 1 summarizes some of the

notable works in this domain.

3 The Problem of Ranking TAs Through Online
Reviews

The main goal of this paper is to develop a RS for the

potential tourist who tends to look through online reviews

from experienced tourists before the journey. The problem

of ranking TAs through online reviews is vividly described

in Fig. 2. When a potential tourist has a desire to travel

somewhere, some possible alternatives are usually deter-

mined through a preliminary investigation. However, the

potential tourist is hesitant to make a choice between

several alternatives due to the limited knowledge and

expertise. Therefore, the potential tourist will choose to

read online reviews related to the alternatives from the

experienced tourists through the OTWs. Unfortunately, it is

nearly impossible for the potential tourist to analyze the

massive online reviews in a short period of time. To this

end, how to extract important and useful information from

the tremendous amount of online reviews and then rank

alternative TAs is the problem that is addressed in this

study. In general, the potential tourist wants to make the

most comprehensive assessment and analysis for alterna-

tive TAs from various aspects, but usually ignores some

important aspects due to the limited cognition, and results

in decision-making mistakes. Therefore, extracting the

aspects that the experienced tourists concern from a

tremendous amount of online reviews can greatly help the

potential tourist to have a deeper and more comprehensive

understanding of the TAs, and reduce the individual’s

decision-making risk as well. When the aspects that

experienced tourists concern are extracted from online

reviews related to the alternatives, the collective prefer-

ences from experienced tourists on various aspects should

be considered. At the same time, the potential tourist tends

to have individual preferences for some aspects. As a

result, the individual preference information for aspects is

offered by the potential tourist. Then, these preferences are

integrated to determine the weights of aspects. Finally, the

ranking list of alternative TAs is obtained using a MCDM

method to provide support in the potential tourist’s deci-

sion-making.

4 The Methodology

The proposed RS in this paper consists of four phases. The

first phase is to crawl online reviews of alternative TAs

from OTWs by using web crawler software. Next, we

extract the aspects that the experienced tourists concern

from online reviews to construct a three-level evaluation

system (including target layer, criteria layer and sub-cri-

teria layer). Utilizing aspect-level sentiment analysis to

identify the sentiment orientations (i.e., positive, neutral or

negative) of sub-criteria through Baidu AI platform, where

a HF-decision matrix is constructed based on IFS theory

and HFS theory. Then, the preference information from the

potential tourist and experienced tourists is integrated to

determine the weights of criteria. The last phase is to use a

MCDM method, the IHF-TOPSIS, to rank the alternative

TAs. The process of the proposed methodology is shown in

Fig. 3.
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4.1 Measuring Sentiment Orientations of Online

Reviews

According to the related work in Sect. 2.1, the sentiment

analysis method based on deep learning has a superior

performance in sentiment classification compared to tra-

ditional methods. At the same time, in order to extract the

aspects that the experienced tourists concern in online

reviews, the aspect-level sentiment analysis based on deep

learning is applied to this paper. For this, three parts are

included in this phase: (1) web crawler technique-based

Python software is used to crawl and preprocess online

reviews on TAs; (2) Baidu AI platform is used to extract

the aspects that the experienced tourists concern and

Potential
tourist

Determine weights of 
aspects

Crawl online reviews from 
the OTWs

Individual preference
from potential tourist

Collective preferences
from experienced 

tourists

The integrated 
preference information

A MCDM method is 
utilized to rank TAs  

through online reviews 

The ranking list 

II

II

II

Determine the
alternative TAs

Extract the aspects that 
experienced tourists concerning

Fig. 2 The problem of ranking TAs through online reviews

Table 1 The notable works in ranking alternatives through online reviews

References Contents

Zhang et al. [47] Ranking score calculation for products based on the importance of review information

Peng et al. [48] Mining customer reviews based on the fuzzy PROMETHEE approach

Liu et al. [8] Ranking products through online reviews based on sentiment analysis and intuitionistic fuzzy set theory

Liu et al. [53] Ranking products through online reviews based on sentiment analysis and interval-valued intuitionistic fuzzy TOPSIS

approach

Cali and Balaman

[56]

Combining sentiment analysis and intuitionistic fuzzy multi-criteria evaluation to support decision making

Zhang et al. [58] Ranking products through online reviews based on hesitant fuzzy set and sentiment analysis

Luo et al. [60] Tourism attraction selection with online reviews by using probabilistic linguistic term sets and the IDOCRIW-COCOSO

model

Khan et al. [61] A decision support model for hotel recommendation through logarithmic spherical hesitant fuzzy information

Cao et al. [62] A probabilistic hesitant fuzzy recommendation decision-making algorithm based on bipartite network projection for

selecting sharing accommodation

Liang et al. [63] A data-driven decision-making analysis model based on probabilistic linguistic term sets and online reviews for web

celebrity shop assessment and improvement

Liang et al. [64] O2O takeaway customer satisfaction evaluation based on online reviews by combining fuzzy comprehensive evaluation

with AHP and probabilistic linguistic item sets
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calculate the sentiment orientation; (3) the results of

aspect-level sentiment analysis are converted to IFNs and

HFNs.

4.1.1 Data Crawling and Preprocessing

In this paper, online reviews on TAs are crawled from the

related OTWs by using Python software. Based on the

Xpath (XML Path Language) technique, online reviews are

quickly located in the web page so as to achieve the bulk

acquisition of data. When we get an original dataset about

online reviews from web pages, there are often full of

many duplicate reviews, blank reviews and irregular

characters. Therefore, it is necessary to perform data pre-

processing. In the process of data preprocessing, duplicate

and blank reviews are deleted, and irregular characters are

regularization processed by Python software. Also, reviews

with no more than ten words are eliminated. More

importantly, the necessary manual checks are performed in

order to ensure the authenticity and relevance of reviews.

4.1.2 Aspect Extraction and Calculating the Sentiment

Orientation

In this subsection, we aim to extract the aspects (i.e., cri-

teria) that experienced tourists concern with alternatives,

and build a three-level evaluation system (including target

layer, criteria layer and sub-criteria layer) and calculate the

sentiment orientations of sentences for each sub-criterion.

In general, one or a few sentences are included in an

online review to express the opinion on the TA concerning

several aspects. Therefore, the proposed methodology

regards sentences as a measurement unit of reviews. If

several sentences are included in an online review, it will

be split into several separate sentences according to the

punctuation marks in the review. For example, in an online

review, ‘‘I think the traffic in this tourist attraction is very

convenient, but I am not satisfied with the environment.’’,

‘‘traffic’’ and ‘‘environment’’ two aspects are included, and

it is further split into two separate sentences: ‘‘I think the

traffic in this tourist attraction is very convenient’’ and

‘‘But I am not satisfied with the environment.’’.

In a sentence, two parts are usually included, which are

focus point and opinion. The focus point is considered to

determine the important aspect of alternatives and the

opinion reflects the sentiment orientation of tourists on this

aspect. After splitting online reviews into separate sen-

tences, the focus point and opinion are easily extracted

through calling the function of opinion extraction in the

Baidu AI platform (https://ai.baidu.com/docs#/NLP-

Python-SDK/5b7e7f23). For instance, Fig. 4 shows a result

of the aspect extraction. In the sentence

Crawl online reviews from 
the OTWs

II II

Determine the
alternative TAs

Extract the aspects that 
experienced tourists concerning

The selection 
of TAs

C1 C2 C3 CnII

II

C11 C1a C21 C2b C31 C3d Cn1 CneII II II

II II

II

Target layer-T

Criteria layer-C

Sub-criteria layer-S

pos neu neg pos neu negpos neu neg pos neu neg

Determine weights of 
criteria

Individual preference from 
potential tourist

Collective preferences 
from experienced tourists

II

1 2 n

The ranking list
A1 A2 An

The web crawler 
technique based 
Python software

The HF-decision matrix
Criteria 

extraction

The sentiment 
analysis 

technique

The IFS and 
HFS theory

The integrated 
operator

The IHF-
TOPSIS method

Aspect 
extraction

Fig. 3 The process of proposed methodology
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. (i.e. ‘‘I think the

traffic in this tourist attraction is very convenient.’’), the

focus point ‘‘traffic’’ and the opinion ‘‘convenient’’ are

extracted. Besides, the aspect-level sentiment classification

result is given, and the number 0 means negative, the

number 1 means neutral and the number 2 means positive,

which greatly simplifies subsequent work. In Fig. 4, this

sentence belongs to a positive classification, and it further

verifies the accuracy of the sentiment classification algo-

rithm. After extracting the focus point of each sentence in

online reviews, the focus points with high frequency are

considered to determine the important aspects of alternative

TAs. In order to evaluate the TA from various aspects and

simplify the decision-making process as well, we summarize

and group the fine-grained aspects that belong to the same

category. As a result, a three-level evaluation system is

constructed, shown in Fig. 5. Finally, the sentiment orien-

tations of sentences for each sub-criterion are calculated.

4.1.3 Converting the Result of Aspect-Level Sentiment

Analysis to IFNs and HFNs

The HFS introduced by Torra [24] can accurately reflect

the ambiguity and uncertainty in practical decision-making

problems. The HFNs are composed of several possible

degrees of membership, which is generally expressed as

h ¼ hAðxÞ [34]. In the three-level evaluation system, each

criterion consists of several sub-criteria. Therefore, the

performance score of each criterion of each alternative is

represented by HFNs.

Let A ¼ fA1;A2; � � �;Ang be a set of alternatives, where

Ai denotes the ith alternative, i ¼ 1; 2; � � �; n; C ¼
fC1;C2; � � �;Cmg be a set of criteria of alternatives, where

Cj denotes the jth criterion,j ¼ 1; 2; � � �;m; S ¼ fS1; S2; � �
�; Sag be a set of sub-criteria of alternatives, where Sk
denotes the kth sub-criterion, k ¼ 1; 2; � � �; a. First of all,

the number of the positive N2
ik, neutral N

1
ik and negative N0

ik

sentences concerning each sub-criterion of each alternative

is calculated. As a result, the percentages Pik of the posi-

tive, neutral and negative sentences related to each sub-

criterion of each alternative are obtained as follows:

P2
ik ¼

N2
ik

N2
ik þ N1

ik þ N0
ik

ð1Þ

P1
ik ¼

N1
ik

N2
ik þ N1

ik þ N0
ik

ð2Þ

P0
ik ¼

N0
ik

N2
ik þ N1

ik þ N0
ik

ð3Þ

where P2
ik þ P1

ik þ P0
ik ¼ 1 and P2

ik;P
1
ik;P

0
ik 2 ½0; 1�½0; 1�.

The membership degree lik ¼ P2
ik, non-membership

degree pik ¼ P0
ik and hesitant degree mik ¼ P1

ik, which

denote the satisfaction, dissatisfaction and neutral degrees

of experienced tourists, respectively. As a result, the con-

verted intuitionistic fuzzy information of each sub-criterion

concerning each alternative is acquired based on IFS theory

[56]. The performance score of each criterion of each

alternative is denoted as:

hij ¼ ðli1; li2; � � �; litÞ ð4Þ

where lit denotes the membership degree of the tth sub-

criterion contained in the jth criterion.

Furthermore, the HFN hij contains several possible

degrees of membership, which fully reflects the hesitation

information of experienced tourists, and it also avoids that

Fig. 4 An example of the aspect extraction

Fig. 5 The three-level evaluation system
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the decision-making process is too complicated due to too

many sub-criteria.

4.2 Determining Weights of Criteria Based

on Preference Information

In this subsection, individual preferences from the potential

tourist and collective preferences from experienced tourists

together determine the weights of criteria so that the final

ranking result is more in line with the actual situation.

Therefore, the IFPR is used to extract individual prefer-

ences and HF-entropy is used to extract collective prefer-

ences. The optimal integrated weights of criteria are

obtained based on the principle of deviation minimization.

4.2.1 Individual Preferences from the Potential Tourist

The problem of MCDM is considered as using a set of the

evaluation system to choose the best alternative or rank

alternatives. Hence, the decision-maker tends to have his/her

own subjective preference for each criterion. In this paper, the

IFPR is used to depict the preference of the potential tourist on

different criteria. Table 2 shows an IFPR R ¼ ðrjj0 Þm�m.

A typical fractional programmingmethod is used to derive

the precise priority weight of each criterion from the IFPR.

Figure 6 shows the deterministic process of priority weight.

After obtaining the IFPR from the decision-maker, the

multiplicative consistency needs to be satisfied usually, then

the priority weight vector is determined. When it does not

satisfy the multiplicative consistency, the model can also

derive the weight vector. Furthermore, if the decision-maker

believes that the result meets the expected preference, the

calculation process is also completed. Otherwise, the deci-

sion-maker should reevaluate each criterion until con-

structing an acceptable IFPR for multiplicative consistency.

Definition 1 [65] The IFPR R ¼ ðrjj0 Þm�m satisfies the

multiplicative consistency, if

ljj0 � lj0 t � ltj ¼ mjj0 � mj0 t � mtj; j; t; j
0 ¼ 1; 2; � � �;m ð5Þ

Let x ¼ ðx1;x2; � � �;xjÞT be the priority weight vector of

criteria derived from the IFPR and
Pm

j¼1 xj ¼ 1. To

simultaneously display the situation of the multiplicative

consistency and inconsistency, the slack variables wjj
0 and

fjj0 are introduced, which satisfies:

ljj0 � wjj
0 � xj

xj þ xj
0
� 1� mjj0 þ fjj0 ; j

¼ 1; 2; � � �;m� 1; j
0 ¼ jþ 1; � � �;m ð6Þ

where wjj
0 � 0, fjj0 � 0 and wjj

0 � fjj0 ¼0.

When the IFPR satisfies the multiplicative consistency,

wjj
0 ¼fjj0 ¼0; when the IFPR does not satisfy the multi-

plicative consistency, wjj
0 ¼0 or fjj0 ¼0. Therefore, the pri-

ority weight vector x is calculated by the following

nonlinear programming model:

min f ¼
Xm�1

j¼1

Xm

j
0¼jþ1

ðwjj0 þ fjj0 Þ

s:t:

xj

xj þ xj0
þ wjj

0 � ljj0 � 0; j ¼ 1; 2; � � �;m� 1; j
0 ¼ jþ 1; � � �;m

xj

xj þ xj
0
� fjj0 þ mjj0 � 1; j ¼ 1; 2; � � �;m� 1; j

0 ¼ jþ 1; � � �;m

Xm

j¼1

xj ¼ 1;xj 2 ½0; 1�; j ¼ 1; 2; � � �;m

wjj
0 � 0; fjj0 � 0;wjj

0 � fjj0 ¼ 0; j ¼ 1; 2; � � �;m� 1; j
0 ¼ jþ 1; � � �;m

8
>>>>>>>>>>>><

>>>>>>>>>>>>:

ð7Þ

According to the optimal solution f, the multiplicative

consistency of the IFPR is judged.

Definition 2 [66]. The IFPR satisfies the multiplicative

consistency if and only if the optimal solution of the

objective function f � ¼ 0.

4.2.2 Collective Preferences From Experienced Tourists

According to the explanation in information theory [67],

the concept of entropy is an indicator for measuring the

disorder degree of the system. Zeleny [68] firstly confirmed

that Shannon’s entropy measure is an effective tool to

determine the relative importance of each criterion (i.e.,

weight). Later, it is widely recognized by scholars. In the

evaluation system, if the entropy value of a criterion is

smaller, the less information it contains, and the smaller the

contribution to the final evaluation result, and the smaller

weight should be. In this paper, the HF-entropy measure

developed by [69] is used to determine the weights of

criteria. The calculation process is as follows:

First, according to the HF-decision matrix H ¼ ðhijÞn�m,

the HF-entropy measure of each HFN hij is calculated by

Eq. (8):

Table 2 The IFPR matrix R ¼ ðrjj0 Þm�m

C1 C2 … Cm

C1 (l11; m11) (l12; m12) … (l1m; m1m)

C2 (l21; m21) (l22; m22) … (l2m; m2m)

: : : :

Cm (lm1; mm1) (lm2; mm2) … (lmm; mmm)

where ljj0 denotes the preference degree of the criterion j for the

criterion j
0
; vjj0 denotes the preference degree of the criterion j

0
for the

criterion j
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EðhijÞ ¼ � 1

lh ln 2

Xlh

g¼1

hrðgÞ þ hrðlh�gþ1Þ

2
ln
hrðgÞ þ hrðlh�gþ1Þ

2

þ 2� hrðgÞ þ hrðlh�gþ1Þ

2
ln
2� hrðgÞ þ hrðlh�gþ1Þ

2

0

B
B
@

1

C
C
A

ð8Þ

where lh is the number of elements in h and

g ¼ 1; 2; � � �; lh.
Then the entropy weight of each criterion is obtained by

Eq. (9):

-j ¼
1� Ej

n�
Pm

j¼1 Ej
; j ¼ 1; 2; � � �;m ð9Þ

where Ej ¼ 1
n

Pn
i¼1 EðhijÞ; j ¼ 1; 2; � � �;m and

Pm
j¼1 -j ¼ 1.

Finally, the priority weight vector of each criterion - ¼
ð-1;-2; � � �;-jÞT is obtained. The HF-entropy weight

method is an objective weighting method that derives

weights from raw data, which can be considered as the

preferences of experienced tourists for each criterion in this

paper.

Fig. 6 The deterministic process of priority weight
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4.2.3 Calculating the Final Weights of Criteria

Since there are two sets of weights (subjective and objec-

tive weights from the potential tourist and experienced

tourists, respectively), it is necessary for a final decision-

making to integrate these weights into one single set [70].

In order to make full use of their respective advantages, an

optimization model based on the principle of deviation

minimization is introduced to solve this problem [71]. The

calculation steps are as follows:

Step 1 Calculate x1
j and x2

j with the weight vector x ¼
ðx1;x2; � � �;xjÞT and - ¼ ð-1;-2; � � �;-jÞT , respectively:

x1
j ¼

xj � -jPm
j¼1 xj � -j

ð10Þ

x2
j ¼

1

2
ðxj þ -jÞ ð11Þ

Then, the combination weight vectorW1 ¼ ðxð1Þ
1 ;xð1Þ

2 ; � �
�;xð1Þ

m Þ and W2 ¼ ðxð2Þ
1 ;xð2Þ

2 ; � � �;xð2Þ
m Þ are obtained. Step

2 Construct the optimal combination weight vector

W� ¼ ðx�
1;x

�
2; � � �;x�

mÞ, which satisfies
Pm

j¼1 x
�
j ¼ 1; j ¼

1; 2; � � �;m, where x�
j ¼ k1x

ð1Þ
j þ k2x

ð2Þ
j ; j ¼ 1; 2; � � �;m,

then

W� �W1 ¼ ðx�
1 � xð1Þ

1 ;x�
2 � xð1Þ

2 ; � � �;x�
m � xð1Þ

m Þ
W� �W2 ¼ ðx�

1 � xð2Þ
1 ;x�

2 � xð2Þ
2 ; � � �;x�

m � xð2Þ
m Þ

ð12Þ

Step 3 Based on the principle of deviation minimization,

the nonlinear optimization model is constructed as follows:

min
X2

k¼1

jjW� �Wkjj ¼min
X2

k¼1

Xm

j¼1

ðx�
j � xk

j Þ ¼ min
X2

k¼1

Xm

j¼1

ðk1xð1Þ
j þ k2x

ð2Þ
j � xðkÞ

j Þ
2

s:t:
Xm

j¼1

xj ¼ 1

8
>>>>><

>>>>>:

ð13Þ

Step 4 Construct the Lagrangian function:

Lðk1; k2;MÞ ¼
X2

k¼1

Xm

j¼1

ðk1xð1Þ
j þ k2x

ð2Þ
j � xðkÞ

j Þ
2

þMð
Xm

j¼1

xj � 1Þ ð14Þ

Then, the first-order partial derivative of k1; k2;M is

obtained:

Let

oL

ok1
¼ 0

oL

ok2
¼ 0

oL

oM
¼ 0

8
>>>>>><

>>>>>>:

, the optimal matrix representation is

W ð1ÞðW ð1ÞÞT þ k1W
ð1ÞðW ð2ÞÞT

W ð2ÞðW ð1ÞÞT þ k2W
ð2ÞðW ð2ÞÞT

" #
k1
k2

" #

¼
W ð1ÞðW ð1ÞÞT

W ð2ÞðW ð2ÞÞT

" #

ð15Þ

Then, we transform it into a form of equations:

k1W
ð1ÞðW ð1ÞÞT þ k2W

ð1ÞðW ð2ÞÞT ¼ W ð1ÞðW ð1ÞÞT

k1W
ð2ÞðW ð1ÞÞT þ k2W

ð2ÞðW ð2ÞÞT ¼ W ð2ÞðW ð2ÞÞT

(

ð16Þ

Step 5 Obtain the values of k1 and k2. As a result, the

optimal combination weight vector W� ¼ ðx�
1;x

�
2; � �

�;x�
mÞ

T
is calculated.

4.3 Ranking TAs Using the IHF-TOPSIS Method

The final phase of the proposed RS is to rank alternative

TAs based on the performance score of each criterion of

each alternative. In this paper, the IHF-TOPSIS method is

employed, which is described in detail in Subsection 4.3.2.

4.3.1 Definition and operations of HFSs

Before introducing the method of IHF-TOPSIS, we first

recall some concepts including definition and operations

related to HFSs.

Definition 3 [34]. Let X be a fixed set, the hesitant fuzzy

sets (HFS) on X can be expressed as:

A ¼ fhx; hAðxÞijx 2 Xg ð17Þ

where hAðxÞ is a set of some values in [0,1], denoting the

possible membership degrees of the element x 2 X to the

set A.

For convenience, h ¼ hAðxÞ is also called hesitant fuzzy

element (HFE) [72].

Definition 4 [73]. Let h, h1 and h2 be the three HFEs,

then some operations on them can be represented as:

(1) hk ¼ [
c2h

fckg;

(2) kh ¼ [
c2h

f1� ð1� cÞkg;

(3) h1 	 h2 ¼ [
c12h1
c22h2

fc1 þ c2 � c1c2g;

(4) h1 
 h2 ¼ [
c12h1
c22h2

fc1c2g.

Definition 5. Let hiði ¼ 1; 2; � � �; nÞ be a set of HFEs, the
hesitant fuzzy-weighted averaging (HFWA) operator can

be expressed as:
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HFWAðh1; h2; � � �; hnÞ ¼ 	
n

i¼1
xihi

¼ [
c12h1;c22h2;���;cn2hn

f1

�
Yn

i¼1

ð1� ciÞxig ð18Þ

where x ¼ ðx1;x2; � � �;xnÞT is the weight vector of

hiði ¼ 1; 2; � � �; nÞ, xi 2 ½0; 1�; i ¼ 1; 2; � � �; n and
Pn

i¼1 xi ¼ 1. Particularly, if x ¼ 1
n ;

1
n ; � � �; 1n

� �T
, then the

HFWA operator degenerates to the hesitant fuzzy averag-

ing (HFA) operator:

HWAðh1; h2; � � �; hnÞ ¼
1

n
	
n

i¼1
hi

¼ [
c12h1;c22h2;���;cn2hn

f1�
Yn

i¼1

ð1� ciÞ
1
ng

ð19Þ

Definition 6 [37]. Assume that there are two HFEs A1

and A2, the Euclidean distance between them is calculated

as:

d ¼ ðA1;A2Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

lx

Xlx

j¼1

jhrðqÞA1
ðxÞ�h

rðqÞ
A2

ðxÞj2
v
u
u
t ð20Þ

where h
rðqÞ
A1

ðxÞ and h
rðqÞ
A2

ðxÞ are the qth largest value of

hA1
ðxÞ and hA2

ðxÞ, respectively.

4.3.2 IHF-TOPSIS Method

Technique for Order Performance by Similarity to Ideal

Solution (TOPSIS) is a typical evaluation ranking method

applicable to a limited number of evaluation objects with

multiple criteria or attributes, firstly proposed by Hwang

and Yoon [74]. Compared with other evaluation methods,

the TOPSIS method does not have strict requirements on

the number of criteria and data distribution, so the original

data in the evaluation system can be fully utilized, which

greatly reduces the loss of evaluation information [75, 76].

In recent years, this method has been effectively extended

to the MCDM problems under fuzzy environment [77–79].

The steps of the IHF-TOPSIS method are outlined as

follows:

Step 1. Obtain the intuitionistic fuzzy information for

sub-criteria.

The opinioned sentences for each sub-criterion are

transformed into intuitionistic fuzzy information (i.e.,

membership, hesitant and non-membership degree) based

on the aspect-level sentiment analysis, which is described

in detail in Subsection 4.1.3.

Step 2. Construct the HF-decision matrix.

Let A ¼ fA1;A2; � � �;Ang be optional alternatives, C ¼
fC1;C2; � � �;Cmg be the criterion of each alternative. Based

on intuitionistic fuzzy information, the performance scores

of criteria of alternatives are constructed by HFNs, and the

HF-decision matrix H ¼ ðhijÞn�m is shown in Table 3.

Step 3 Determine the weights of criteria.

According to the obtained evaluation criteria from

online reviews, the individual preferences from the

potential tourist for criteria are measured by the method

described in Subsection Individual Preferences from the

Potential Tourist. The collective preferences from experi-

enced tourists for criteria are calculated based on the HF-

decision matrix H ¼ ðhijÞn�m above, which is explained in

detail in Subsection Collective Preferences From Experi-

enced Tourists. Finally, the optimal combination weight

W� ¼ ðx�
1;x

�
2; � � �;x�

mÞ is obtained by the method descri-

bed in Subsection Calculating the Final Weights of Crite-

ria, where x�
j 2 ½0; 1� ðj ¼ 1; 2; � � �;mÞ and

Pm
j¼1 x

�
j ¼ 1.

Step 4 Construct the weighted HF-decision matrix.

Based on Eq. (21), the weighted HF-decision informa-

tion is obtained:

hij¼x�
j hij¼ [

c2hij
f1� ð1� cÞx

�
j g ð21Þ

Then, the weighted HF-decision matrix H ¼ ðhijÞn�m is

constructed as shown in Table 4.

Step 5 Determine the HF positive-ideal (HFPI) and HF

negative-ideal (HFNI) solutions.

Let Aþ be the HFPI solution and A� be the HFNI

solution, denoted as:

Aþ ¼ xj;max
i
fhrðqÞij g

� �

jðj ¼ 1; 2; � � �;mÞ
��

ð22Þ

A� ¼ xj;min
i
fhrðqÞij g

� �

jðj ¼ 1; 2; � � �;mÞ
��

ð23Þ

where Aþ
m ¼ xm; ðh1mÞ

þ; ðh2mÞ
þ; � � �; ðhlmÞ

þ	
� �	

and

A�
m ¼ xm; ðh1mÞ

�; ðh2mÞ
�; � � �; ðhlmÞ

�	
� �	

.

Table 3 The HF-decision

matrix H ¼ ðhijÞn�m

C1 C2 … Cm

A1 h
11

h
12

… h
1m

A2 h
21

h
22

… h
2m

: : : :

An h
n1

h
n2

… h
nm

Table 4 The weighted HF-de-

cision matrix H ¼ ðhijÞn�m

C1 C2 … Cm

A1 h
11

h
12

… h
1m

A2 h
21

h
22

… h
2m

: : : :

An h
n1

h
n2

… h
nm
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Step 6 Calculate the distance between the alternative

and the HFPI solution or the HFNI solution.

The distances are calculated using the Euclidean dis-

tance [38]:

DðAi;A
þÞ ¼

Xm

j¼1

dðhij; hþj Þ

¼
Xm

j¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

l

Xl

q¼1

jhrðqÞij � ðhrðqÞj Þþj2
v
u
u
t ; i ¼ 1; 2; � � �; n

ð24Þ

DðAi;A
�Þ ¼

Xm

j¼1

dðhij; h�j Þ

¼
Xm

j¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

l

Xl

q¼1

jhrðqÞij � ðhrðqÞj Þ�j2
v
u
u
t ; i ¼ 1; 2; � � �; n

ð25Þ

Step 7 Calculate the relative closeness degree of each

alternative to the HFPI solution.

The relative closeness degree Ci of each alternative to

the HFPI is calculated by Eq. (26).

Ci ¼
DðAi;A

�Þ
DðAi;AþÞ þ DðAi;A�Þ ; i ¼ 1; 2; � � �; n ð26Þ

where 0�Ci � 1, i ¼ 1; 2; � � �; n.
Step 8 Rank the alternatives.

The alternatives are ranked by the values of relative

closeness degrees in descending order. Therefore, the

decision-maker can choose the optimal alternative

according to the final ranking result.

5 A Case Study

5.1 Selecting the Optimal TA with the Proposed

Methodology

The RS proposed in this paper is aimed to rank the alter-

native TAs through online reviews based on the aspect-

level sentiment analysis and the IHF-TOPSIS method. For

this, a case study is given to prove the validity of the

proposed methodology. Considering a potential tourist who

wants to travel somewhere, 5 alternative TAs are selected

after a preliminary investigation, i.e.,

A1: The Palace Museum (Location: Beijing, China).

A2: TheWest Lake (Location: Zhejiang province, China).

A3: The Mount Huangshan (Location: Anhui province,

China).

A4: The Mount Lu (Location: Jiangxi province, China).

A5: The Longmen Grottoes (Location: Henan province,

China).

Firstly, online reviews of these TAs are crawled from

Qunar in May 2019, which is an online travel agency

(https://www.qunar.com) aimed to help Chinese tourists

make better travel choices, mainly through collecting var-

ious information related to travel, including airfare, hotels,

visas, vacation routes and reviews from experienced tour-

ists. In this case, the web crawler technique is used to

achieve this goal. As a result, the effective number of

online reviews crawled for each TA is 826, 841, 862, 808

and 857, respectively. After preprocessing online reviews,

these online reviews are split into 15,433 sentences

according to the punctuation marks in reviews.

Secondly, the aspects that experienced tourists concern

are extracted and the IHF information is obtained through

Baidu AI platform. Since not all sentences contain opinions

on TA, the opinioned 10,035 sentences in the original

sentences dataset are used to construct the three-level

evaluation system, as shown in Table 5.

Meanwhile, based on the aspect-level sentiment analy-

sis, Fig. 7 depicts the distributions of the opinioned sen-

tences of each alternative and the percentage information

of opinioned sentences with positive, neutral and negative

sentiment orientations on alternative TAs concerning each

sub-criterion. Figure 7a shows the percentage of positive,

neutral and negative sentences in opinioned sentences for

each alternative TA. For instance, the alternative A1 con-

tains 1530 positive sentences, 226 neutral sentences and

630 negative sentences, i.e., positive sentences account for

64.12%, neutral sentences account for 9.47% and negative

sentences account for 26.40%. Overall, the positive sen-

tences of the alternative A1 have the highest proportion. In

Table 5 The three-level evaluation system

Target layer Criteria layer Sub-criteria layer

The selection of TAs Resources (C1) Scenery (C11)

Climate (C12)

Location (C13)

Culture (C14)

Feeling (C2) Entertainment (C21)

Crowd (C22)

Emotion (C23)

Cost (C24)

Service (C3) Guidance (C31)

Accommodation (C32)

Food (C33)

Shopping (C34)

Construction (C4) Informatization (C41)

Environment (C42)

Traffic (C43)

Facilities (C44)
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Fig. 7b, the experienced tourists of A1 have the highest

satisfaction with sub-criteria C43 (Traffic), and A2 is C42

(Environment), A3 and A4 are both C11 (Scenery), A5 is C14

(Culture), respectively. In Fig. 7c, the experienced tourists

of A1 have the highest neutral attitude towards C11

(Scenery), and A2, A3 and A5 are C32 (Accommodation), A4

is C34 (Shopping), respectively. Therefore, A2, A3 and A5

should strengthen the improvement of the accommodation

environment inside the TA to attract the attention of neutral

tourists. According to Fig. 7d, the experienced tourists of

A1 have the highest dissatisfaction with sub-criteria C24

(Cost), and A2 is C22 (Crowd), A3 is C33 (Food), A4 is C41

(Informatization), A5 is C43 (Traffic), respectively. As a

result, each TA should make improvements to its weak and

poor aspects. The intuitionistic fuzzy information of sub-

criteria is converted to HFNs that demonstrate the perfor-

mance score of each criterion of each alternative TA.

Therefore, the HF-decision matrix H ¼ ðhijÞ5�4 is con-

structed as shown in Table 6.

Thirdly, the weights of criteria are determined by pref-

erence information from the potential tourist and experi-

enced tourists. The individual preferences for criteria are

given by the potential tourist according to her/his own

subjective preferences. An IFPR R ¼ ðrjj0 Þ4�4 is con-

structed as shown in Table 7.

The typical fractional programming method is used to

calculate the weight vector of criteria from the IFPR

R ¼ ðrjj0 Þ4�4. Therefore, a nonlinear programming model is

constructed as follows:
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min f ¼ w12 þ f12 þ w13 þ f13 þ w14 þ f14
þ w23 þ f23 þ w24 þ f24 þ w34 þ f34

s:t:

x1

x1 þ x2

þ w12 � 0:35� 0

x1

x1 þ x3

þ w13 � 0:40� 0

x1

x1 þ x4

þ w14 � 0:55� 0

x2

x2 þ x3

þ w23 � 0:70� 0

x2

x2 þ x4

þ w24 � 0:60� 0

x3

x3 þ x4

þ w34 � 0:55� 0

x1

x1 þ x2

� f12 þ 0:55� 1

x1

x1 þ x3

� f13 þ 0:35� 1

x1

x1 þ x4

� f14 þ 0:35� 1

x2

x2 þ x3

� f23 þ 0:10� 1

x2

x2 þ x4

� f24 þ 0:20� 1

x3

x3 þ x4

� f34 þ 0:30� 1

x1 þ x2 þ x3 þ x4 ¼ 1

0�x1 � 1; 0�x2 � 1; 0�x3 � 1; 0�x4 � 1

w12 � 0;w13 � 0;w14 � 0;w23 � 0;w24 � 0;w34 � 0

f12 � 0; f13 � 0; f14 � 0; f23 � 0; f24 � 0; f34 � 0

w12 � f12 ¼ 0;w13 � f13 ¼ 0;w14 � f14 ¼ 0

w23 � f23 ¼ 0;w24 � f24 ¼ 0;w34 � f34 ¼ 0

8
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

Based on LINGO 17.0 software, the optimal value of the

objective function is 0, i.e., f � ¼ 0. Therefore, the IFPR

satisfies the multiplicative consistency, and the weight

vector x ¼ ð0:2467; 0:4581; 0:1623; 0:1328ÞT is obtained

based on the preference of the potential tourist.

The collective preferences from experienced tourists for

criteria are calculated based on the HF-entropy weight

method. The HF-entropy measure of each HFN hij is cal-

culated by Eq. (8), as shown in Table 8.

The priority weight vector of criteria based on collective

preferences from experienced tourists is obtained by

Eq. (9), i.e., - ¼ ð0:2540; 0:2418; 0:2481; 0:2560ÞT .
During the process of determining the optimal combi-

nation weight vector of criteria, the subjective weights,

objective weights and final integrated weights are shown in

Table 9.

Finally, the IHF-TOPSIS method is applied to rank the

alternative TAs. The IF information for sub-criteria has

been acquired as shown in Fig. 7, the HF-decision matrix

H ¼ ðhijÞ5�4 has been constructed as shown in Table 6, and

the final optimal combination weight vector of criteria is

calculated as shown in Table 9. After each HFN is calcu-

lated by Eq. (21), the weighted HF-decision matrix H ¼
ðhijÞ5�4 is constructed as shown in Table 10.

Table 6 The HF-decision matrix H ¼ ðhijÞ5�4

C1 C2 C3 C4

A1 (0.2143, 0.6000, 0.7664, 0.7941) (0.2568, 0.3111, 0.3333, 0.6544) (0.3223, 0.6170, 0.6839, 0.8373) (0.6000, 0.7574, 0.8367, 0.8400)

A2 (0.3636, 0.5375, 0.6519, 0.7064) (0.2022, 0.2371, 0.4636, 0.6859) (0.5963, 0.6124, 0.6699, 0.7638) (0.3208, 0.6860, 0.6961, 0.7920)

A3 (0.3125, 0.5426, 0.6226, 0.8333) (0.3148, 0.5122, 0.6104, 0.7260) (0.2072, 0.3484, 0.3918, 0.6899) (0.2667, 0.3226, 0.3969, 0.6690)

A4 (0.3913, 0.5327, 0.5625, 0.8043) (0.5203, 0.5714, 0.5897, 0.7079) (0.2692, 0.3514, 0.4889, 0.5743) (0.3846, 0.5204, 0.5686, 0.7062)

A5 (0.4066, 0.4634, 0.5759, 0.7708) (0.4809, 0.5758, 0.6842, 0.7442) (0.4615, 0.5000, 0.6182, 0.7575) (0.3806, 0.4907, 0.5437, 0.5522)

Table 7 The IFPR matrix R ¼ ðrjj0 Þ4�4

C1 C2 C3 C4

C1 (0.50,0.50) (0.35,0.55) (0.40,0.35) (0.55,0.35)

C2 (0.55,0.35) (0.50,0.50) (0.70,0.10) (0.60,0.20)

C3 (0.35,0.40) (0.10,0.70) (0.50,0.50) (0.55,0.30)

C4 (0.35,0.55) (0.20,0.60) (0.30,0.55) (0.50,0.50)

Table 8 The HF-entropy matrix

C1 C2 C3 C4

A1 0.4023 0.5022 0.4052 0.2953

A2 0.4525 0.4992 0.3919 0.3955

A3 0.4319 0.4593 0.4923 0.5026

A4 0.4442 0.4394 0.5136 0.4649

A5 0.4496 0.4154 0.4430 0.4995
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The HFPI and HFNI solutions are calculated by

Eqs. (22)-(23), i.e.,

Aþ ¼
C1; f0:1147; 0:1926; 0:2879; 0:3419gi;h C2; f0:2362; 0:2699; 0:3448; 0:3935gi;h
C3; f0:1845; 0:1941; 0:2282; 0:3353gi;h C4; f0:1481; 0:2194; 0:2717; 0:2742gih

)(

A� ¼
C1; f0:0548; 0:1353; 0:1755; 0:2489gi;h C2; f0:0795; 0:0945; 0:1382; 0:3228gi;h
C3; f0:0509; 0:0918; 0:1058; 0:1747gi;h C4; f0:0528; 0:0658; 0:0847; 0:1311gih

)(

The distance between the alternative and the HFPI or

HFNI solution is calculated by Eqs. (24)–(25), i.e.,

Dþ
1 ¼ 0:2310;Dþ

2 ¼ 0:2923;Dþ
3 ¼ 0:3650;Dþ

4

¼ 0:3144;Dþ
5 ¼ 0:2477

D�
1 ¼ 0:3530;D�

2 ¼ 0:2787;D�
3 ¼ 0:2135;D�

4

¼ 0:2534;D�
5 ¼ 0:3079

Based on the HFPI solution, the relative closeness

degree Ci is calculated by Eq. (26), i.e., CðA1Þ ¼ 0:6045,

CðA2Þ ¼ 0:4881, CðA3Þ ¼ 0:3691, CðA4Þ ¼ 0:4463,

CðA5Þ ¼ 0:5542. According to the obtained Ci, the ranking

list is determined as A1 � A5 � A2 � A4 � A3. Conse-

quently, the most suitable TA for the potential tourist A1

(i.e., the Palace Museum) is selected by the RS.

5.2 Comparative Analysis

In order to further validate the effectiveness of the pro-

posed methodology, a comparative analysis is conducted

with the IFS theory [56]. Situation 1: since the envelop-

ment of HFE is an IFN, the HF decision information in

Table 6 is converted into IF decision information. Situation

2: the 16 criteria are directly used to construct an IF

decision matrix. As a result, the ranking results from three

different methods are shown in Table 11.

Obviously, the three ranking results are different. The

difference is mainly among A5, A2 and A4. The main rea-

sons for this result are as follows: (1) The ranking method

proposed in this paper is based on IHF information and it

contains several membership degrees, which not only

reflects the performance score of each criterion but also

well reflects the hesitation information of experienced

tourists. However, in Situation 1, the HFE is transformed

into the IFN, which easily loses a large amount of original

decision information and ultimately affects the ranking

result. (2) Although the original decision information is not

lost in Situation 2, the number of criteria is larger, which

makes the decision-making process more complicated and

also cannot reflect the hesitation information of experi-

enced tourists. Therefore, it also leads to the difference in

the final ranking result.

In addition to comparing the different scenarios as

mentioned above, we ulteriorly perform a comparative

analysis with another two MCDM methods to explore the

consistency of the developed approach in this paper. As

aforementioned, a similar solution for the decision-making

Table 9 The integrated weights

of criteria
Subjective weights Objective weights W1 W2 Integrated weights

0.2467 0.2540 0.2530 0.2503 0.2335

0.4581 0.2418 0.4472 0.3500 0.3668

0.1623 0.2481 0.1626 0.2052 0.2249

0.1328 0.2560 0.1373 0.1944 0.1749

Table 10 The weighted HF-decision matrix H ¼ ðhijÞ5�4

C1 C2 C3 C4

A1 (0.0548, 0.1926, 0.2879, 0.3086) (0.1031, 0.1278, 0.1382, 0.3228) (0.0838, 0.1941, 0.2282, 0.3353) (0.1481, 0.2194, 0.2717, 0.2742)

A2 (0.1002, 0.1648, 0.2184, 0.2489) (0.0795, 0.0945, 0.2043, 0.3461) (0.1845, 0.1920, 0.2206, 0.2772) (0.0654, 0.1834, 0.1880, 0.2401)

A3 (0.0838, 0.1669, 0.2035, 0.3419) (0.1295, 0.2315, 0.2923, 0.3781) (0.0509, 0.0918, 0.1058, 0.2315) (0.0528, 0.0658, 0.0847, 0.1758)

A4 (0.1095, 0.1627, 0.1755, 0.3168) (0.2362, 0.2671, 0.2788, 0.3632) (0.0681, 0.0928, 0.1401, 0.1747) (0.0814, 0.1206, 0.1368, 0.1928)

A5 (0.1147, 0.1353, 0.1815, 0.2910) (0.2138, 0.2699, 0.3448, 0.3935) (0.1300, 0.1443, 0.1947, 0.2728) (0.0804, 0.1113, 0.1282, 0.1311)

Table 11 The ranking results

of TAs
Methods Number of criteria Ranking

The proposed method 4 A1 � A5 � A2 � A4 � A3

Situation 1 4 A1 � A5 � A4 � A2 � A3

Situation 2 16 A1 � A4 � A5 � A2 � A3
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problem was proposed by Cali and Balaman [56] and

Zhang et al. [58]. In the method of [56], a novel decision

support system based on the IFS theory and aspect-level

sentiment analysis technique was put forward. In their

research, the entropy method was employed to determine

the weights of criteria objectively. Moreover, to the best of

our knowledge, Zhang et al. [58] firstly combined HFS

theory and sentiment analysis to rank products with online

reviews. Building on the extended TODIM method, the

optimal product was selected. To better demonstrate the

advantages of our developed method, the existing methods

of [56] and [58], as well as the proposed method in this

paper, are used to rank alternative TAs, respectively. To

save space, the detailed calculation process is shown in

Appendix and the final ranking results through different

methods are reported in Table 12.

As depicted in Table 12, the three ranking results are not

consistent. The best alternative TA derived from the pro-

posed method and the IHF-TODIM method [58] is the

same, i.e., A1. However, the ranking position of the alter-

native A1 goes back and A5 goes forward, the ranking result

from the IHF-VIKOR method [56] claims that A5 is the

optimal alternative. What is more, in contrast to the pro-

posed method in this paper, the ranking orders of the

remaining alternatives by the two existing methods also

have changed significantly. On the one hand, these dis-

tinctions lie in the different central ideas employed by

these three MCDM methods. On the other hand, the main

reason for this result is that personal preferences are not

taken into consideration in the decision-making process.

No matter it is the method of [56] or the method from [58],

they only consider the collective preferences from experi-

enced consumers on criteria. However, this is not in line

with real life. The potential tourists usually have their own

preferences for certain aspects (i.e., criteria). This personal

preference information tends to have a significant impact

on the final ranking results. To this end, this paper fuses the

preference information from experienced tourists and the

potential tourist to ensure the reliability of the final rank-

ing. At the same time, we not only consider the intuition-

istic fuzzy information in online reviews, but also consider

the hesitant fuzzy information, which contributes to

describe the fuzzy and uncertain information in reviews

more comprehensively. Taken together, it is apparent that

the proposed method in this paper is more credible as well

as is superior to the existing methods.

6 Conclusions

In the face of a large number of online reviews from

experienced tourists, how quickly and effectively assist

potential tourists to make travel decisions is a very prac-

tical issue. For this purpose, this paper proposes a RS based

on previous work, which combines the aspect-level senti-

ment analysis, IFS theory and HFS theory, aiming to rank

alternative TAs through online reviews and select the

suitable TA for potential tourists. The proposed method-

ology consists of four phases: The first phase is to crawl

online reviews of alternative TAs from OTWs by using

web crawler software. Secondly, the aspects that experi-

enced tourists concern are extracted to construct a three-

level evaluation system, and we utilize aspect-level senti-

ment analysis to identify the IHF information of each sub-

criterion, where a HF-decision matrix is constructed related

to each criterion. Thirdly, the preference information from

the potential tourist and experienced tourists is integrated

to determine the weights of criteria. The last phase, the

IHF-TOPSIS, a MCDM method, is proposed to rank

alternative TAs. The main innovations of this paper are

concluded as follows:

First, this paper provides a new approach to objectively

characterize the IHF information in online reviews based

on the aspect-level sentiment analysis and proposes the

IHF-TOPSIS method. Secondly, most of the existing

studies use several criteria when evaluating the quality of

alternatives, usually 4–6. This rough evaluation system

often leads to insufficient consideration of alternatives and

greatly increases the risk of decision-making. Meanwhile,

the potential tourist tends to leave out consideration on a

certain aspect due to the limited knowledge and expertise.

Therefore, this paper extracts the aspects that experienced

tourists concern from massive online reviews and con-

structs a three-level evaluation system, which effectively

avoids the above problems. Third, this paper points out that

the weights of criteria should be determined together by the

potential tourist and experienced tourists. By taking the

preferences of potential tourists into consideration, this

paper combines the preference information from the

potential tourist and experienced tourists to determine the

optimal combination weight of criteria, which makes the

final ranking result more reasonable. Fourth, this paper

transforms massive online reviews into IHF information.

Therefore, it provides a new idea for the transformation

and fusion of qualitative online reviews into quantitative

numerical information.

Table 12 Ranking results of TAs

Methods Ranking

The proposed method A1 � A5 � A2 � A4 � A3

IHF-VIKOR method [56] A5 � A1 � A2 � A4 � A3

IHF-TODIM method [58] A1 � A2 � A5 � A4 � A3
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It is worth noting that the methodology proposed in this

paper is not only limited to the ranking of TAs, it has strong

portability and can be applied to other situations with similar

processes, such as online shopping, online booking, etc.

Through conducting a comparative analysis with former

methods, the result indicates that our developed method has

strong practicality and obvious advantages. However, this

study also exists some limitations that guide us towards the

directions for future research. For example, in the con-

struction of the HF-decision matrix, although more decision-

making information is included to fully reflect the hesitation

of experienced tourists, the non-membership degree infor-

mation is not considered, which may lead to lose some

decision-making information. Therefore, the non-member-

ship degree information of each sub-criterion needs to be

considered in future research. The RS proposed in this paper

serves a single potential tourist but without considering the

group travel. In real life, there are situations where a family

or several friends travel together. Under this situation, the

proposed RS is no longer applicable. Therefore, how to

effectively deal with the decision-making contradictions of

the group is another important research direction in the

future. Moreover, along with the gradual diversification of

information types and information structures expressed by

tourists, how to more accurately characterize the ambiguity

and complex uncertainty therein is still an important and

meaningful topic in future research.
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Appendix

(1) The detailed steps of the IHF-VIKOR method are

shown as below:

Step 1. Obtain the intuitionistic and hesitant fuzzy

evaluation information. In order to be comparable, we use

the same evaluation information in Table 6.

Step 2. Determine the positive ideal solution (PIS) A�

and the negative ideal solution (NIS) A�:

A� ¼ h�j ;maxi
fhrðqÞij g

� �

jðj ¼ 1; 2; � � �;mÞ
��

ð27Þ

A� ¼ h�j ;mini
fhrðqÞij g

� �

jðj ¼ 1; 2; � � �;mÞ
��

ð28Þ

where A�
m ¼ h�m; ðh1mÞ

�; ðh2mÞ
�; � � �; ðhlmÞ

�	
� �	

and

A�
m ¼ h�m ; ðh1mÞ

�; ðh2mÞ
�; � � �; ðhlmÞ

�	
� �	

.

Therefore, the A� and A� will be:

A� ¼
h�1; f0:4066; 0:6000; 0:7664; 0:8333g

�
;

�
h�2; f0:5203; 0:5758; 0:6842; 0:7442g

�
;

�

h�3; f0:5963; 0:6170; 0:6839; 0:8373g
�
;

�
h�4; f0:6000; 0:7574; 0:8367; 0:8400g

��

)(

A� ¼
h�1 ; f0:2143; 0:4634; 0:5625; 0:7064g

�
;

�
h�2 ; f0:2022; 0:2371; 0:3333; 0:6544g

�
;

�

h�3 ; f0:2072; 0:3484; 0:3918; 0:5743g
�
;

�
h�4 ; f0:2667; 0:3226; 0:3969; 0:5522g

��

)(

Step 3. Determine the weights of criteria. In the method

of [56], the entropy measure was employed to calculate the

weights of criteria. Therefore, the criteria weight is

w ¼ ð0:2540; 0:2418; 0:2481; 0:2560Þ.
Step 4. Compute the Si and Ri indexes values for

alternatives.

Si ¼
Xm

j¼1

wj

dðh�j ; hijÞ
dðh�j ; h�j Þ

; i ¼ 1; 2; � � � ; n ð29Þ

Ri ¼ max
j

wj

dðh�j ; hijÞ
dðh�j ; h�j Þ

! 

; i ¼ 1; 2; � � � ; n ð30Þ

Here, we use the Euclidean distance to calculate distances

between different HFEs. As a result, the Si index values are

obtained as follows:

S1 ¼ w1

dðh�1; h11Þ
dðh�1; h�1 Þ

þ w2

dðh�2; h12Þ
dðh�2; h�2 Þ

þ w3

dðh�3; h13Þ
dðh�3; h�3 Þ

þ w4

dðh�4; h14Þ
dðh�4; h�4 Þ

¼ 0:4722

S2 ¼ 0:4932; S3 ¼ 0:7062; S4 ¼ 0:5687; S5 ¼ 0:4634

Besides, the Ri index values are formulated as follows:

R1 ¼ max
4

w1

dðh�1; h11Þ
dðh�1; h�1 Þ

; w2

dðh�2; h12Þ
dðh�2; h�2 Þ

; w3

dðh�3; h13Þ
dðh�3; h�3 Þ

; w4

dðh�4; h14Þ
dðh�4; h�4 Þ

� �

¼ 0:2135

R2 ¼ 0:2125; R3 ¼ 0:2438; R4 ¼ 0:2153; R5 ¼ 0:1830

Accordingly, the S�, S�, R� and R� indexes will be:

S� ¼ max Si ¼ 0:7062; S� ¼ min Si ¼ 0:4634

R� ¼ maxRi ¼ 0:2438; R� ¼ minRi ¼ 0:1830

Step 5 Compute the Qi values by Eq. (31):

Qi ¼ t Si � S�ð Þ= S� � S�ð Þ þ ð1
� tÞ Ri � R�ð Þ= R� � R�ð Þ ð31Þ

where t depicts the strategic weight. Let t ¼ 0:5, the

Qiði ¼ 1; 2; 3; 4; 5Þ values for five alternatives are as

follows:

Q1 ¼ 0:2691; Q2 ¼ 0:3034; Q3 ¼ 1; Q4 ¼ 0:4824;
Q5 ¼ 0

Step 6 Rank the alternatives. In this step, the optimal

alternative is considered as the alternative with the lowest

values of S, R and Q. According to values of S, R and Q, the

ranking results are given in Table 13.
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Step 7 Determine the desirable solution. The final result

meets the following two conditions simultaneously:

c1:Acceptable advantage:Q A2ð Þ � Q A1ð Þ� 1
n�1

, whereA1

and A2 are the alternatives with the first and second positions

in the ranking outcome; n is the number of alternatives.

c2: Acceptable stability in decision-making. The alter-

native A1 is the best ranked by S and/or R.

Thus, the ranking of the five alternative TAs could be

determined by Q, i.e., A5 � A1 � A2 � A4 � A3.

(2) The detailed steps of the IHF-TODIM method are

shown as below:

Step 1 Acquire the intuitionistic and hesitant fuzzy

evaluation information described in Table 6.

Step 2 Determine the relative weight by Eq. (32):

~wj ¼
wj

ŵ
j ¼ 1; � � �;m ð32Þ

where ŵ denotes the reference weight and

ŵ ¼ maxðwj j ¼ 1; � � � ;mj Þ. According to the initial weight

w ¼ ð0:2540; 0:2418; 0:2481; 0:2560Þ, the relative criteria

weights are calculated as follows:

~w1 ¼
w1

ŵ
¼ 0:2540

0:2560
¼ 0:9922

~w2 ¼ 0:9445; ~w3 ¼ 0:9691; ~w4 ¼ 1

Step 3 Compute the preference index value of the

alternative Ai over the alternative Ai
0 under criterion Cj by

Eq. (33):

/jðAi;Ai
0 Þ ¼

� 1

v

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Pm

j¼1

~wj

!

dðhij � hi0 jÞ
 

~wj

v
u
u
u
u
t

if hij\hi0 j

0 if hij¼hi0 j
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~wjdðhij � hi0 jÞ
Pm

j¼1

~wj

v
u
u
u
t

if hij [ hi0 j

8
>>>>>>>>>>>>><

>>>>>>>>>>>>>:

ð33Þ

where the Euclidean distance measure on HFEs is adopted,

as shown in Eq. (20), and v represents the attenuation

factor of the losses. In this paper, we take v ¼ 1.

At the same time, we compare the HFEs by the score

function, i.e.,

s hij
� �

¼ 1

hij

Xhij

t¼1

htij ð34Þ

where # hij denotes the number of the elements in hij
(Tables 14, 15, 16,17, 18).

Hence, the preference index value /jðAi;Ai
0 Þ is calcu-

lated as follows:

Step 4Work out the dominance degree of the alternative

Ai over the alternative Ai
0 according to Eq. (35):

hi ¼ h Ai;Ai0ð Þ ¼
Xm

j¼1

/j Ai;Ai0ð Þ; i; i0 2 f1; � � �; ng ð35Þ

Thus, the dominance degrees of five alternative TAs are

obtained as follows:

h1 ¼ �1:8433; h2 ¼ �3:5757; h3 ¼ �8:2100; h4
¼ �4:6625; h5 ¼ �4:5114

Table 13 The ranking results

for alternatives
A1 A2 A3 A4 A5 Ranking

S 0.4722 0.4932 0.7062 0.5687 0.4634 A5 � A1 � A2 � A4 � A3

R 0.2135 0.2125 0.2438 0.2153 0.1830 A5 � A2 � A1 � A4 � A3

Qðt ¼ 0:5Þ 0.2691 0.3034 1 0.4824 0 A5 � A1 � A2 � A4 � A3

Table 14 Preference index values for the first alternative

/1ðAi;Ai
0 Þ /2ðAi;Ai

0 Þ /3ðAi;Ai
0 Þ /4ðAi;Ai

0 Þ

ðA1;A2Þ 0.1660 - 0.5797 - 0.7565 0.2038

ðA1;A3Þ 0.1543 - 0.8562 0.2333 0.3042

ðA1;A4Þ 0.1881 - 0.9685 0.2296 0.2369

ðA1;A5Þ 0.1965 - 1.0182 0.1611 0.2621

Table 15 Preference index values for the second alternative

/1ðAi;Ai0 Þ /2ðAi;Ai0 Þ /3ðAi;Ai0 Þ /4ðAi;Ai0 Þ

ðA2;A1Þ - 0.6533 0.1402 0.1877 - 0.7958

ðA2;A3Þ - 0.5250 - 0.8309 0.2615 0.2503

ðA2;A4Þ - 0.5165 - 0.9951 0.2475 0.1733

ðA2;A5Þ 0.1292 - 1.0110 0.1507 0.2116

Table 16 Preference index values for the third alternative

/1ðAi;Ai
0 Þ /2ðAi;Ai

0 Þ /3ðAi;Ai
0 Þ /4ðAi;Ai

0 Þ

ðA3;A1Þ - 0.6075 0.2070 - 0.9403 - 1.1883

ðA3;A2Þ 0.1334 0.2009 - 1.0540 - 0.9777

ðA3;A4Þ 0.1148 - 0.6677 - 0.5736 - 0.7521

ðA3;A5Þ 0.1360 - 0.6324 - 0.8737 - 0.7348
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Step 5 Calculate the overall dominance for each alter-

native TA by Eq. (36):

wi ¼
hi �min hi

max hi �min hi
; i ¼ 1; � � �; n ð36Þ

Consequently, the overall dominance degrees for five

alternative TAs are collected, i.e.,

w1 ¼ 1; w2 ¼ 0:7279; w3 ¼ 0; w4 ¼ 0:5572; w5 ¼ 0:5809

Step 6 Derive the final ranking list. Due to the fact that

w1 [w2 [w5 [w4 [w3, the final ranking is determined,

i.e., A1 � A2 � A5 � A4 � A3.
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