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Abstract: This manuscript mainly solves a fully actuated marine surface vessel prescribed perfor-
mance trajectory tracking control problem with full-state constraints and input saturation. The entire
control design process is based on a backstepping technique. The prescribed performance control is
introduced to embody the analytical relationship between the transient performance and steady-state
performance of the system and the parameters. Meanwhile, a new finite time performance function
is introduced to ensure that the performance of the system tracking error is constrained within
the preset constraints in finite time, and the full-state constraints problem of the system can be solved
simultaneously in the entire control design, at the same time without introducing additional theory
and parameters. To solve the non-smooth input saturation function matrix is not differentiable,
the smooth function matrix is introduced to replace the non-smooth characteristics. Combining
the Moore-Penrose generalized inverse matrix to design the virtual control law, the dynamic sur-
face control is introduced to avoid the complicated virtual control derivation process, and finally
the actual control law is designed using the properties of Nussbaum function. In addition, in view
of the uncertainties in the system, a fractional disturbance observer is designed to estimate it. With
the proposed control, the full-state will never be violated constraints, and the system tracking error
satisfies transient and steady-state performance. Compared with other methods, the simulation
results show the effectiveness and advantages of the proposed method.

Keywords: marine surface vessel; backstepping; trajectory tracking; prescribed performance control;
full-state constraints; finite-time; dynamic surface control; disturbance observer

1. Introduction

In recent years, the trajectory tracking control of surface vessels has interested a wide
range of scholars, becoming a theoretical and practical research topic. The trajectory
tracking control problem of marine surface vessels is a typical vessel motion control
problem. Trajectory tracking involves designing a control law and guiding the system to
track the required time reference trajectory. It is of great significance in many scenarios
such as reconnaissance, surveillance, and waypoint navigation.

From the perspective of actual vessel navigation safety, vessel system variables need
to operate under a specific constraint. Once these constraints are violated, it may lead
to system dynamic performance degradation, instability and even dangerous accidents.
In recent years, the barrier Lyapunov function method for dealing with system variable
constraints has been gradually developed [1–9], among which typical reference [6] solves
the trajectory tracking control problem of a class of fully actuated vessel system with output
or full-state constraints, respectively. Furthermore, the barrier Lyapunov function method
can ensure that the system full-state will not violate the constraints, but this method can
only solve the convergence region of the tracking error in theory, and cannot effectively
restrict the dynamic process of the tracking error over time, which makes it difficult to
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satisfy the requirements of the dynamic characteristics of the control system, i.e., it ignores
the transient performance and steady-state error performance of the system.

To solve the dynamic performance constraint problem, the typical solution is the pre-
scribed performance control method. In [10–14], the prescribed performance method is
used to solve the control problem of a class of nonlinear systems with dynamic performance
constraints. In reference [15], the prescribed performance method was applied to the design
of altitude controller and speed controller for morphing aircraft. In reference [16], a new
performance function is constructed to solve finite-time prescribed performance trajectory
tracking problem of dynamic positioning ship. It should be noted that these methods are
for control when time tends to infinity and cannot satisfy the control objective in finite-time.
Reference [17] solves a class of nonlinear system control problems that require dynamic
performance of the system. It constructs a new type of performance function to make
the tracking error converge in finite-time and satisfy the transient and steady-state re-
quirements. However, it does not solve the system state constraint requirements under
the requirement of dynamics.

The above problems can be summarized as the soft constraint problem of the system.
However, the actual system actuator will lead to input saturation constraints due to physical
factors, which can be attributed to the hard constraints of the system. For related work
dealing with input saturation constraint [18–22], they focused on dynamic positioning
(DP) ship system positioning control and underactuated vessel system tracking control
and uncertain nonlinear system design the anti-saturation controller to compensate for
the effects of input saturation. Reference [23] uses the asymmetric saturation approach to
solve a kind of fully actuated surface vessel trajectory tracking problem.

In addition, the unknown time-varying disturbances in the system, including the ex-
ternal and internal uncertainties of the system, are also a problem that cannot be ignored.
Many references do not take the disturbances into consideration in the entire process of
control design. To solve this problem [24] proposed a robust adaptive neural controller
for the dynamic positioning system, where ship unknown model dynamics and time-
varying disturbances are compensated for by adaptive radial basis function (RBF) neural
networks. In the presence of ship unknown dynamic parameters, unavailable velocities,
and unknown time-varying disturbances, while [25] developed an adaptive robust output
feedback controller for the DP system by incorporating adaptive RBF neural networks and
the high-gain observer into the vectorial backstepping method. Reference [26] applied
dynamic sliding mode control method to improve underwater vehicles (UVs) systems
robustness under the effects of the ocean current and model uncertainties, similarly [27],
combined with multiple sliding surfaces to solve a nonlinear single input-single output
(SISO) system with matched and unmatched uncertainties.

From the perspective of nonlinear system design, backstepping is currently an im-
portant method. Backstepping can be combined with many methods, such as barrier
Lyapunov function, prescribed performance, neural network/fuzzy system, sliding mode
control, etc. Combined with the Lyapunov method, the stability of the closed-loop system
can be guaranteed. The control design method in this paper is mainly based on back-
stepping technique, combined with prescribed performance and disturbance observer to
solve the problem of finite time constraint of marine surface vessel trajectory tracking.
The specific contributions of this manuscript can be summarized as follows:

(1) The finite-time full-state prescribed performance method is introduced into the trajec-
tory tracking control of marine surface vessel with full-state constraints.

(2) The generalized inverse of the matrix is used to design the virtual control law.
The auxiliary signal is constructed by the augmented system, and a piecewise smooth
matrix and Nussbaum function are combined to design the control law of the system
under the input saturation constraint.

(3) The fractional order theory is used to construct a fractional order adaptive disturbance
observer to estimate the uncertainties in the system, which improves the robustness
of the system.
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(4) Using Lyapunov analysis method, all the closed-loop system signals are ensured to
be bounded.

The organization structure of this manuscript are as follows: Sections 2 and 3 present
the mathematical symbols, preliminaries and problem formulation used in this manuscript.
Section 4 is the trajectory tracking control design for marine surface vessel. Section 5
simulation verifies the valid of the proposed method in this manuscript. Section 6 is
a discussion. Section 7 presents the conclusions of the full manuscript.

2. Mathematical Symbols and Preliminaries

This section will give the mathematical symbols and related preliminaries that will be
used throughout the manuscript.

2.1. Mathematical Symbols

To facilitate calculation and analysis, |·| is defined as the absolute value of a scalar
or vector, the absolute value of a vector is defined as the absolute value of each element
or each component in the vector, i.e., for a vector a ∈ Rn,

∣∣∣a∣∣∣= [|a1|, · · · , |an|] T . For any
vectors a ∈ Rn and b ∈ Rn, |a|< b means ai < bi(i = 1, 2, · · · , n). λmin(·) and λmax(·)
represents the maximum and minimum values in the eigenvalue vector in a square matrix
(·). In addition, Rn denotes the n-dimensional Euclidean space.

2.2. Preliminaries

Lemma 1. [28] Define N(χi) as the Nussbaum function, V(·) and χi(·) as smooth functions in
[0, t f ), and V(t) ≥ 0, ∀t ∈ [0, t f ), then Vsatisfies the relationship as follows:

V ≤ V(0)e−ct + m
c (1− e−ct)

+ e−ct

γχ

∫ t
0

n
∑

i=1
(εi N(χi)− 1)

.
χie

cτdτ
(1)

where c > 0, γχ > 0, εi > 0 and m is a normal value, then V(·), χi(·), and∫ t
0 Σn

i=1(εi N(χi)− 1)
.
χie

cτdτ are bounded on set [0, t f ). Throughout this manuscript,

N(χ) = eχ2
cos(πχ/2) is considered.

Lemma 2. [22]. For any δ ∈ <+ and x ∈ <, the following inequality holds

0 ≤
∣∣∣x∣∣∣−xtanh

( x
δ

)
≤ κδ, (2)

where κ = 0.2785 satisfies κ = e−(κ+1).

3. Problem Formulation

Figure 1 shows the marine surface vessel (MSV) in its coordinate system [19]. The co-
ordinate system with O as the origin O-X0Y0Z0 is the Earth-fixed frame, also known as
the North-East coordinate system, in which the direction of OX0 axis is north, OY0 axis
is east, and the direction of OZ0 axis is to the Earth center. The coordinate system A-XYZ
with A as the origin is the body-fixed frame, which is also known as the moving coor-
dinate system with the MSV. The origin A can also be called the position of the center
of gravity of the MSV. The AX axis to the forward direction of the MSV, and the AY axis
to the MSV. The right side of the forward direction is perpendicular to the AX axis, and
the AZ axis is perpendicular to the AX axis and the AY axis, respectively. Then the MSV
three-degree-of-freedom model is established as follows.

.
η = J(η)υ
M

.
υ + C(υ)υ+ D(υ)υ = τ(ϕ) + d(t)

y = η
, (3)
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where J(η) = J(ψ), η = [x, y, ψ]T is the NE positions (x, y) and heading ψ ∈ [0, 2π] of
the vessel, respectively; υ = [u, v, r]T is denoted the body-fixed frame velocities (u, v) and
the yaw rate r of the vessel, respectively. R(ψ) is a transformation matrix defined by:

R(ψ) =

 cos ψ − sin ψ 0
sin ψ cos ψ 0

0 0 1

, (4)

with the property ‖R(ψ)‖ = 1 and R−1(ψ) = RT(ψ). M, C(υ) and D(υ) represent
the non-singular positive and definite inertia matrix of symmetric, the Coriolis matrix, and
the damping matrix, respectively. d(t) ∈ R3 is the unknown time-varying disturbances
from the environment, consisting of disturbance forces in surge, sway and moment in yaw.
Considering the physical limitations of the propulsion system, the equivalent control force
and torque of the ship provided by the propulsion system are limited. This problem is
described as:

τi(φi) =


τ+

i , φi > τ+
i

φi , τ−i ≤ φi ≤ τ+
i

τ−i , φi < τ−i

i = 1, 2, 3, (5)

where τ+
i > 0 and τ−i > 0 are the upper and lower bounds of the saturation constraint

of the propulsion system, respectively; φi is the command control signal calculated by
the vessel control law, including the surge control force φ1, the sway control force φ2, and
the yaw control torque φ3.
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Figure 1. The marine surface vessel in coordinate system.

For input saturation constraint (5), we augmented the system (3). For the convenience
of subsequent control design derivation, we defined C = C(υ), D = D(υ) and J = J(η).

Let x1 = η and x2 = υ, then the vessel system model (3) can be written as:

.
x1 = Jx2.
x2 = M−1[g(ϕ)− Cx2 −Dx2 + b]
.

ϕ = −cϕ+ Φ

y = x1

, (6)

Then, g(ϕ) can be expressed as g(ϕ) = τ(ϕ) − µ(ϕ). Where µ(ϕ) is a bounded
function, satisfying ‖µ(ϕ)‖ ≤ µ, and b = µ(ϕ) + d(t), c > 0, and Φ is a auxiliary signal
that we will design next. In this manuscript, a smooth matrix g(ϕ) is introduced to
approximate the non-smooth matrix. However,

.
υ is relatively difficult to relate to g(ϕ),

which is difficult for the actual control input signal design and stability analysis. Therefore,
in order to solve this problem, an augmented system is introduced, i.e., the third Equation
in (6) is introduced.
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To effectively apply backstepping technique, we define g(ϕ) = [g1, g2, g3]
T as:

gi(ϕi) =


τ+

i tanh
(

ϕi
τ+i

)
, ϕi ≥ 0

τ−i tanh
(

ϕi
τ−i

)
, ϕi < 0

(7)

The control objective of this manuscript is the marine surface vessel system (3) with
input saturation constraints and unknown time-varying disturbances, the system output
variable x1 tracks the desired target xd = ηd, and the system variable satisfies the constraint
conditions, i.e., xi = [xi1, xi2, xi3]

T , satisfying
∣∣x1j

∣∣< Kc1j ,
∣∣x2j

∣∣< Kc2j , i = 1, 2; j = 1, 2, 3.
The tracking error of the closed-loop system satisfies the transient and steady-state perfor-
mance in finite-time.

Assumption 1. The unknown time-varying disturbance d(t) is bounded and there is a constant

vector
—
d = [d1, d2, d3]

T
, satisfying

∣∣∣d(t)∣∣∣≤ —
d .

Remark 1. Since the marine environment is constantly changing and has finite energy, the inter-
ference acting on marine surface vessel can be regarded as an unknown time-varying but bounded
signal. Therefore, assumption 1 is reasonable.

Assumption 2. The target trajectory of the vessel is bounded, and there are bounded first-
order, second-order and third-order derivatives

.
ηd, η

(2)
d , η

(3)
d , that is, there is a compact set

Ωηd =
{

η
(n)T
d :

∣∣∣Σ3
n=0

∣∣∣∣∣∣η(n)d

∣∣∣∣∣∣2 ≤ B0

}
⊂ <12, such that [ηT

d ,
.
η

T
d , η

(2)T
d , η

(3)T
d ]

T
∈ Ωηd , where

B0 > 0 ∈ <.

4. Control Design

In this section, we design the trajectory tracking control law for the marine surface
vessel based on the backstepping prescribed performance method to achieve the control
objective. Before the control design, the finite-time performance function is introduced.
The entire control design process consists of three steps. In step 1, select the appropriate
Lyapunov function to design the virtual control law so that the transient and steady-state
performance of the system pose tracking error can satisfy the prescribed requirements; In
step 2, as in step 1, an appropriate Lyapunov function is selected to design a virtual control
law to make the transient and steady-state performance of the system velocity tracking
error can satisfy the prescribed requirements. Further, select an appropriate method so that
the full-state of the system does not violate the constraints, and use an adaptive estimation
method to estimate the bounds of the total disturbances of the system; the last step is to
design auxiliary signals to further design the actual control law. Finally, the stability of
the closed-loop system is analyzed. To clearly describe the entire control design process,
an intuitive control design block diagram is given as shown in Figure 2.
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Before the control design begins, we give the following performance functions definition.

Definition 1. Smooth performance function ρ(t), for any t ≥ Tf , simultaneously satisfies three
properties: (1) ρ(t) > 0; (2)

.
ρ(t) ≤ 0; (3) limt→Tf ρ(t) = ρTf > 0 and ρ(t) = ρTf for any t ≥ Tf ,

ρTf and Tf are arbitrarily small constants and set time, respectively.

According to definition 1, the finite-time performance function is expressed as follows.

ρ(t) =

 (ρ0 − t
Tf
)e

(1−
Tf

Tf −t ) + ρTf , t ∈ [0, Tf )

ρTf , t ∈ [Tf ,+∞)
, (8)

where ρ0 ≥ 1 and ρTf > 0 are design parameters. It is easy to see that the ρ(t) finite-time
performance function satisfies all the properties mentioned in Definition 1. It is easy to see
that (8) satisfies all the properties mentioned in definition 1 and that the initial condition of
ρ(t) is ρ(0) = ρ0 + ρTf . The smoothness proof is given below.

Proof of Smoothness 1. When t ≥ Tf , i ≥ 1, ∂i [ρ(t)]
∂ti = 0 means ∂i [ρ(t)]

∂ti is continuous and

lim
t→T+

f

∂i [ρ(t)]
∂ti = 0. Let ρ0 − t

Tf
= v(t), 1− Tf

Tf−t = t
t−Tf

= w(t), ρ(t) can be rewritten as

ρ(t) = v(t)ew(t) + ρTf . �

(a). Taking the derivative ρ(t) with respect to time t, and using v(t) and w(t) and L
‘Hopital’s rule, we get:

lim
t→T+

f

∂ρ(t)
∂t

= lim
t→T−f

∂ρ(t)
∂t

= 0 (9)

This shows that ∂ρ(t)
∂t is continuous and ρ(t) is differentiable.

(b). Take the second derivative ρ(t) with respect to time t, and we get

∂2ρ(t)
∂t2 =

d2v(t)
dt2 ew(t) + 2

dv(t)
dt

dw(t)
dt

ew(t) + v(t)
d2v(t)

dt2 ew(t) + v(t)
(

dw(t)
dt

)2

ew(t), (10)

where lim
t→T−f

d2v(t)
dt2 ew(t) = 0, lim

t→T−f

dv(t)
dt

dw(t)
dt ew(t) = 0, lim

t→T−f

d2w(t)
dt2 ew(t) = lim

t→T−f

ς2
(t−Tf )

3

e
− t

t−Tf

= 0,

lim
t→T−f

( dw(t)
dt )

2
ew(t) = lim

t→T−f

1
(t−Tf )

4

e
− t

t−Tf

= 0.

Take the limit of Equation (10) at t→ T−f , and we get lim
t→T−f

∂2ρ(t)
∂t2 = 0. Therefore,

∂2ρ(t)
∂t2 = 0 is continuous and ρ(t) is secondarily differentiable.

(c). ∂iρ(t)
∂ti (i = 3, · · · , n− 1) can be expressed as a polynomial of 1

(t−Tf )
r ew(t) and dυv(t)

dtυ ,

so r ≥ 0, υ ≥ 0, and through a and b, and then we get:

lim
t→T−f

ew(t) 1
(t− Tf )

r = lim
t→T−f

1
(t−Tf )

r

e
− t

t−Tf

=
∏r

j=0 (r− j)

Tr
f

lim
t→T−f

ew(t) = 0, (11)

together with lim
t→T−f

ew(t) = lim
t→T−f

div(t)
dti = 0, i = 3, · · ·, n − 1, we can get lim

t→T−f

∂iρ(t)
∂ti = 0.

Similarly, since lim
t→T+

f

∂i
iρ(t)
∂ti = lim

t→T+
f

∂i
iρ(t)
∂ti = 0 leads to ∂iρ(t)

∂ti being continuous, ρ(t) is i times
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differentiable. In this way, by settling i to n, it is easy to know that lim
t→T−f

∂nρ(t)
∂tn = 0 holds.

Therefore, the finite-time performance function ρ(t) is nth differentiable and smooth, and
the proof is complete.

It should be emphasized that the key difference between (8) and
ρ1(t) = (ρ0 − ρ∞)e−vt + ρ∞ or ρ2(t) = coth(εt + γ) − 1 + ρ∞ is the property of finite
time convergence, but the traditional performance functions ρ1(t) and ρ2(t) do not have
this property in [14,29], where ρ0, ρ∞, ε and γ are normal numbers.

4.1. Controller Design

The nonlinear function is introduced as follows

εij(t) = log

(
δij + ξij

δij − ξij

)
, (12)

where 0 < δij ≤ 1, t ∈ [0, ∞), i = 1, 2; j = 1, 2, 3. ξij is defined as ξij =
zij
ρij

. The form of ρij is
shown in (8). Next, an adaptive dynamic surface controller is designed for the augmented
system (6) with backstepping:

Step 1: Considering the first subsystem system in the augmented system (6) and
defining the pose tracking error as follows.

z1j(t) = x1j(t)− xdj(t), j = 1, 2, 3, (13)

where x1j is the j-th component of x1, and xdj is the j-th component of xd. The initial

condition of ρ1j(t) satisfies ρ1j(0) ≥
∣∣∣z1j(0)

∣∣∣=∣∣∣x1j(0)− xdj(0)
∣∣∣.

To satisfy the output tracking error dynamics in the control objective, that is,
−δijρij(t) < zij(t) < δijρij(t), i = 1; j = 1, 2, 3, we select the candidate Lyapunov func-
tion for the first subsystem as follows:

V0 =
1
2

εT
1 ε1, (14)

where ε1 = [ε11, ε12, ε13]
T . From Equation (12), we know that that for

∣∣ξ1j
∣∣< δ1j , V0 is

strictly positive definite and differentiable, then V0 is a valid candidate Lyapunov function.
Following the trajectories of the solutions of (14), taking the derivative with respect to

time t, we get:
V0 = εT

1
.
ε1 (15)

According to Equation (15), the derivative of ε1 is required. Therefore, when i = 1,
the derivative of Equation (12) is obtained:

.
ε1j =

2δ1j
.
ξ1j

δ2
1j − ξ2

1j
(16)

The derivative of ξ1j with respect to time t according to (16) is then obtained:

.
ξ1j =

1
ρ1j

(
.
z1j −

.
ρ1jξ1j) (17)

According to (15)–(17), we get:

.
V0 = εT

1 Λ1(
.
x1 −

.
xd −

.
ρ1ξ1), (18)

where Λ1 = diag
(

δ11
(δ2

11−ξ2
11)ρ11

, δ12
(δ2

12−ξ2
12)ρ12

, δ13
(δ2

13−ξ2
13)ρ13

)
and

.
ρ1ξ1 = [

.
ρ11ξ11,

.
ρ12ξ12,

.
ρ13ξ13]

T .
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For the second subsystem in the augmented system (6), define the velocity tracking
error as follows:

z2j(t) = x2j(t)− α1j(t), j = 1, 2, 3, (19)

where α1j is the output of the first-order filter. To apply the dynamic surface technique, let
the virtual control law Iα1 = [Iα11, Iα12, Iα13]

T ∈ <3 to be designed, which is also the input
of the first-order filter, through the following first-order filter.

π1
.
α1 + α1 = Iα1 , α1(0) = Iα1(0), (20)

where α1 = [α11, α12, α13]
T ∈ <3 is the output state vector of the first-order filter, and

π1 > 0 is the design constant. Meanwhile, we define the boundary layer as follows.

Y1 = α1 − Iα1 (21)

To design the virtual control law Iα1 , we consider the following candidate Lya-
punov function:

V1 = V0 +
1
2

YT
1 Y1 (22)

Following the trajectories of the solutions of (22), take the derivative of V1 with respect
to time t, and substitute Y1 and z2 to obtain:

.
V1 = εT

1 Λ1[J(z2 + Y1 + Iα1)−
.
xd −

.
ρ1ξ1] + YT

1

.
Y1

≤ εT
1 Λ1Jz2 +

1
2 εT

1 Λ1ΛT
1 ε1 +

1
2 YT

1 Y1 + εT
1 Λ1JIα1

−εT
1 Λ1

.
xd − εT

1 Λ1
.
ρ1ξ1 + YT

1

.
Y1

(23)

According to Definition 1, ρ1j is bounded. According to the extreme value theory
of continuous function, it is easy to know that for

∣∣ξ1j
∣∣< δ1j , there is a positive definite

diagonal matrix Λ1 and every element in Λ1 is greater than zero and bounded. Therefore,
there is an invertible matrix Λ−1

1 , so the virtual control law Iα1 is designed as follows:

Iα1 = J−1
(
−K1Λ−1

1 ε1 −
1
2

ΛT
1 ε1 +

.
xd +

.
ρ1ξ1

)
, (24)

where K1 = diag(k11, k12, k13) is a positive definite design matrix, and according to Young’s
inequality, we have the following inequality holds.

1
2

YT
1 Y1 + YT

1

.
Y1 =

(
1
2
− 1

ς1

)
YT

1 Y1 − YT
1

.
Iα1 ≤

(
1
2
− 1

ς1
+

v2
1

ι21

)
YT

1 Y1 +
ι21
4

, (25)

where v1 > 0 is a constant such that v1 ≥ ‖
.
Iα1‖, and ι1 is a constant to be designed.

Substituting the virtual control law Iα1 and (25) into
.

V1 to obtain:

.
V1 ≤ −εT

1 K1ε1 + εT
1 Λ1Jz2 −

(
1
ς1
− 1

2
−

v2
1

ι21

)
YT

1 Y1 +
ι21
4

, (26)

where, item εT
1 Λ1Jz2 in (26) will be eliminated in Step 2.

Step 2: Select the performance function ρ2j(t) for the second subsystem in the aug-
mented system (6) and the initial condition satisfies ρ2j(0) ≥

∣∣z2j(0)
∣∣=∣∣x2j(0)− α1j(0)

∣∣.
According to the error system z2 = x2 − α1, we get:

.
z2 = M−1[g(ϕ)− Cx2 −Dx2 + b]− .

α1 (27)
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For the third subsystem in the augmented system (6), the error vector z3 is defined
as follows:

z3 = g(ϕ)− α2, (28)

where α2 = [α21, α22, α23]
T ∈ <3 is the output state vector of the first-order filter. Similarly,

in order to apply dynamic surface technique, we let the virtual control law to be designed
also be the input Iα2 = [Iα21, Iα22, Iα23]

T ∈ <3 of the first-order filter through the following
first-order filter.

π2
.
α2 + α2 = Iα2 , α2(0) = Iα2(0), (29)

where π2 > 0 is the design constant.

Remark 2. The state differential term αi of the filter can be obtained directly from (Iαi − αi)/πi
to replace the first derivative term of Iαi (i = 1, 2). That is to say, in the process of traditional
backstepping design, this fraction replaces

.
αi. The purpose of doing this is to replace differential

operation by simple algebraic operation, which simplifies the structure of the control law and makes
it easier for engineering implementation.

We define the boundary layer as follows:

Y2 = α2 − Iα2 (30)

From assumption 1, it can be known that the time-varying disturbance b ∈ <3 satisfies
|b| ≤ σ . Since M is a positive definite symmetric matrix, we set M−1

∣∣b∣∣≤ M−1σ = θ , and

define
^
θ and

~
θ =

^
θ− θ as the estimation vector and estimation error vector of θ.

To design the virtual control law Iα2 and the adaptive law

.
^
θ, we consider the candidate

Lyapunov functions as follows:

V2 =
1
2

εT
2 ε2 +

1
2

YT
2 Y2 +

1
2γθ

~
θ

T ~
θ, (31)

where ε2 = [ε21, ε22, ε23]
T , γθ > 0 is the adjustable parameter. It can be seen from

Equation (12) that V2 is strictly positive definite and differentiable for
∣∣ξ2j
∣∣< δ2j , then

V2 is also a valid candidate Lyapunov function. Following the trajectories of the solutions
of (31), take the derivative of V2 with respect to time t, and we can obtain:

.
V2 = εT

2
.
ε2 + YT

2

.
Y2 +

1
γθ

~
θ

T
.
^
θ (32)

We first deal with the derivative of
.
ε2. When i = 2, taking the derivative of Equation (12),

we get:

.
ε2j =

2δ2j
.
ξ2j

δ2
2j − ξ2

2j
(33)

Then take the derivative of ξ2j with respect to time t according to (33), and get:

.
ξ2j =

1
ρ2j

(
.
z2j −

.
ρ2jξ2j) (34)

According to (28), (30), and (32)–(34), we can get:
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.
V2 = εT

2 Λ2[M−1(g(ϕ)− Cx2 −Dx2 + b)− .
α1 −

.
ρ2ξ2] + YT

2

.
Y2 +

1
γθ

~
θ

T
.
^
θ,

= εT
2 Λ2[M−1(z3 + Y2 + Iα2 − Cx2 −Dx2 + b)− .

α1 −
.
ρ2ξ2] + YT

2

.
Y2 +

1
γθ

~
θ

T
.
^
θ

≤ εT
2 Λ2M−1Iα2 − εT

2 Λ2M−1[Cx2 + Dx2 − b + M
.
α1 + M

.
ρ2ξ2]

+εT
2 Λ2M−1z3 +

1
2 εT

2 Λ2M−1(M−1)
T

ΛT
2 ε2 +

1
2 YT

2 Y2 + YT
2

.
Y2 +

1
γθ

~
θ

T
.
^
θ

, (35)

where:

Λ2 = diag
(

δ21
(δ2

21−ξ2
21)ρ21(t)

, δ22
(δ2

22−ξ2
22)ρ22(t)

, δ23
(δ2

23−ξ2
23)ρ23(t)

)
,

.
ρ2ξ2 = [

.
ρ21ξ21,

.
ρ22ξ22,

.
ρ23ξ23]

T .

Similarly, according to definition 1, ρ2j is bounded. According to the extreme value
theory of continuous functions, it is easy to know that for

∣∣ξ2j
∣∣< δ2j , Λ2 is a positive definite

diagonal matrix and each element in Λ2 is greater than zero and bounded. Therefore, there
is an invertible matrix Λ−1

2 , and using Lemma 2, we have the following inequality holds:

εT
2 Λ2M−1b ≤

3

∑
j=1

∣∣ε2j
∣∣Λ2jθj ≤

3

∑
j=1

[
ε2j tan h

(
ε2j

l

)
Λ2jθj + κlΛ2jθj

]
= εT

2 Tanh
( ε2

l

)
Λ2θ+ d′ (36)

In inequality (36), Tanh( ε2
l ) = diag(tan h( ε21

l ), tan h( ε22
l ), tan h( ε23

l )) and
d′ = κlΣ3

j=1Λ2jθj. Then inequality (35) can be written as:

.
V2 ≤ εT

2 Λ2M−1Iα2 − εT
2 Λ2M−1[Cx2 + Dx2 + M

.
α1 + M

.
ρ2ξ2

]
+εT

2 Λ2M−1z3 +
1
2 εT

2 Λ2M−1(M−1)
T

ΛT
2 ε2 +

1
2 YT

2 Y2 + YT
2

.
Y2

+εT
2 Tanh

( ε2
l
)
Λ2θ+ d′ + 1

γθ

~
θ

T
.
^
θ

(37)

According to the Moore-Penrose generalized inverse (εT
2 )

+ of matrix εT
2 , yields:

εT
2 (ε

T
2 )

+
=

{
0, if ε2 = 03×1
1, otherwise

(38)

When εT
2 (ε

T
2 )

+
= 0, we know that ε2 = 03×1, which means that when ε2i = 0,

according to Equation (12), we know that ξ2j = 0, that is, z2j = 0, j = 1, 2, 3. Then, when

z2j = 0 and
.

V2 = −Σ3
j=1k1jε

2
1j ≤ 0, the pose tracking error will converge to the prescribed

region in finite time Tf . When εT
2 (ε

T
2 )

+
= 1, it can be known that ε2 6= 03×1. We design

the virtual control law and adaptive law of the second subsystem as follows:

Iα2 = −MΛ−1
2 (εT

2 )
+

εT
1 Λ1Jz2 −MK2Λ−1

2 ε2 − 1
2 (M

−1)
T

ΛT
2 ε2

+Cx2 + Dx2 + M
.
α1 + M

.
ρ2ξ2 −MTanh

( ε2
l
)^
θ

, (39)

.
^
θ = γθ

[
Tanh

( ε2

l

)
Λ2ε2 − λθ

^
θ

]
, (40)

where K2 = diag(k21, k22, k23) is a positive definite design matrix, and λθ > 0 is a constant
design parameter.

In summary, we define the following function:

H(z2) =

{
0, z2 = 03×1
1, otherwise

(41)
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Finally, the virtual control law Iα2 and adaptive law

.
^
θ of the second subsystem are

expressed as follows:

Iα2 = H(z2)

 −MΛ−1
2 (εT

2 )
+

εT
1 Λ1Jz2 −MK2Λ−1

2 ε2 − 1
2 (M

−1)
T

ΛT
2 ε2

+C(x2)x2 + D(x2)x2 + M
.
α1 + M

.
ρ2ξ2 −MTanh

( ε2
l
)^
θ

, (42)

.
^
θ = H(z2)

[
γθ

(
Tanh

( ε2

l

)
Λ2ε2 − λθ

^
θ

)]
(43)

Using Young’s inequality again, the following inequality holds:

1
2

YT
2 Y2 + YT

2

.
Y2 =

(
1
2
− 1

ς2

)
YT

2 Y2 − YT
2

.
Iα2 ≤

(
1
2
− 1

ς2
+

v2
2

ι22

)
YT

2 Y2 +
ι22
4

, (44)

−
~
θ

T ^
θ = −

~
θ

T
(

~
θ+ θ) ≤ −1

2

~
θ

T ~
θ+

1
2

θTθ, (45)

where v2 > 0 is a constant such that v ≥ ‖
.
Iα2‖, and ι2 is a constant to be designed.

Substituting (42)–(45) into (37) yields:

.
V2 ≤ −εT

2 K2ε2 −
(

1
ς2
− 1

2
−

v2
2

ι22

)
YT

2 Y2 −
λθ

2

~
θ

T ~
θ+

λθ

2
θTθ+

ι22
4
+ d′ − εT

1 Λ1Jz2 + εT
2 Λ2M−1z3, (46)

where εT
2 Λ2M−1z3 in inequality (46) will be eliminated in Step 3. To satisfy the re-

quirements of the full-state xi of the vessel system, that is,
∣∣xij
∣∣< Kcij , (i = 1, 2; j = 1, 2, 3).

In practical application, the boundary vector Kci = [Kci1, Kci2, Kci3]
T of state xi and the de-

sired boundary vector ∆i = [∆i1, ∆i2, ∆i3]
T of state xi are usually given, and the boundary

vector error can be expressed as Kbi = [Kbi1, Kbi2, Kbi3]
T = Kci − ∆i. To make the state

xi of the system satisfy the constraint conditions, we guarantee that the tracking error
satisfies −Kbij ≤ zij ≤ Kbij. Then we only need to select the performance parameters δij
and ρij(0) to satisfy 0 < δijρij(0) < Kbij, and then the full state of the ship system can
satisfy the constraint condition

∣∣xij
∣∣< Kcij .

Remark 3. The constraints can be satisfied by selecting appropriate performance parameters, so
that the designed method does not need to add additional designs, such as set invariance theory [30],
the model-predictive control theory [31], and barrier Lyapunov function [1], can solve the problem
of the system full-sate constraints, which makes the controller structure, parameters, and stability
prove more concise.

Step 3: In this step, we will design the actual control law for Φ. Then, according to
system (6) and Equation (28), we have

.
z3 = −cΘϕ+ ΘΦ− .

α2, (47)

where Θ = diag(}1,}2,}3). In order to obtain the auxiliary signal Φ, while simplifying
the control design and analysis, and avoiding calculating Θ−1, we introduce the Nussbaum
function matrix N = diag(N1(χ1), N2(χ2), N3(χ3)).

Nj(χj) = χ2
j cos χj, (48)

.
χj = γχΦjz3j, (49)

with γχ > 0.
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For the third subsystem in the augmented system (6), we consider the following
candidate Lyapunov function:

V3 =
1
2

zT
3 z3 (50)

Following the solution trajectory of (50), and taking the derivative of V3 with respect
to time t and substitute

.
z3 into it

.
V3, we get:

.
V3 = zT

3
(
−cΘϕ+ ΘΦ− .

α2
)

= zT
3 (−K3z3 − (M−1)

T
ΛT

2 ε2 −
—
Φ + ΘΦ)

(51)

Finally, we design the control law for Φ as follows.

Φ = N
—
Φ, (52)

—
Φ = −K3z3 + cΘϕ+

.
α2 − (M−1)

T
ΛT

2 ε2, (53)

where K3 = diag(k31, k32, k33) is a positive definite design matrix. Further derivation of
Equation (51) gives:

.
V3 = zT

3 (−K3z3 −ΛT
2 ε2 −

—
Φ + ΘΦ)

= −zT
3 K3z3 − zT

3 (M
−1)

T
ΛT

2 ε2 + zT
3 (ΘΦ−

—
Φ)

= −zT
3 K3z3 − zT

3 (M
−1)

T
ΛT

2 ε2 +
1

γχ

3
∑

i=1
[}i Ni(χi)− 1]

.
χi

(54)

Combining (26), (46) and (54), we can obtain:

.
V ≤ −εT

1 K1ε1 −
(

1
ς1
− 1

2 −
v2

1
ι21

)
YT

1 Y1 − εT
2 K2ε2 −

(
1
ς2
− 1

2 −
v2

2
ι22

)
YT

2 Y2

− λθ
2

~
θ

T ~
θ− zT

3 K3z3 +
1

γχ

3
∑

i=1
[}i Ni(χi)− 1]

.
χi + d′ f

, (55)

where d′ f =
ι21+ι22

4 + λθ ||θ||2
2 + d′.

Next, the main stability analysis results are given. We will prove that the designed

virtual control law Iαi (i = 1, 2), control law for Φ and adaptive law

.
^
θ can guarantee

the stability of the system, and all signals of the closed-loop system are uniformly ultimately
bounded.

Theorem 1. Under the conditions of assumption 1 and assumption 2, consider the nonlinear system
of the marine surface vessel (3) with input saturation constraint and time-varying uncertainty
disturbances. Then, under the virtual control law (24), (42), actual control law for Φ(52) and
adaptive law (43), by appropriately selecting the positive definite design parameter matrix K1, K2, K3
and positive design parameters ςi, ιi, vi, i = 1, 2, and γχ, the system has the following properties.

(1) The tracking error z1j = x1j − xdj and z2j = x2j − α1j of the vessel system satisfy
the convergence to the prescribed set in finite time, and simultaneously satisfies
the requirements of transient performance and steady-state performance. In addition,
the full-state vectors of the system always satisfy the given constraint conditions, that
is, xi satisfies

∣∣xij
∣∣< Kcij , (i = 1, 2; j = 1, 2, 3).

(2) All signals in a closed-loop system are bounded.
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Proof of Theorem 1. (1) From inequality (55), it can be seen that if appropriate design

parameters ςi, ιi, vi are selected to ensure that β∗i = 1
ςi
− 1

2 −
v2

i
ι2i

> 0, i = 1, 2, then
.

V satisfies
.

V ≤ −lV + C +
1

γχ

3

∑
i=1

[}i Ni(χi)− 1]
.
χi, (56)

and l = min
{

2λmin(K1), 2β∗1, 2λmin(K2), 2β∗2, λθγθ , 2λmin(K3)
}

> 0, C = d′ f > 0 are
constant. According to the lemma in reference [1], it can be further known that for ∀t ≥ 0,
such that

∣∣ξij
∣∣< δij , that is,

∣∣∣ zij
ρij

∣∣∣< δij . In other words, the tracking error of the system
satisfies the prescribed transient and steady-state performance requirements. By selecting
appropriate performance parameters δij and ρij(0) to satisfy 0 < δijρij(0) < Kbij, the full-
state xi of the system can satisfy the constraint condition

∣∣xij
∣∣< Kcij , (i = 1, 2; j = 1, 2, 3).

(2) Multiplying both sides of inequality (56) by elt and integrating (56) on [0, t] produces:

0 ≤ V(t) ≤ Γ(t) = V(0)e−lt +
C
l
(1− e−lt) +

e−lt

γχ

∫ t

0

3

∑
i=1

(}i Ni(χi)− 1)
.
χie

ltdτ, (57)

where V(0) = 1
2‖ε1(0)‖2 + 1

2‖Y1(0)‖2 + 1
2‖ε2(0)‖2 + 1

2‖Y2(0)‖2 + 1
2γθ
‖

^
θ(0)− θ‖

2

+ 1
2‖z3(0)‖2.

From inequality (57) and Lemma 1, we know that Γ(t) and χi are bounded, and
according to the expression of V(t), we know that Y1j, Y2j, θ̃j and z3j, j = 1, 2, 3 are also
bounded. According to assumption 2,

∣∣ξ1j
∣∣< δ1j , J−1 are bounded and the properties of

the performance function show that Iα1j is bounded. Then according to the definition
of Y1j, it can be known that α1j is bounded, and further that the derivative of α1j is also
bounded. Since Λi is a positive definite diagonal matrix and each diagonal element is

greater than zero and bounded with Λij ≥
δij

(δ2
ij−ξ2

ij)ρij
, it means that Λ−1

ij is also bounded. If
.
α1j is bounded, the hyperbolic tangent function is bounded,

∣∣ξ2j
∣∣< δ2j and θ̃j conclude that

θ̂j is bounded to know that Iα2j is bounded, then according to the definition of Y2j, it can be
known that α2j is bounded, and further that the derivative of α2j is also bounded. From

the fact that θ̂j is bounded, we know that
.
θ̂ j is also bounded. From the fact that |gi(ϕi)|,∣∣∣ ∂gi(ϕi)

∂ϕi

∣∣∣, ∣∣∣ ∂gi(ϕi)
∂ϕi

ϕi

∣∣∣, z3j,
.
α2j and ε2j are bounded, we know that Φj is bounded. In addition,

we know that Φj is bounded according to χi, and then we know that the control signal ϕj
is bounded according to the third subsystem in the system (6). Therefore, all signals of
the closed-loop system are bounded. The proof is thus complete. �

Remark 4. The boundedness of |gi(ϕi)|,
∣∣∣ ∂gi(ϕi)

∂ϕi

∣∣∣, and
∣∣∣ ∂gi(ϕi)

∂ϕi
ϕi

∣∣∣can be obtained by
the following expression

|gi| =
{ ∣∣τ+

i tan h(ϕi/τ+
i )
∣∣ ≤∣∣τ+

i

∣∣, ϕi ≥ 0∣∣τ−i tan h(ϕi/τ−i )
∣∣ ≤∣∣τ−i ∣∣, ϕi < 0

, (58)

∣∣∣∣ ∂gi
∂ϕi

∣∣∣∣ =

∣∣4/S2

1

∣∣ ≤ 1, ϕi > 0
1, ϕi = 0∣∣4/S2

2

∣∣ ≤ 1, ϕi < 0
, (59)

∣∣∣∣ ∂gi
∂ϕi

ϕi

∣∣∣∣ =

∣∣4ϕi/S2

1

∣∣ ≤ ∣∣τ+
i /2

∣∣, ϕi > 0
0, ϕi = 0∣∣4ϕi/S2

2

∣∣ ≤ ∣∣τ−i /2
∣∣, ϕi < 0

, (60)

where S1 = eϕi/τ+i + e−ϕi/τ+i and S2 = eϕi/τ−i + e−ϕi/τ−i .
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Remark 5. Similar to [17], by appropriately selecting the controller parameters, the tracking error
will converge to a prescribed area within finite-time Tf . In particular, the larger K1, K2, K3 and λθ ,

and the smaller ςi,
v2

i
ι2i

, i = 1, 2, will provide a sufficiently small tracking error, but the control input

signal will be larger. Therefore, the control parameters should be adjusted reasonably, and a trade-off
should be made between improving the tracking performance and satisfying the input saturation
constraint. In addition, theorem 1 shows that all closed-loop signals are bounded and will not violate
the full-state constraints, and the upper bound of the total disturbances of the system is estimated
and compensated by adaptive law (40). Therefore, the controller is robust to finite disturbances.

Remark 6. Comparing (26) with the semi-global practical finite-time stability lemma proposed in
reference [32], it is easy to find that the sufficient conditions provided are simpler and less restrictive.
Specifically, the settling times Ts1, Ts2, Ts3, Ts4 and Ts5 in references [33–37] are given as follows:

Ts1 ≤
V1−β(x(0))−

(
v

1−ρ

) 1−β
β

(1− β)ρa
= Ts1, (61)

Ts2 ≤
V(x0)

1−b2

b1 − b1b2
= Ts2, (62)

Ts3 ≤
d3d4d6 − d3d4d5 + d1d2d6 − d1d3d6

(d1d2 − d1d3)(d4d6 − d4d5)
= Ts3, (63)

Ts4 ≤
ln
(

h3+h1V(x0)
1−h2

h3

)
h1 − h1h2

= Ts4, (64)

Ts5 ≤
V(x(t0), z(t0)

1−℘2)

℘1λ℘2
min(L1)(1− ℘2)

= Ts5, (65)

where a > 0, 0 < β < 1, v > 0, 0 < ρ < 1, d1 > 0, d4 > 0, b1 > 0, 0 < b2 < 1,
h1 > 0, 0 < h2 < 1, h3 > 0, L1 ∈ <n×n, 0.5 < ℘2 < 1, ℘1 = min

{
22℘2−1k1, 22℘2−1k3

}
and

parameters k1 > 0 and k3 > 0 and x(0), x0, x(t0), z(t0) as initial conditions. In addition,
d2, d3, d5 and d6 are positive odd numbers and satisfy d2 > d3, d6 < d5. From (61)–(65),
the settling time of the above five inequalities are all related to system parameters, initial
conditions or design parameters. However, according to Equation (8), the set time Tf given
in this article does not depend on the initial conditions and design parameters, that is
to say, it can be set to any value. It means that the convergence time Tf can be selected
to be smaller than Tsi, i = 1, 2, 3, 4, 5 that is, the proposed method makes the tracking
error convergence faster than [33–37]. In addition, not only can a shorter settling time be
specified, but also the transient and steady-state performance of the tracking error, such as
the maximum overshoot and steady-state error.

4.2. Fractional Order Disturbance Observer Design

In the above-mentioned control design, an adaptive method is used to estimate
the upper bound of the system disturbance, which is somewhat conservative. At the same
time, in the field of control engineering, the theory of fractional calculus has been con-
tinuously developed. People have found that fractional calculus can well describe some
non-classical phenomena in natural science and its engineering applications. Inspired
by the reference [19] and the application of fractional calculus control, this manuscript
designs an adaptive observer based on the fractional calculus control theory to observe
the disturbances in the marine surface vessel system.
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According to the definition of Caputo fractional derivative [38] and Mittag-Leffler
stability [39], combined with the design method of the adaptive disturbance observer [19],
the following fractional adaptive disturbance is designed:

^
b = D1−β(q(t) + K0Mx2), (66)

where
^
b ∈ <3 is the estimation value of b(t), D1−β is the Caputo fractional derivative of

1− β order, q(t) = [q1, q2, q3]
T is the auxiliary state vector of the disturbance observer,

and K0 = diag(k01, k02, k03) is a positive definite design matrix. Then the derivative of
the auxiliary state vector q(t) is:

.
q(t) = −K0[−Cx2 −Dx2 + τ(ϕ) +

^
b] (67)

To test the performance of the observer, it is necessary to analyze the stability of
the observer. Therefore, it is necessary to analyze the error between the actual value b

of the total disturbance and its observed value
^
b. Before the analysis, we need to further

discuss, divided into time-varying disturbance b is slow changing and non-slow changing.
When considering that b is slowly changing, that is,

.
b = 0; when considering that b is not

slowly changing and has a finite rate of change, satisfying
∣∣∣∣Dβb

∣∣∣∣≤ ℘ .

Define the disturbance observation error as
~
b =

^
b− b, and take the β order Caputo

derivative on both sides of the observer error, we can obtain the equation as follows.

Dβ
~
b = Dβ(

^
b− b) = −K0

~
b− Dβb, (68)

when b changes slowly, Dβ
~
b = −K0

~
b, and when b does not change slowly,

Dβ
~
b = −K0

~
b− Dβ

~
b. The solution of the above equation can be based on Mittag-Leffler

stability, and then the observation error is convergent.

Remark 7. When β = 1 is considered, Dβ is the first derivative of integer order, and Equation (68)

becomes
.
~
b = −K0

~
b−

.
b, which is similar to the method of adaptive disturbance observer proved

in [19]. When
.
b = 0, consider choosing Lyapunov function Vb = 1

2

~
b

T ~
b, such that

.
Vb ≤ −λmin(K0)

~
b

T ~
b; When

.
b 6= 0,

∣∣∣∣∣∣ .
b
∣∣∣∣∣∣≤ b , also chose the Lyapunov function Vb = 1

2

~
b

T ~
b,

such that
.

Vb ≤ −[λmin(K0)− 1
2 ]

~
b

T ~
b + 1

2 b
2

and K0 satisfies λmin(K0) >
1
2 , then the adaptive

disturbance observer is practical stable.

In summary, an adaptive dynamic surface finite-time constrained control law for
marine surface vessel with fractional-order adaptive disturbance observer can be obtained

Iα1 = J−1
(
−K1Λ−1

1 ε1 − 1
2 ΛT

1 ε1 +
.
xd +

.
ρ1ξ1

)
,

Iα2 = H(z2)

 −MΛ−1
2 (εT

2 )
+

εT
1 Λ1Jz2 −MK2Λ−1

2 ε2 − 1
2 (M

−1)
T

ΛT
2 ε2

+C(x2)x2 + D(x2)x2 + M
.
α1 + M

.
ρ2ξ2 −

^
b

,

Φ = N
—
Φ,

—
Φ = −K3z3 + cΘϕ+

.
α2 − (M−1)

T
ΛT

2 ε2,
^
b = D1−β(q(t) + K0Mx2)

(69)

5. Simulations

To illustrate the effectiveness of the finite-time constraint controller designed in this
manuscript based on the backstepping dynamic surface technique, we will carry out
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numerical simulations on the control method in the MATLAB environment. The ship
model under consideration is a 1:70 model Cybership II designed by the Norwegian
University of Science and Technology. The specific parameters are shown in Table 1.

The simulation verification is carried out from four aspects:

(1) Comparison from different control methods.
(2) Comparison of tracking effects from different fractional derivatives.
(3) Comparison of observation effects from different disturbances.
(4) Comparison from different settling time Tf.

For the finite-time constraint method based on backstepping dynamic surface pro-
posed in this manuscript, without loss of generality, we introduce the standard backstep-
ping method and PD method to make a comparison.

Table 1. The CyberShip II Parameters.

The CyberShip II parameters

Mass m = 23.8000

Center of gravity xg = 0.0460

Torque Iz = 1.7600

Hydrodynamic force coefficients

Xu = −0.7225 X .
u = −2.0000 Yv = −0.8612

Y .
v = −10.0000 Yr = 0.1079 Y.

r = 0.0000
Nr = −0.5000 N .

r = −1.0000 Nv = 0.1052
N .

v = 0.0000 X|u|u = −1.3274 Xuuu = −5.8664
Y|v|v = −36.2832 N|v|v = 5.0437 N|r|v = 5.0000

Y|r|v = 2.0000 Y|r|r = 3.0000 N|r|r = 0.8000
N|v|r = 0.5000 Y|v|r = 1.0000

For the standard method, the constraints and prescribed performance in step 1 and
step 2 are removed respectively, and the input saturation constraint is removed. Then
the virtual control law, the actual control law and the disturbance observer are designed
as follows: 

α = J−1(
.
ηd −K1z1)

τ = Cυ + Dυ + M
.
α−K2z2 − JTz1 −

^
d

^
d = D1−β(q + K0Mυ)
.
q = −K0[−Cυ−Dυ + τ + D1−β(q + K0Mυ)]

(70)

For PD method, we design the following control law:

τPD = −Kpz1 −Kd
.
z1, (71)

where the design parameters in (70) and (71) are given later. Before the numerical simula-
tion, the target trajectory tracked by the vessel, the time-varying disturbance that the vessel
is subjected to, the relevant constraints and the relevant control parameters are given first.

Let x1 = η, x2 = υ and xd = ηd. According to the reference [40], we set the following
target trajectory:

xd =

 xd1(t) = (4 sin 0.2t)m
xd2(t) = (2.5(1− cos 0.2t))m
xd3(t) = (0.2 sin t)rad

 (72)

In order to simulate the disturbance under actual conditions, we adopt the same
method as in reference [40] to approximate the time-varying disturbance the vessel is
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subjected to by superposition of a group of triangular waves. The disturbance is selected
as follows:

d(t) =

 d1(t) = (0.25 sin 0.2t + 0.2 sin t + 0.3 sin 2t + 0.2)(N)
d2(t) = (0.25 sin(0.2t− π

6 ) + 0.2 sin 3t + 0.15 cos t− 0.1)(N)
d3(t) = (−0.2 sin(0.9t + π

3 )− 0.45 sin 0.1t− 0.2 cos 3t)(Nm)

 (73)

The initial position and velocity of the marine surface vessel are set as
x1 = [0.5 m, 0.5 m,π/50 rad]T and x2 = [0 m/s, 0 m/s, 0 rad/s]T, respectively. The initial

value of disturbance estimation is set as
^
b(0) = [−0.2 N,−0.2 N, 0 Nm]T. The full-state con-

straints of the system are respectively vessel pose constraint Kc1 = [5.65 m, 5.7 m, 0.28 rad]T,
vessel velocity constraint Kc2 = [1.8 m/s, 1 m/s, 0.45 rad/s]T, pose error constraint
Kb1 = [1.65 m, 0.7 m, 0.08 rad]T, and velocity error constraint Kb2 = [1 m/s, 0.5 m/s, 0.25 rad/s]T.
The range of control force and torque is τ1 ∈ [−50 N, 50 N], τ2 ∈ [−30 N, 30 N] and
τ3 ∈ [−10 Nm, 10 Nm]. The finite-time performance function are selected as ρ110 = 1.525,
ρ11Tf = 0.125; ρ120 = 0.575, ρ12Tf = 0.125; ρ130 = 0.074, ρ13Tf = 0.006; ρ210 = 0.75,
ρ21Tf = 0.25; ρ220 = 0.375, ρ22Tf = 0.125; ρ230 = 0.1875, ρ23Tf = 0.0625; Tf = 4s.

In the simulation case, the same control parameters are used for the first two overall
controls based on the backstepping method: K1 = diag(3, 3, 1), K2 = diag(50, 45, 45),
K3 = diag(120, 120, 120). The parameters of the fractional disturbance observer and
the order of the fractional derivative are set to K0 = diag(3, 3, 3) and β = 0.7, respectively.
The PD controller parameters are selected as Kp = diag(15, 15, 25), Kd = diag(50, 60, 60).
Other parameters are set to γχ = 10−5.5, β∗2 = 1

2 , δij = 1(i = 1, 2; j = 1, 2, 3). For reasonable
comparison, µ(ϕ) is assumed to be 0 and the simulation time is set to 30 s.

(1) For comparison from different methods, the simulation results are shown in Figures 3–11.
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Figure 5. Pose tracking error of the vessel under three control methods.

Figure 3 shows the XY plane position of the ship under three control methods. It
can be clearly seen from the overall and partial enlarged pictures that the tracking
effect of the method proposed in this manuscript is better than that of the standard
backstepping method and PD control method. Further, it can be seen from Figure 4
that the proposed method can make the vessel pose (surge x11, sway x12 and yaw x13)
fast track the target trajectory (surge xd1, sway xd2 and yaw xd3) within 0–5 s, and
it can also be seen that the pose tracking curves under this control method do not
exceed the preset constraints Kc1.
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Figure 5 shows the pose tracking error of the vessel under the three control
methods. From the figure, it can be seen that when the set time Tf = 4 s, the pro-
posed enables the pose tracking error to converge quickly in finite-time and satisfies
the transient and steady-state performance and does not violate the preset constraints
Kb1, while the standard backstepping method and PD control method cannot ensure
that each pose tracking error quickly converges to the prescribed set.
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Figure 6 corresponds to the velocity tracking of the vessel under the three control
methods. It can be seen from the figure that the proposed method can make the vessel
velocity (surge velocity x21, sway velocity x22 and yaw velocity) fast track the target
trajectory at around 0 s–5 s, and the vessel velocity tracking curve under the proposed
control method does not exceed the preset constraint Kc2.

Figure 7 corresponds to the velocity tracking error of the vessel under the three
control methods. From Figure 7, when the set time Tf = 4 s, the proposed method
makes the velocity tracking error quickly converge to the prescribed set within finite-
time and satisfies the transient and steady-state performance and does not violate
the preset constraint Kb2. Although the velocity tracking error of the standard method
is within the constraint (−δ13ρ13(t), δ13ρ13(t)), the error convergence speed is slower
than the proposed method, when Tf = 4 s. For the PD control method, the surge veloc-
ity and sway velocity tracking errors cannot converge quickly to the prescribed set. In
addition, although both of these methods satisfy the constraint interval to some extent,
they cannot theoretically satisfy the prescribed error performance requirements.
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Figure 8 shows the control force curves of the three control methods. It can be seen that
the system model is augmented, and the piecewise smooth hyperbolic tangent function and
Nussbaum function are used in combination with the third subsystem of the augmented
system to solve the control law, thus effectively dealing with the input saturation constraint
problem. It can be seen from the figure that the surge force τ1, sway force τ2 and yaw
moment τ3 of the vessel do not exceed the constraint range, and the standard method
cannot effectively deal with the input saturation problem.

Figure 9 shows the disturbance estimation at fractional order β = 0.7. It can be seen
from the figure that the disturbance estimation value under both the standard method and
the proposed method can be well close to the true value of the disturbance. However, it can
be further seen from Figure 10 that the estimation effect of the proposed method is obvious,
and the estimation error is stable within the numerical range around 0–1.5 s. Figure 11
shows the variation of Nussbaum parameters.

The simulation results in Figures 3–11 show that the proposed control method can
make the vessel full-state within the specified constraint range, and the tracking error can
satisfy the transient and steady-state performance requirements in finite-time.

(2) Comparison of tracking effects from different fractional derivatives
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For (1), we set the fractional order β = 0.7, and this part will continue to analyze
the performance of fractional adaptive disturbance observer. Derivative order β = 0.8
and β = 0.9 are set respectively. For further comparison, integer order β = 1 is introduced
into simulation verification. The initial value of the system, the full-state constraints range,
the force and moment constraints range and the control parameters remain unchanged,
and the observer parameters remain unchanged. The simulation results are shown in
Figures 12–18.

Figures 12–15 respectively show the vessel pose tracking, pose tracking error, ve-
locity tracking and velocity tracking error under different orders. It can be seen from
Figures 12 and 14 that the pose tracking and velocity tracking are almost the same, when
the fractional derivative orders β = 0.8, β = 0.9 and β = 1.0. Furthermore, it can be seen
from Figures 13 and 15 that when order β = 0.9, the steady-state error of pose tracking and
velocity tracking of the vessel is closer to zero and has better steady-state performance.
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Figure 16 shows the control force change curves under the action of three fractional
orders. It can be seen that when β = 0.8, β = 0.9 and β = 1.0, the control force curves
of three-degree-of-freedom do not exceed their respective constraints, that is, they satisfy
τ1 ∈ [−50 N, 50 N]τ2 ∈ [−30 N, 30 N] and τ3 ∈ [−10 Nm, 10 Nm]. However, when β = 0.9,
the decreasing trend of the control force is obviously faster than β = 0.8 and β = 1.0,
indicating that the fractional disturbance observer can better compensate the system
uncertainties when β = 0.8.
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It can be seen from Figure 17 that the disturbance observer is highly sensitive to
the changes in the vessel system disturbance and can accurately compensate for the distur-
bance in the system in a short time, which improves the vessel system. From the local plots
of the disturbance estimation error corresponding to the three sub-graphs in Figure 18, it
can be seen that the similar transient response and tracking convergence can be obtained
by changing the fractional derivative order of the observer, which indicates that the distur-
bance observer designed in this manuscript has good robustness to system disturbances. In
fact, compared to the integer-order disturbance observer, the observation result of the frac-
tional disturbance observer has a relatively small static error, because reducing β is to
reduce the order of the fractional integrator in the fractional differentiator. The reduction
of the order β will speed up the estimation, especially when the fractional order is β = 0.9,
the steady-state error is the smallest.
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(3) Comparison of observation effects from different disturbances.

To better reflect the observation performance and to be closer to the real disturbance,
we adopt the disturbance expression form according to the reference [23], where the wave
drift force di = ωi+3; ωi, ωi+3(i = 1, 2, 3) are the Gaussian white noise process, related
parameters kω1 = 1.5, kω2 = 1.0, kω3 = 0.5,ωei = 1.2 and λi = 1.5. The observer
parameters remain unchanged. Set the derivative order β = 0.8, β = 0.9, β = 1.0. Other
control parameters remain unchanged, the simulation time is set to 200 s, and the simulation
result is shown in Figure 19.
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From Figure 19, it can be clearly seen that the observation effect in the case of order
β = 0.9 is closer to the true value than that in the case of β = 0.8 and β = 1.0, which
further verifies that for the disturbance observer of integer order, the observation result
of fractional order disturbance observer has relatively small static error, and lowering
the value of β will accelerate the estimation. The simulation verification in (2) and (3)
shows that under the condition of system disturbance, the proposed control method can
compensate the disturbance in the system quickly and effectively by using fractional order
adaptive disturbance observer.
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Figure 20 shows the change curves of control force under different disturbances and
different fractional orders. Similarly, it can be seen that when β = 0.8, β = 0.9 and
β = 1.0, the control force of three-degree-of-freedom does not exceed their respective
constraint range. However, when β = 0.9, the decreasing trend of the control force is faster
than the other two orders, which also indicates that the observer can better compensate
the system uncertainties when the order is 2.
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(4) Comparison from different settling time Tf

In (1), we make the settling time Tf = 4 s in the performance function
ρij(i = 1, 2; j= 1, 2, 3). This part makes the settling time Tf = 1.5 s, Tf = 2.5 s, Tf = 5 s
and Tf = 7.5 s, respectively, and the other parameters remain unchanged. The simulation
time is set to 30 s, and the pose and velocity tracking error simulation results are shown in
Figures 21 and 22.
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Figures 21 and 22 show the tracking error difference under different settling times
Tf = 1.5 s, Tf = 2.5 s, Tf = 5 s and Tf = 7.5 s. It can be seen that the tracking error
of these two figures converges to near zero. Combined with the settling time Tf = 4 s,
it can be seen that no matter what the settling time Tf is, the tracking error will satisfy
the prescribed transient and steady-state performance. The simulation results further show
that the method proposed in this manuscript is effective, and the full-state constraints and
the performance of tracking error can be satisfied by the proposed method.
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Figure 23 corresponds to the control force change curves under different settling
time. It can be seen that the control curves of three-degree-of-freedom do not exceed
their respective constraint ranges. When Tf = 1.5 s, Tf = 2.5 s, Tf = 5 s and Tf = 7.5 s
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the corresponding control force curve has the same general trend. Further, it can be seen
that the transient requirement of error can be satisfied within the specified time by only
adjusting Tf in the performance function without adjusting Ki(i = 1, 2, 3) again.
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6. Discussion

The proposed finite time trajectory tracking prescribed performance control method
is studied and analyzed, and its effectiveness is verified by simulations. The discussion
results are as follows:

The error is transformed by the traditional prescribed performance control method,
and then the controller is designed to satisfy the transient and steady-state requirements.
In the process of designing the controller, we transform the constrained error into the un-
constrained error, further construct the Laypunov function, and use the Laypunov direct
method to solve the control law of each subsystem. Most of the performance functions
used in the previous references are in infinite-time. However, considering the rapidity of
the system in actual operation, the method of combining the performance function with
finite-time is introduced, which effectively solves the convergence of the tracking error in
finite-time and satisfies the requirements of transient and steady-state.

Previous references [10–16] only considered the transient and steady-state perfor-
mance of errors, ignoring the constraint requirements of variables in the actual situation of
the system. For dealing with constraint problems, the typical barrier Lyapunov function is
an effective method, but how to combine a barrier Lyapunov function with the prescribed
performance control is also a challenge, and the derivation of control law is relatively
complex. Therefore, this manuscript considered to proceed directly from the perspective
of parameter selection of performance function to avoid the inconvenience of derivation
caused by introducing barrier Lyapunov function.

For system disturbances, [19,41] provide some effective methods, such as disturbance
observer and active disturbance rejection control. Inspired by reference [19], the disturbance
observer is designed based on the fractional order property. For integer order, fractional
order can better describe some characteristics of disturbances changes.

In the entire control law design process, the matrix generalized inverse method is
used to make the control law derivation more concise and save the previous scaling
inequalities method.

In the future work, the full-state constraints form of the system is extended to a more
general form, the time-varying constraints form, and further solve the prescribed perfor-
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mance trajectory tracking control of the surface vessel under the full-state time-varying
constraints and input saturation of the system.

7. Conclusions

In this article an adaptive backstepping dynamic surface control method is proposed
for the trajectory tracking problem of the surface vessel with full-state constraints and
unknown environmental disturbances, and it is extended to the case where the system
performance is required. Throughout the design process using smooth function matrix to
approximate saturation function matrix, and the system model is augmented to construct
auxiliary signals to obtain the required control input form. Finally, the finite-time perfor-
mance function is constructed and combined with the Nussbuam function and the matrix
generalized inverse, and then a finite-time full-state constraints controller is designed.
In addition, the fractional order adaptive disturbance observer is designed to estimate
the approximation error and external disturbance, and the robustness of the closed-loop
system is improved. Through the proposed method, the vessel actual pose can be tracked
to the desired pose, and the full-state constraints can be satisfied, and the system track-
ing error can satisfy the transient and steady-state performance in the finite time, and
the control of the trajectory tracking control is realized. It is proved that all signals of
the closed-loop system of the marine surface vessel are bounded. The simulation results
verify the valid of the proposed method in this manuscript.
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