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Abstract—In this article, we investigate the adaptive output
tracking control for multiinput–multioutput piecewise affine
systems with prescribed performance. Both direct and indirect
adaptation approaches are studied. Given a desired trajectory,
both control approaches ensure the output tracking error to
be confined within a performance bound, which prescribes
the steady-state tracking error as well as the transient behav-
ior, such as decaying rate and overshoot. We establish novel
common Lyapunov functions without solving the conventional
Lyapunov equations. Based on these common Lyapunov func-
tions, the stability of the closed-loop system under arbitrary
switching is established. Furthermore, the parameter convergence
for both direct and indirect approaches is proved under the per-
sistently exciting condition of the input signals. The dynamic
gain adjustment technique is incorporated to counter the sin-
gularity problem in the indirect adaptation case. Finally, the
numerical simulation validates the effectiveness and correctness
of the proposed approaches in both direct and indirect adaptation
cases.

Index Terms—Adaptive control, hybrid systems, piecewise
affine (PWA) systems, prescribed performance.

I. INTRODUCTION

DURING recent years, the analysis and controller design
of hybrid systems have attracted a lot of interest in

the research community. Piecewise affine (PWA) systems [1]
are proposed to model hybrid systems and to simplify the
analysis. The state space of a PWA system is divided into
several convex regions. In each region, the PWA system is
governed by an associated linear subsystem dynamics. In prac-
tice, PWA systems have been used to model switching circuits
such as various dc–dc converters [2], [3]. Another favorable
application field is mechanical systems with piecewise linear
(PWL) characteristics, such as friction [4], backlash [5], and
saturation [6].
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Considering the model uncertainties, changing environments
and external disturbances in the real world, the controller
with pretuned and static gains may not suffice to stabilize the
closed-loop systems. The adaptive control approach is intro-
duced such that the controller gains are adapted in real time
and the desired system behavior can be maintained.

In the literature, various adaptive control algorithms for
PWA systems or PWL systems, which serve as the modified
version of PWA systems, are explored. The direct model refer-
ence adaptive control (MRAC) approaches of PWL systems for
state tracking and output tracking are reported in [7] and [8],
respectively. For PWA systems, a hybrid MRAC approach
based on minimal control synthesis is proposed for the contin-
uous case [9] and discrete case [10]. By assuming the existence
of a common Lyapunov function, the stability of the con-
trolled PWA system in control canonical form without sliding
mode is guaranteed. This approach is extended in [11] such
that the stability is ensured even when the closed-loop system
exhibits sliding mode. The work in [12] generalizes the MRAC
approach to multivariable PWA systems. In particular, the indi-
rect MRAC approach, which is rarely studied for PWA systems
before, is also discussed. Given a persistently exciting (PE)
reference signal, both the tracking task and the estimation of
subsystem parameters of the PWA systems can be achieved.

The aforementioned MRAC approaches for PWA systems
ensure asymptotic tracking, namely, zero steady-state track-
ing error. However, the transient behavior of the closed-loop
systems is not guaranteed and can only be improved by man-
ually tuning the adaptation gains or imposing additional PE
conditions, which is not always feasible. The analysis and
improvement of the transient behavior are an essential issue in
adaptive control [13], because an aggressive transient response
may result in saturation, oscillation, or even damage to the
physical plants in real applications. In this article, we would
like to explore the adaptive control of PWA systems with
the performance guarantee of transient behavior and steady
tracking error.

Prescribed performance control, proposed in [14] and [15],
is a popular tool to guarantee the elementwise performance of
adaptive systems. With this approach, the steady-state track-
ing error and the transient response, such as decaying rate as
well as overshoot, are confined within a predefined bound.
This approach has been incorporated into different areas, such
as multiagent systems [16]–[19], helicopter/satellite attitude
control [20], [21], underwater vehicles [22], and robot manip-
ulators [23]. Besides, it has also been introduced to the field
of switched systems [24], [25].
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Despite the reviewed advances, the problem of designing the
adaptive control of uncertain PWA systems with a prescribed
performance guarantee is still challenging. Most of the exist-
ing MRAC approaches of PWA systems proposed in [9]–[12]
achieve closed-loop stability under arbitrary switching by con-
structing the common Lyapunov functions, whose existence
relies on the solution of a set of Lyapunov equations asso-
ciated with the PWL error dynamics. This is not applicable
to the systems with prescribed performance technique due
to its nonlinear error transform. Besides, the parameter con-
vergence, a topic of major interest in the area of adaptive
control [26], has not been fully explored in the area of
prescribed performance control [14]–[25]. The nonlinear error
transform of the prescribed performance technique introduces
extra nonlinearity into the adaptive systems, which makes the
classical theorems of parameter convergence for linear and
PWA systems [27] not applicable. Furthermore, the loss of
controllability issue needs to be carefully treated for PWA
systems with uncertain input matrices. The classical solution
by using dynamic gain adjustment [12] needs the knowledge
of reference systems, which are not available in the context of
prescribed performance control.

Our main contribution lies in tackling the direct and indi-
rect adaptive output tracking control problem of uncertain
PWA systems with prescribed performance. Specifically, we
cast the dynamics of the transformed error metric into linear
form, where the nonlinearity and switching are captured as
its exogenous input. Based on that, we construct novel com-
mon Lyapunov functions, which do not rely on the solution of
the conventional Lyapunov equations shown in [9]–[12], and
prove the closed-loop stability under arbitrary switching. We
further prove that the estimated controller and system param-
eters converge to their nominal values under PE conditions.
Moreover, we propose a novel dynamic gain adjustment tech-
nique and solve the loss of controllability issue in the indirect
adaptation case.

The remainder of this article is structured as follows. In
Section II, the PWA system we study is defined and the
prescribed performance is revisited. The design of nominal
control goes in Section III, which is followed by the direct
adaptive control in Section IV and indirect adaptive control
in Section V. The approaches are validated through numerical
examples in Section VI. Finally, we give the discussion and
conclusion in Section VII.

II. PRELIMINARIES AND PROBLEM FORMULATION

A. System Description

Consider the multi-input multi-output (MIMO) PWA system
with strict relative degree r ∈ N and s ∈ N subsystems
described by

x(r)
1 = aT

1ix + bT
1iu + f1i

...

x(r)
p = aT

pix + bT
piu + fpi, i = 1, . . . , s

y = [x1, x2, . . . , xp]T (1)

where

x(r)
j = drxj

dtr
(2)

and x = [x1, . . . , x(r−1)
1 , . . . , xp, . . . , x(r−1)

p ]T ∈ R
n denotes the

overall state vector with n = pr. u, y ∈ R
p represent the con-

trol input and system output, respectively. The output y and
its derivatives up to order r − 1 constitute the state vector x.
They are available for the control design. aji ∈ R

n, bji ∈
R

p, fji ∈ R, j = 1, . . . , p denote the system parameters of the
ith subsystem. We write system (1) into compact form and
obtain

ẋ = Aix + Biu + fi, i = 1, . . . , s

y = Cx (3)

where Ai ∈ R
n×n, Bi ∈ R

n×p, C ∈ R
p×n, and fi ∈ R

n denote
the system parameters of the ith subsystem. aji, bji, fji, j =
1, . . . , p, i = 1, . . . , s are contained in Ai, Bi, and fi in the
corresponding positions, respectively, and thus, Ai, Bi, C, and
fi are in the control canonical form. Since a large class of phys-
ical systems can be modeled [28], [29] and transformed [30]
into canonical form, its control design is essential and attracts
a lot of interests, such as [9]–[11]. In this article, we focus on
the prescribed performance adaptive control of MIMO PWA
systems in control canonical form.

Since the system has strict relative degree r, we have

CBi = CAiBi = · · · = CAr−2
i Bi = 0, CAr−1

i Bi �= 0

Cfi = CAifi = · · · = CAr−2
i fi = 0, CAr−1

i fi �= 0 (4)

for i = 1, . . . , s, which leads to

y = Cx

ẏ = CAix

· · ·
y(r) = CAr

i x + CAr−1
i Biu + CAr−1

i fi. (5)

In this article, the system input and output have the same
dimension p and the system is a square system. Nevertheless,
this will not necessarily restrict our approach, since square
systems cover broad applications [31]. Some nonsquare
systems can also be transformed into square systems [32], [33].

In PWA systems, the state space x ∈ R
n is partitioned

by switching hyperplanes into s polyhedral regions {�i} with
i = 1, . . . , s. Among the regions, there is no overlap, i.e.,
�i ∩ �j = ∅ for i �= j. We use the indicator function to indi-
cate in which region the state locates, or equivalently, which
subsystem is activated

χi(t) =
{

1, if x(t) ∈ �i

0, otherwise
(6)

and
∑s

i=1 χi = 1. With the indicator functions, we can rewrite
the PWA system as

ẋ = Ax + Bu + f

y = Cx (7)

where A = ∑s
i=1 χiAi, B = ∑s

i=1 χiBi, and f = ∑s
i=1 χifi.
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Remark 1: The state x in the PWA system (1) is continuous,
also on the switching hyperplanes. This leads to the continuity
of y, ẏ, . . . , y(r−1) according to the definition of y [see (1)].
This, in turn, implies CAi = CAj, . . . , CAr−1

i = CAr−1
j for

∀i, j = 1, . . . , s. If the PWA system is not in control canonical
form, this property does not hold and the output derivative
may exhibit jump behavior on the switching hyperplanes.

B. Prescribed Performance Technique

In this article, we investigate the output tracking of the PWA
systems. We assume that the reference signals yd ∈ R

p and
its derivatives ẏd, . . . , y(r)

d ∈ R
p are bounded and continuous.

To study the output tracking with prescribed performance, we
first introduce the definition performance function and study
its properties in control systems.

Definition 1 (Performance Function [14]): A smooth posi-
tive function ρ : R+ → R

+ is defined as the performance func-
tion if it is decreasing and satisfies limt→∞ ρ(t) = ρ∞ > 0.

A commonly used performance function is

ρ(t) = (ρ0 − ρ∞)e−lt + ρ∞ (8)

with ρ0, ρ∞, l ∈ R
+ and ρ0 > ρ∞. We see that ρ(t) is

decreasing with ρ(t = 0) = ρ0 and ρ(t → ∞) = ρ∞.
Given the reference output yd and a vector performance

function ρ(t) ∈ R
p, let e = [e1, e2, . . . , ep]T ∈ R

p be the out-
put tracking error y − yd, ρj(t) be the performance function of
the jth component of ρ, the control objective that the tracking
error is confined within a prescribed performance bound can
be expressed by the following inequalities:

− δjρj(t) < ej(t) < ρj(t), if ej(0) > 0

−ρj(t) < ej(t) < δjρj(t), if ej(0) < 0 (9)

for j = 1, . . . , p, for δj ∈ [0, 1] and ∀t > 0. δj is a design
parameter. With smaller δj, the overshoot of the jth component
of the tracking error can be reduced. This overshoot becomes
0 if δj = 0.

The concept of prescribed performance control is to trans-
form the constrained error (9) into an unconstrained one, and
thus, the classical stability theory can be applied to design the
controller for the unconstrained transformed error. Let σj be
the transformed error and define ej = ρj(t)Gj(σj), where Gj(σj)

is a smooth and strictly increasing function of transformed
error σj. Note that inequalities in (9) are equivalent to

− δj < Gj(σj) < 1, if ej(0) > 0

−1 < Gj(σj) < δj, if ej(0) < 0 (10)

so the strictly increasing function Gj(σj) needs to be designed
such that (10) holds for σj ∈ (−∞,+∞). We choose the
following function as the most references suggested:

Gj(σj) = exp(σj) − δjexp(−σj)

exp(σj) + exp(−σj)
, if ej(0) > 0

Gj(σj) = δjexp(σj) − exp(−σj)

exp(σj) + exp(−σj)
, if ej(0) < 0. (11)

The transformed error σj can thus be solved by

σj =
⎧⎨
⎩

G−1
j

(
ej(t)
ρj(t)

)
= 1

2 ln δj+Gj
1−Gj

, if ej(0) > 0

G−1
j

(
ej(t)
ρj(t)

)
= 1

2 ln 1+Gj
δj−Gj

, if ej(0) < 0
(12)

from which we can see, if σj is bounded, then (10) holds,
which further implies that (9) holds. To relate the transformed
error σj with the tracking error ej, we take for instance the
time derivative of σj for ej(0) > 0 and it yields

σ̇j = q1
0,jej + q1

1,jėj (13)

with

q1
0,j = − ρ̇j

2ρ2
j

δj + 1(
1 − ej

ρj

)(
δj + ej

ρj

)

q1
1,j = 1

2ρj

δj + 1(
1 − ej

ρj

)(
δj + ej

ρj

)

and similarly, the kth derivative of σj is

σ
(k)
j =

k−1∑
l=0

qk
l,j

(
ρj, . . . , ρ

k−l
j

)
e(l)

i + ∂G−1
j

∂
(

ej
ρj

) 1

ρj
e(k)

j (14)

where qk
l,j(ρj, . . . , ρ

k−l
j ) represents a term that depends on

ρj, . . . , ρ
(k−l)
j for some given k and l = 1, 2, . . . , k−1. Define

the error metric Ej

Ej = σj +
r−1∑
k=1

λkσ
(k)
j (15)

where λk ∈ R
+ are parameters to be chosen, and σ

(k)
j is the

kth derivative of σj. Ej is utilized to describe the dynamics of
the transformed error system. The derivative of Ej follows:

Ėj =
r−1∑
k=0

r−1∑
l=k−1

λlq
l+1
k,j e(k)

j + λr−1qr
r,je

(r)
j (16)

with λ−1 = 0 and λ0 = 1. We can write the vector form

Ė =
r−1∑
k=0

r−1∑
l=k−1

λlR
l+1
k e(k) + λr−1Rr

re(r) (17)

with E = [E1, . . . , Ep]T ∈ R
p and

Rl
k =

⎡
⎢⎣

ql
k,1 0

. . .

0 ql
k,p

⎤
⎥⎦. (18)

Since ρ(t) and yd are known, each component of their
derivative up to the rth order can be calculated. The system
state x is assumed to be available and thus y, ẏ, . . . , y(r−1) are
also available. Substituting e(r) in (17) with y(r) − y(r)

d and
inserting (5) yield

Ė =
r−1∑
k=0

r−1∑
l=k−1

λlR
l+1
k e(k) − λr−1Rr

ry(r)
d

︸ ︷︷ ︸
:=K

+λr−1Rr
rCArx

+ λr−1Rr
rCAr−1Bu + λr−1Rr

rCAr−1f . (19)

This step associates the system input u with error metric E.
If the control input u is designed such that E is bounded, then
the boundedness of σ

(k)
j is ensured for k = 1, . . . , r − 1, j =

1, . . . , p. This further implies the achievement of prescribed
performance described by the inequalities in (9).
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For the purpose of clarity, we replace Rr
r with R and λr−1

with λ in the rest of this article and express Ė as

Ė = K + λRCArx + λRCAr−1Bu + λRCAr−1f . (20)

C. Signal Properties

We revisit some signal properties, which are essential for
the analysis in this article.

Definition 2 (Persistence of Excitation (PE) [34]): A
piecewise continuous signal vector z : R+ → R

n is PE with a
level of excitation α0 if there exist constants α1, T0 > 0 such
that

α1I ≥ 1

T0

∫ t+T0

t
z(τ )zT(τ )dτ ≥ α0I ∀t ≥ 0.

The idea behind PE property is that some internal signals
should contain rich frequency components. A closely related
property is sufficiently rich property [34, Def. 5.2.1], namely,
a signal u : R+ → R is called sufficiently rich of order 2n, if
it contains at least n distinct frequencies.

D. Problem Formulation

In multivariable adaptive control, a common assumption
is the prior knowledge of a matrix Si ∈ R

p×p such that
K∗

riSi is symmetric and positive definite [26], where K∗
ri =

−(CAr−1
i Bi)

−1 is the nominal control gain for the ith sub-
system (details will be given in Section III). The meaning
of Si becomes more intuitive for a scalar K∗

ri, where Si

becomes the sign of the nominal control gain sign[K∗
ri]. A

known Si describes that the control direction is known but
the control effectiveness (or magnitude) is unknown. This is
quite often the case in applications, such as vehicles and air-
craft [32], [35]. Interested readers may refer to [26, Sec. 4.2.6]
for some relaxation techniques of this assumption. The
problem to be addressed in this article is formulated as follows.

Problem 1: Given a PWA system (3) with known subsys-
tem partitions �i, unknown subsystem parameters Ai, Bi, and
fi and known Si, design an adaptive control law u(t) to enforce
the output of the system y(t) to track the given reference signal
yd(t) with prescribed error performance (9). Besides, explore
the conditions, under which the estimated gains or estimated
parameters converge to their nominal or real values.

III. NOMINAL CONTROL

We start with the nominal control design, where the sub-
system parameters and switching hyperplanes are known
exactly.

The following control law, which is suggested by the
Lyapunov stability analysis (will be shown in Theorem 1),
is proposed:

u = K∗
x x + K∗

r ξ + K∗
f (21)

where

ξ = 1

λ
R−1E + 1

λ
R−1K (22)

and

K∗
x =

s∑
i=1

χiK
∗
xi = −

s∑
i=1

χi(C�i)
−1Ci

K∗
r =

s∑
i=1

χiK
∗
ri = −

s∑
i=1

χi(C�i)
−1

K∗
f =

s∑
i=1

χiK
∗
fi = −

s∑
i=1

χi(C�i)
−1Cϒi (23)

are nominal controller gains with

i = Ar
i , �i = Ar−1

i Bi, ϒi = Ar−1
i fi. (24)

Note that C�i is assumed to be invertible for i = 1, . . . , s.
The controller structure (21), the definition of ξ (22), as
well as the nominal controllers (23) are determined by the
Lyapunov-based stability analysis. The performance analy-
sis of the proposed nominal control law and the closed-loop
stability is summarized in the following theorem.

Theorem 1: Given the reference signal yd and predefined
performance function ρ(t), let the PWA system (3) with known
partition regions �i and known subsystem parameters Ai, Bi,
and fi be controlled by the feedback controller (21). Let ρ

be designed such that the inequality (9) holds at initial time
instant t = 0. The closed-loop system is stable and the output
tracking error satisfies the prescribed performance (9).

Proof: Substituting u in (20) with (21) and inserting (23),
we obtain

Ė = K + λRCx + λRC�u + λRCϒ = −E (25)

where  = ∑s
i=1 χii, � = ∑s

i=1 χi�i, ϒ = ∑s
i=1 χiϒi

capture the switching effect. This means that the closed-loop
dynamics of E can be described by the homogeneous system
Ė = −E by applying the nominal controller (21). Define the
following Lyapunov function:

V = 1

2
ETE (26)

taking the derivative along the trajectory (20) yields

V̇ = −ETE ≤ 0. (27)

From (27), it follows E ∈ L∞ and E → 0 as t → ∞. This
further implies the boundedness of σj, σ

(k)
j with σj, σ

(k)
j → 0

as t → ∞ ∀j = 1, . . . , p, which leads to y, y(k) ∈ L∞, k =
1, . . . , r − 1, and thus, x ∈ L∞. From the definition of K
and (22), we also have K ∈ L∞ and ξ ∈ L∞. From (12) and
the boundedness of σj, we can conclude that the tracking error
is within the performance bound, i.e., (9) holds.

Remark 2: The asymptotic tracking can be achieved under
certain conditions. From Theorem 1, we have σj → 0. Given
certain δj, limt→∞ Gj can be obtained by solving limt→∞ σj =
0 according to (12). If δj = 1, then we obtain Gj → 0 for
t → ∞. Since Gj = ej/ρj and ρj �= 0, the jth component of
the tracking error ej → 0 as t → ∞.

Remark 3: The controller (21) shares the common struc-
ture as the controller of MRAC, i.e., u = Kxx + Krr + Kf

(see [12, eq. (11)]). The difference is that the reference sig-
nal r of the MRAC is replaced by ξ in this context. Unlike
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the reference signal r, which is given as an external signal in
MRAC, ξ also contains internal signals. As shown by (22), ξ

contains the error metric E and output tracking errors, as well
as their higher order derivatives (captured by K). Therefore,
its boundedness needs to be specially checked, as shown in
the proof of Theorem 1.

Remark 4: According to (15), we have that E depends on
σj and its derivatives, which in turn relates to the tracking
error e and its derivatives. Since yd and its derivatives, as
well as y, ẏ, . . . , y(r−1) are continuous (see Remark 1), E is
also continuous even on switching hyperplanes. Therefore,
the Lyapunov function (26) is shared by all the subsystems
and it decreases independent of which subsystem is activated.
This implies that the Lyapunov function (26) is a common
Lypaunov function and the closed-loop stability can be con-
cluded even under arbitrary switching. As stated in Remark 1,
y, ẏ, . . . , y(r−1) may exhibit jump behavior for generalized
PWA systems, and this leads to discontinuous E and may ruin
the stability for fast switching. A possible way to extend the
approach to the generalized PWA systems might be defining
the error metric in terms of the state tracking error [35] to
avoid output derivatives with jumps.

IV. DIRECT ADAPTATION CASE

In this section, we study the direct prescribed performance
adaptive control for PWA systems with known state space
partition and unknown subsystem parameters.

A. Controller Design

The controller takes the same structure as in (21) but with
the estimated parameters

u = Kxx + Krξ + Kf (28)

where

Kx =
s∑

i=1

χiKxi, Kr =
s∑

i=1

χiKri, Kf =
s∑

i=1

χiKfi

are estimated controller gains. We propose the following
adaptation law to update the estimated controller gains:

K̇xi = χi�xiS
T
i RTExT

K̇ri = χi�riS
T
i RTEξT

K̇fi = χi�fiST
i RTE (29)

where �xi, �ri, �fi ∈ R
+ are positive scaling factors.

We define the estimation errors of the controller gains as

K̃xi = Kxi − K∗
xi, K̃ri = Kri − K∗

ri, K̃fi = Kfi − K∗
fi . (30)

We insert (28) in (20) and obtain

Ė = K +
s∑

i=1

χi(λRCix + λRC�iu + λRCϒi)

= K +
s∑

i=1

χi

(
λRCix + λRC�iK

∗
xix

+ λRC�iK̃xix + λRC�iK
∗
riξ + λRC�iK̃riξ

+ λRC�iK
∗
fi + λRC�iK̃fi + λRCϒi

)
. (31)

Inserting the nominal controller gains (23) yields

Ė = −E + λR
s∑

i=1

χiC�i
(
K̃xix + K̃riξ + K̃fi

)
. (32)

This equation describes the dynamics of the error metric E
when the adaptive controller (28) is utilized. The estimation
errors of controller gains K̃x, K̃r, and K̃f constitute the external
inputs of the dynamics. The state transition matrix of E is −I
and thus is not affected by switching.

B. Stability Analysis

We study the stability and the tracking performance of the
closed-loop system. The result is summarized in the following
theorem.

Theorem 2: Given the reference signal yd and predefined
performance function ρ(t), let the PWA system (3) with known
partition regions �i and unknown subsystem parameters be
controlled by the feedback controller (28) with the update
law (29). Let ρ be designed such that the inequality (9)
holds at initial time instant t = 0. The closed-loop system
is stable and the output tracking error satisfies the prescribed
performance (9).

Proof: We define the following Lyapunov-like function:

V = ETE

2λ
+ 1

2

s∑
i=1

(
�−1

xi tr
(
K̃T

xiMiK̃xi
)

+ �−1
ri tr

(
K̃T

riMiK̃ri
) + �−1

fi tr
(

K̃T
fi MiK̃fi

))
(33)

where Mi = (K∗
riSi)

−1 ∈ R
p×p. Taking the time derivative

of V , inserting (32) and (29) and doing some simplifications
(details can be seen in the supplementary material) yield

V̇ = −1

λ
ETE ≤ 0. (34)

The negative semidefiniteness of V̇ confirms the stability of the
closed-loop adaptive system. More precisely, E, K̃xi, K̃ri, K̃fi ∈
L∞. Considering E ∈ L∞, (12), and (15), we have
σ, σ (k), e, e(k) ∈ L∞, which further indicates y, y(k) ∈ L∞, k =
1, . . . , r − 1, and thus x ∈ L∞.

The boundedness of e(k) leads to Rl
k ∈ L∞ with k =

0, 1, . . . , r, l = 1, 2, . . . , r, from which we can obtain
K, ξ ∈ L∞ and hence, K̇xi, K̇ri, K̇fi ∈ L∞. The bounded-
ness of K̃xi, K̃ri, K̃fi, x, and ξ gives u ∈ L∞ and Ė ∈ L∞.
Equation (34) also implies that E ∈ L2, which together with
E, Ė ∈ L∞ gives limt→∞ E → 0. This together with the
boundedness of σj implies that the tracking error e is confined
within the prescribed performance bound, i.e., (9) holds.

An essential issue in analyzing the stability of switched
systems is that the closed-loop system may enter a sliding
mode. Namely, both the vector fields of two neighboring
subsystems point toward the switching hyperplane and the
trajectory of the system cannot move across the regions. To
analyze the stability in sliding mode, we follow the concept
in [11] and [12] and observe the derivative of V along the
sliding mode solutions, which can be achieved by replacing
the indicator function χi ∈ {0, 1} with χ̄i ∈ [0, 1], where∑s

i=1 χ̄i = 1. Specifically, the transformed error dynamics (32)
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is convexified as

Ė = −E + λR
s∑

i=1

χ̄iC�i
(
K̃xix + K̃riξ + K̃fi

)
. (35)

Equation (35) holds due to the synchronous switching of the
plant and the controller. As a part of the closed-loop dynamics,
the adaptation gains during the sliding motion are

K̇xi = χ̄i�xiS
T
i RTExT

K̇ri = χ̄i�riS
T
i RTEξT

K̇fi = χ̄i�fiST
i RTE. (36)

Inserting (35) and (36) into V̇ , we still obtain the same
expression as in (34), which implies the stability of the
controlled system also in sliding mode.

Remark 5: Theorem 2 shows that the tracking error
stays within the prescribed performance bound. Note that
E, σ, σ (k) → 0, k = 1, . . . , r − 1 as t → ∞, the time limit
of tracking error can thus be calculated by solving (12). For
δj = 1, j ∈ {1, . . . , p}, we have the solution limt→∞ ej(t) = 0.

Remark 6: Benefitting from the property that the state
transition matrix of E is independent of the switching
[as shown in (32)], the Lyapunov function (33) is a common
Lypaunov function. It ensures the closed-loop stability under
arbitrary switching. A similar concept to construct the com-
mon Lyapunov function can be found in the adaptive control
for switched systems in Brunovsky form [36], where an error
metric is constructed based on the tracking error and its deriva-
tives (see [36, eq. (11)]). When comparing to the approach
in [36], the distinctive feature of our approach is that the error
metric E is expressed in terms of the transformed error σj

and thus, the transient behavior evolves within the prescribed
performance bound if E is bounded.

Remark 7: The stability analysis of classical MRAC of
PWA systems in [9] and [12] also relies on the common
Lyapunov function. It requires the existence and the knowl-
edge of a common Lyapunov matrix P such that the Lyapunov
equation AT

miP + PAmi < 0 holds for all the state matrices
Ami of the reference PWA system. Differing from this require-
ment, the construction of the common Lyapunov function in
our work only requires the continuity of the reference signal
and its derivatives, which is less restrictive.

Remark 8: Theorem 2 shows that the tracking error e sat-
isfies the prescribed performance condition, i.e., (9) holds.
If the performance function is chosen as (8), the tracking
error e decays exponentially. In the classical direct MRAC
of PWA systems, the PE condition of the reference signals
must be introduced to ensure the exponential decaying of
tracking errors (see [7, Th. 2] and [12, Th. 2]). Besides, the
decaying rate depends on the excitation level of the refer-
ence signals. Expressing it explicitly is not straightforward
(see [12, eqs. (26) and (27)]). In contrast, the exponential
decaying of the tracking error in our approach does not require
PE conditions and the decaying rate can be specified directly
in the performance function (8) by choosing the value of l.

C. Parameter Convergence

Theorem 2 shows the boundedness of the controller gains
Kxi, Kri, and Kfi. In this section, we discuss if the adaptive

controller gains converge to the nominal gains under the clas-
sical PE conditions. First, we explore if the signal vector
z = [xT , ξT , 1]T is PE given a sufficiently rich reference
signal yd. This is summarized in the following lemma.

Lemma 1: Let the system (3) be controlled by the con-
troller (28). If the closed-loop system has E ∈ L∞, E → 0
for t → ∞, if the reference signal yd is sufficiently rich
of order r + 1, and if δj = 1, j = 1, . . . , p, then the vector
z = [xT , ξT , 1]T is PE.

The proof can be seen in the supplementary material.
Remark 9: For the case, where the adaptive systems have

to fulfill the desired tracking task yd, which does not contain a
sufficient amount of frequencies, the sufficiently rich condition
can be fulfilled by superposing some periodic signals with the
required amount of frequencies and small enough amplitudes
upon the desired trajectory. By doing so, the sufficiently rich
condition can be fulfilled without significantly disturbing the
primary tracking task. Further analysis of parameter conver-
gence relies on the PE condition of the closed-loop system
signal vector z.

Since a PWA system has multiple subsystems, the controller
gains of all the subsystems need to be estimated. To this end,
we require that the reference signal yd to be sufficiently rich
and repeatedly activate all the subsystems as also suggested
in other works of PWA systems [12], [27]. The conclusion is
depicted by the following theorem.

Theorem 3: Let the PWA system (3) with known partition
regions �i and unknown subsystem parameters be controlled
by the feedback controller (28) with the update law (29). Let
ρ be designed such that the inequality (9) holds at initial time
instant t = 0. Let the reference signals yd be sufficiently rich
of order r +1 and cause repeated activation of all subsystems.
If the matrices C�i are invertible, and δj = 1 for j = 1, . . . , p,
then K̃xi, K̃ri, K̃fi → 0 for t → ∞.

Proof: According to Theorem 2, the closed-loop system is
stable under arbitrary switching. For clarity, we first study a
single subsystem and suppose the ith subsystem to be activated
during some time interval, i.e., χi(t) = 1. We rewrite Ė as

Ė = −E + λRC�i
(
K̃xix + K̃riξ + K̃fi

)
(37)

which can be further simplified by using the Kronecker
product

Ė = −E + λR�T θ̃i (38)

with

� =
⎡
⎣x

ξ

1

⎤
⎦ ⊗ Ip, θ̃i = vec

(
C�i

[
K̃xi K̃ri K̃fi

])
(39)

where ⊗ denotes the Kronecker product, Ip ∈ R
p×p is an iden-

tity matrix, and the operator vec(·) represents the vectorization
of a matrix.

Note that

˙̃
θi = vec

(
C�i

[ ˙̃Kxi
˙̃Kri

˙̃Kfi

])
= vec

(
C�iS

TRTE
[
xT ξT 1

])
= � · vec

(
C�iS

TRTE
)

= −� · WiR
TE (40)



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

LIU et al.: ADAPTIVE OUTPUT TRACKING CONTROL OF PWA SYSTEMS WITH PRESCRIBED PERFORMANCE 7

where Wi = C�iM
−1
i (C�i)

T . We write E and θ̃i in a form of
a new dynamical system and obtain[

Ė
˙̃
θi

]
=

[ −Ip λR�T

−�WiRT 0

][
E
θ̃i

]
. (41)

From Theorem 2 and δj = 1, j = 1, . . . , p, we have
ej(t) → 0. This leads to R → R∗ as t → ∞, where R∗ ∈ R

p×p

is some constant diagonal matrix. R∗ can be calculated by
going through the derivation shown in Section II-B. Let r∗

j
denote the jth diagonal element of R∗ and we have

r∗
j = 1

2ρj(t)

δj + 1(
1 − ej(t)

ρj(t)

)(
δj + ej(t)

ρj(t)

)
∣∣∣∣
t→∞

= 1

ρ∞j
(42)

with ρ∞j = ρj(t → ∞) being the predefined static bound of
the jth error component. For R = R∗, we have the dynamical
system [

Ė
˙̃
θi

]
=

[ −Ip λR∗�T

−�WiR∗T 0

][
E
θ̃i

]
(43)

which has the same structure as the one of [34, Lemma 5.6.3].
Applying this lemma with the PE property of z (obtained
by invoking Lemma 1), we have that E → 0 and θ̃i → 0
exponentially for system (43), which together with R → R∗
implies that E → 0 and θ̃i → 0 as t → ∞ for (41). Note that
the exponential convergence property of [E, θ̃i] in (43) is not
retained in (41) due to the time varying R. So [E, θ̃i] converges
toward zero asymptotically during the inverval, when the ith
subsystem is activated. Since all the subsystems are activated
repeatedly, we have θ̃i → 0 ∀i ∈ {1, . . . , s} as t → ∞.

The convergence of K̃xi, K̃ri, K̃fi cannot be directly con-
cluded from the convergence of θ̃i. Further steps of analysis
are needed. Note that

θ̃i = vec
(

C�i

[
Kxi − K∗

xi Kri − K∗
ri Kfi − K∗

fi

])
= vec

([
C�iKxi − Ci C�iKri − I C�iKfi − Cϒi

])
θ̃i → 0 implies Kxi → (C�i)

−1Ci = K∗
xi, Kri → (C�i)

−1 =
K∗

ri, and Kfi → (C�i)
−1Cϒi = K∗

fi , because the matrices
C�i, i = 1, . . . , s are invertible. Hence, K̃xi, K̃ri, K̃fi → 0 as
t → ∞.

V. INDIRECT ADAPTATION CASE

If the estimation of the system parameters is also a part of
the control objective, the indirect adaptation can be applied.

A. Controller Design

The indirect adaptive control uses the same control struc-
ture as (28). The concept of indirect adaptation suggests the
following update law:

Kxi = −
(

C�̂i

)−1
Ĉi

Kri = −
(

C�̂i

)−1

Kfi = −
(

C�̂i

)−1
Cϒ̂i (44)

where ̂i, �̂i, and ϒ̂i denote the estimated ith subsystem
parameters. The main difficulty by using this method is the
singularity of (C�̂i)

−1, which is also known as loss of con-
trollability issue. Since �̂i is updated by some adaptation law,
it cannot be ruled out that the smallest singular value of C�̂i

may go across zero or become some small value around zero,
which leads to unbounded controller gains.

To solve this singularity problem, we use the dynamic
gain adjustment technique in this work. This concept is orig-
inally introduced by [37] and extended to MRAC of PWA
systems in [12]. We extend this method to the context of
adaptive control of PWA systems with prescribed performance.
Specifically, the dynamic gain adjustment in MRAC starts with
defining the closed-loop estimation errors, which capture the
matching errors between the reference system and the con-
trolled closed-loop system with estimated parameters. Unlike
the MRAC, there exists no reference system in our context and
thus, we propose the following novel closed-loop estimation
errors:

εi = Ĉi + C�̂iKxi

ε�i = C�̂iKri + I

εfi = Cϒ̂i + C�̂iKfi. (45)

These closed-loop estimation errors are obtained by multi-
plying both sides of (44) with C�̂i and taking the difference
between the left- and right-hand sides. The controller gains
are updated by using the closed-loop estimation errors

K̇xi = χi�xiS
T
i RTExT + �xiS

T
i εi

K̇ri = χi�riS
T
i RTEξT + �riS

T
i ε�i

K̇fi = χi�fiST
i RTE + �fiST

i εfi (46)

and the estimated system parameters are updated by

̇i = −�iC
Tεi

�̇i = −��i

(
CTεiK

T
xi + CTε�iK

T
ri + CTεfiKT

fi

)
ϒ̇i = −�ϒ iC

Tεfi (47)

with �i, ��i, �ϒ i ∈ R
+ being positive scaling factors. The

update laws (46) and (47) are derived based on the stability
analysis. We can see from (46) and (47) that the inverse cal-
culation shown in (44) is avoided through the utilization of
closed-loop estimation errors.

B. Stability Analysis

The stability of the closed-loop system by using the indirect
adaptive laws is characterized by the following theorem.

Theorem 4: Given the reference signal yd and predefined
performance function ρ(t), let the PWA system (3) with known
partition regions �i and unknown subsystem parameters be
controlled by the feedback controller (28) with the update
laws (45)–(47). Let ρ be designed such that the inequality (9)
holds at initial time instant t = 0. The closed-loop system
is stable and the output tracking error satisfies the prescribed
performance (9).

Proof: For clarity and without loss of generality, we let
the scaling factors in (45) and (46) be 1 and propose the
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Lyapunov-like function

V = ETE

2λ
+ 1

2

s∑
i=1

(
tr
(
̃T

i ̃i

)
+ tr

(
�̃T

i �̃i

)
+ tr

(
ϒ̃T

i ϒ̃i

))

+ tr
(
K̃T

xiMiK̃xi
) + tr

(
K̃T

riMiK̃ri
) + tr

(
K̃T

fi MiK̃fi

))
(48)

where ̃i = ̂i −i, �̃i = �̂i −�i, ϒ̃i = ϒ̂i −ϒi. Taking
the derivative and inserting (45)–(47) yield

V̇ = −ETE

λ
−

s∑
i=1

tr
(
εT
iεi + εT

�iε�i + εT
fi εfi

)
≤ 0. (49)

Detailed derivations of this step can be seen in the sup-
plementary material. From the negative semidefiniteness of
V̇ , it follows that E, ̂i, �̂i, ϒ̂i, Kxi, Kri, Kfi ∈ L∞, which
together with (45) implies εi, ε�i, εfi ∈ L∞. Thus, we
have ̇i, �̇i, ϒ̇i ∈ L∞. Moreover, (49) also indicates
E, εi, ε�i, εfi ∈ L2. Following the same analysis as in the
direct adaptation case, one can conclude that σ, σ (k), e, e(k) ∈
L∞, which further results in y, y(k) ∈ L∞, k = 1, . . . , r − 1,
and hence, x, ξ, K ∈ L∞. This, in turn, implies K̇xi, K̇ri, K̇fi ∈
L∞. The boundedness of u, Ė can be concluded from the
boundedness of Kxi, Kri, Kfi, x, ξ . Furthermore, Ė ∈ L∞ as
well as E ∈ L∞ ∩ L2 results in limt→∞ E → 0 and thus,
σj, σ

(k)
j → 0 as t → ∞ ∀j = 1, . . . , p, k = 1, . . . , r − 1.

Therefore, we conclude that the tracking error e stays within
the performance bound, i.e., inequalities in (9) hold.

Observe that the same expression as (49) can be obtained by
replacing χi with χ̄i in the transformed error dynamics (32)
and in adaptation laws (46), and we thus can conclude the
closed-loop stability even when the closed-loop system enters
sliding mode.

Remark 10: Two other methods used to avoid singular-
ity (or loss of controllability) problem can be found in [14]
and [15], respectively. While calculating the inverse of a matrix
FG using the formula F−1

G = adj(FG)/det(FG), the method
in [14] adds a positive desgin number δD ∈ R

+ to the denom-
inator to prevent the division by zero (see [14, eq. (12)]). The
method in [15] replaces the denominator with a positive con-
stant if its norm is smaller than a threshold (see [15, eq. (12)]).
With these two methods, the transformed tracking error and
the parameter estimation error converge only to a bounded set.
Differing from these results, one key feature of our approach
is that the convergence of the tracking error ej → 0 is achieved
by specifying δj = 1. Furthermore, the parameter estimation
errors, as will be shown later, also converge to 0 under PE con-
ditions. Nevertheless, more prior knowledge (Si matrix and the
system structure) is required compared to [15].

Remark 11: In the classical indirect MRAC of PWA
systems shown in [12], the utilization of the dynamic gain
adjustment technique has the disadvantage that the track-
ing error is not exponentially convergent. This problem is
not overcome even when the PE condition of the reference
signals is imposed. This issue, however, could be bypassed
in our approach by choosing an exponentially decreasing
performance function [such as the performance function (8)].

C. Parameter Convergence

Theorem 4 shows the boundedness of the parameter estima-
tion error ̃i, �̃i, and ϒ̃i. If one of the control objectives is
the estimation of the real system parameters, the PE property
of the reference signal yd should be added to ensure the con-
vergence of the estimated parameter to their real values. This
is summarized as follows.

Theorem 5: Let the PWA system (3) with known partition
regions �i and unknown subsystem parameters be controlled
by the feedback controller (28) with the update laws (45)–(47).
Let ρ be designed such that the inequality (9) holds at initial
time instant t = 0. Let the reference signals in yd be suffi-
ciently rich of order r + 1 and cause repeated activation of
all subsystems. If the matrices C�i are invertible, and δj = 1
for j = 1, . . . , p, then K̃xi, K̃ri, K̃fi → 0 and Ãi, B̃i, f̃i → 0 as
t → ∞.

Proof: Let θ̃i = vec(C�i[K̃xi, K̃ri, K̃fi]). From (46), we have

˙̃
θi = vec

(
C�i

[ ˙̃Kxi
˙̃Kri

˙̃Kfi

])
= vec

(
C�iS

T(
RTE

[
xT ξT 1

] + [
εi ε�i εfi

]))
= � · vec

(
C�iS

TRTE
) + vec

(
C�iS

T[
εi ε�i εfi

])
= −�WiR

TE + vec
(
C�iS

T[
εi ε�i εfi

])
. (50)

Combining it with (38), we have the dynamical systems
with the state [E, θ̃i]T

[
Ė
˙̃
θi

]
=

[ −Ip λR�T

−�WiRT 0

][
E
θ̃i

]
+

[
0
εi

]
(51)

with εi = vec(C�iST [εi, ε�i, εfi]). Considering (45) and the
property ̇i, �̇i, ϒ̇i, K̇xi, K̇ri, K̇fi ∈ L∞, we have ε̇i, ε̇�i, ε̇fi ∈
L∞, which together with εi, ε�i, εfi ∈ L∞ ∩ L2 leads to
εi, ε�i, εfi → 0 as t → ∞. Therefore, the convergence
property can be shown through the homogeneous part of (51).

It has already been shown in Theorem 3 that E, θ̃i → 0
asymptotically if εi = 0 and all subsystems are activated
repeatedly, from which one can conclude that K̃xi → 0, K̃ri →
0, K̃fi → 0 as t → ∞, namely, the adaptive controller gains
converge to the nominal gains Kxi → K∗

xi, Kri → K∗
ri, Kfi →

K∗
fi as t → ∞. Considering ε�i → 0 and the expression of ε�i

in (45), it follows C�̂i → −(K∗
ri)

−1 = C�i. Taking this into
the expression of εi and εfi in (45), we have Ĉi → Ci

and Cϒ̂i → Cϒi as t → ∞.
Note that

Ĉi = [
â1i â2i · · · âpi

]T

C�̂i = [
b̂1i b̂2i · · · b̂pi

]T

Cϒ̂i = [
f̂1i f̂2i · · · f̂pi

]T
(52)

where âji, b̂ji, and f̂ji represent the estimated values of aji, bji,

and fji in (1) for j = 1, . . . , p, i = 1, . . . , s. The convergence
of Ĉi, C�̂i, Cϒ̂i implies âji → aji, b̂ji → bji, and f̂ji → fji.
Considering that the system is in control canonical form, it
follows from the convergence of âji, b̂ji, and f̂ji that Âi → Ai,
B̂i → Bi, and f̂i → fi as t → ∞.

The advantage of our indirect adaptive controller over the
direct adaptive controller is that the indirect adaptive controller
exhibits the capability to identify the subsystem parameters.



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

LIU et al.: ADAPTIVE OUTPUT TRACKING CONTROL OF PWA SYSTEMS WITH PRESCRIBED PERFORMANCE 9

This is, however, achieved at the expense of imposing more
complexity into the closed-loop system. Specifically, the
update law of the controller gains of the indirect adap-
tive controller (46) is obtained by fusing the closed-loop
estimation errors to the update law of the direct adaptive con-
troller (29). Meanwhile, the subsystem parameters are updated
through the information of closed-loop estimation errors and
the estimated controller gains. Therefore, more computational
costs must be tolerable when applying the indirect adaptive
controller.

Remark 12 (Parameter Tuning Guidelines): Larger adapta-
tion gains �xi, �ri, �fi and �i, ��i, �ϒ i speed up the param-
eter adaptation while too large adaptation gains may lead to
numerical instability and high control effort. λ is the coeffi-
cient of σ

(r−1)
j and serves as the input gain of the dynamics of

E [see (32)]. A larger λ amplifies the sensibility introduced by
the higher order derivative and results in aggressive response
of E, whereas a too small λ leads to “stiff” descent of the
Lyapunov function [see (34) and (49)], which is numerically
difficult to solve.

Remark 13: When a PWA system is used to approximate
a nonlinear system, there exist approximation errors. If a rig-
orous robustness analysis is desirable for this case, one can
impose robust modifications (such as projection) into adap-
tation laws and add an auxiliary term v = ∑s

i=1 χiST
i RTE

to the controller (28). This will lead to an inequality of the
Lyapunov function in the form of V̇ ≤ −2V +B with B being
a bounded term related to the maximal norm of approxima-
tion errors, from which the stability can be concluded and the
prescribed performance is satisfied.

The concept to convert a constrained error into an uncon-
strained one to satisfy a prescribed performance requirement
has been studied for hybrid systems and switching systems
in [24], [25], [38], and [39]. These approaches are based on
backstepping design and require either input gains to be com-
pletely known [24], [25] or the control direction as well as
lower bounds of input gains to be known [38], [39]. Compared
to these approaches, only the control direction is assumed to
be known in our article. Another feature that differentiates
our article from these approaches is that the convergence of
gain and parameter estimation errors is achieved under PE
conditions.

In prescribed performance control, there also exist
approximation-free control methods [20], [40], [41], where no
adaptation mechanism is introduced. Such approaches have
low controller complexity and computational costs. Compared
to these approximation-free methods, our approaches are based
on adaptations and can achieve unknown parameter estima-
tion in addition to the tracking task. This is especially useful
for monitoring systems with parameter drifts and compo-
nent aging as well as for joint control and identification
tasks.

VI. NUMERICAL VALIDATION

In this section, the proposed adaptive approaches of PWA
systems with prescribed performance are validated through
two numerical examples.

(a) (b)

Fig. 1. (a) Mass-spring-damper system. (b) Aeroelastic model of aircraft
wings [29].

A. Mass-Spring-Damper System

The mass-spring-damper system of interest, taken from [12],
is shown in Fig. 1(a). The two masses with m1 = 5 kg and
m2 = 1 kg are connected with each other by a damper with
d = 1 N s/m and a spring with PWA stiffness Fc(p1, p2). Let
F1 and F2 denote the forces acting on the two masses and p1
and p2 represent the displacement of the two masses, respec-
tively. The PWA stiffness Fc(p1, p2), which is determined by
the displacements of the two springs, is given by

Fc(p1, p2) =
⎧⎨
⎩

c1 = 10 N/m, if |p2 − p1| ≤ 1 m
c2 = 1 N/m, if p2 − p1 > 1 m
c3 = 100 N/m, if p2 − p1 < −1 m.

(53)

The left mass is connected with the static environment by
the spring with c0 = 1 N/m and the damper with d = 1 N s/m.
Given the state vector x = [p1, ṗ1, p2, ṗ2]T , the output vector
y = [p1, p2]T , and the input vector u = [F1, F2]T , the system
dynamics can be written as a PWA system

ẋ =

⎡
⎢⎢⎣

0 1 0 0
− c0+ci

m1
− 2d

m1

ci
m1

d
m1

0 0 0 1
ci
m2

d
m2

− ci
m2

− d
m2

⎤
⎥⎥⎦

︸ ︷︷ ︸
Ai

x +

⎡
⎢⎢⎣

0 0
1

m1
0

0 0
0 1

m2

⎤
⎥⎥⎦

︸ ︷︷ ︸
Bi

u + fi

(54)

with the affine terms fi, i = {1, 2, 3} being

f1 =

⎡
⎢⎢⎣

0
0
0
0

⎤
⎥⎥⎦, f2 =

⎡
⎢⎢⎣

0
c1−c2

m1

0
c2−c1

m2

⎤
⎥⎥⎦, f3 =

⎡
⎢⎢⎣

0
c3−c1

m1

0
c1−c3

m2

⎤
⎥⎥⎦. (55)

In the following simulation, the region partitions are
assumed to be known and the subsystem parameters are
unknown. Both direct and indirect adaptation cases are ana-
lyzed as follows.

1) Direct Adaptation: Now, we test the tracking performance
of the direct prescribed performance adaptive control approach,
abbreviated as PPAC. To compare this performance with
the one of MRAC [12], we let the desired trajectory yd

be the output of the reference system yd = Wm(s)r, where
Wm(s) = diag{[1/(0.2s + 1)2], [1/(0.2s + 1)2]} denotes the
transfer matrix of the reference system (see [12, Sec. V]), the
input signal r is chosen as r = [2sin(0.2t), 2sin(0.5t)]T . We
define the performance bounds by specifying ρ0 = [10, 10]T

and ρ∞ = [0.1, 0.1]T with the decaying rates l = [l1, l2]T =
[1, 1]T . The error bounds in (9) are chosen to be sym-
metric by letting δ1 = δ2 = 1. λ is selected to be 0.04.
Besides, we use unit scaling factors for controller gains
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Fig. 2. Output tracking performance of direct adaptation case. (a) Output
y1. (b) Tracking error e1. (c) Output y2. (d) Tracking error e2. (e) Switching
signal. (d) Lyapunov function V .

adaptation, �xi = �ri = �fi = 1 ∀i = 1, 2, 3 and we specify
Si = −I2 ∀i = 1, 2, 3.

The output tracking performance of PPAC and MRAC is
shown in Fig. 2. In Fig. 2(a) and (c), the red regions represent
the prescribed performance bounds of the output. Blue solid
lines indicate the real system output of PPAC and the black
dashed lines depict the desired output. In Fig. 2(b) and (d), the
tracking errors as well as the performance bound of errors are
displayed in blue lines and red regions, respectively. Besides,
the mode information is given in Fig. 2(e) and the common
Lyapunov function in Fig. 2(f). The Lyapunov function is con-
tinuous at each switching instant and strictly decreasing. It
can be seen from the figures that both components of the out-
put tracking error of the controlled system stay within the
prescribed performance bounds. For comparison purpose, the
tracking performance of the MRAC approach is displayed with
magenta lines. We observe that the transients of MRAC con-
verge slower than the one of PPAC and violate the prescribed
performance constraints.

To validate the convergence of the controller gains under
PE conditions, the desired output signal is chosen as yd =
[2sin(0.2t) − 0.2sin(3t), 2sin(0.5t) − 0.2sin(7t)]. The relative
degree of the system is r = 2. According to Theorem 2,
yd should be sufficiently rich of order 3 to guarantee the
convergence of the controller gains to their nominal val-
ues. Since each component of yd contains two distinct
frequencies, the sufficiently rich condition is satisfied. Besides,
the chosen desired output signal ensures that all the sub-
systems are activated repeatedly. The scaling factors are
chosen as �xi = �ri = �fi = 5 ∀i = 1, 2, 3 and λ is
specified as 0.01. The performance bounds are specified by
ρ0 = [10, 10]T and ρ∞ = [0.15, 0.15]T with the decaying rates
l = [l1, l2]T = [0.5, 0.5]T .

Fig. 3. Convergence of estimation errors of controller gains of direct
adaptation case.

Fig. 4. Output tracking performance of indirect adaptation case. (a) Output
y1. (b) Tracking error e1. (c) Output y2. (d) Tracking error e2. (e) Switching
signal. (d) Lyapunov function V .

Fig. 3 shows the convergence of the errors between estimated
controller gains and nominal controller gains. We use K̃i on
the vertical axis to represent the set of estimation errors of the
controller gains for the ith subsystem, i.e., K̃i = {K̃xi, K̃ri, K̃fi}.
As we can conclude from the figure, the estimated controller
gains of all the subsystems converge to their nominal values.
This validates the theoretical results of Theorem 3.

2) Indirect Adaptation: The tracking performance of the
indirect adaptation case is tested with the same parameters as
in the direct adaptation case. Fig. 4(a) and (c) displays the
desired output in black dashed lines, the real output of PPAC
in blue solid lines, as well as the performance bound of output
in red lines. The tracking errors, as well as the performance
bound of the errors, are presented in Fig. 4(b) and (d) with
blue and red colors, respectively. The switches are displayed
in Fig. 4(e) and the common Lyapunov function in Fig. 4(f),
which is continuous at each switching instant and strictly
decreasing. As we can see, the output of the controlled system
is enclosed by the performance bound and the prescribed
transient performance is satisfied. In comparison to this, the
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Fig. 5. Convergence of estimation errors of controller gains of indirect
adaptation case.

Fig. 6. Convergence of estimated parameters of indirect adaptation case.

tracking performance of the MRAC approach, displayed with
magenta lines, violates the prescribed performance constraints.

The convergence of the controller gains and the estimated
parameters is tested by applying the same PE input signal with
the same setting of parameters as in the direct case. In addition,
�i, ��i, �ϒ i = 1 ∀i = 1, 2, 3. As Fig. 5 shows, the estima-
tion error of the controller gains K̃xi, K̃ri, and K̃fi converges to
zero. The parameter estimation of subsystem 2 is displayed in
Fig. 6. Note that only the to be estimated components rather
than all the components in the parameter matrices are dis-
played [see (52)]. The dashed lines represent the real values
and the solid lines depict the estimated values. As can be seen
from the figure, the estimated system parameters converge to
the real values. It can also be seen from Figs. 3 and 5 that
the estimated controller gains converge after 10 000 s. That is
because the parameter convergence is asymptotic instead of
exponential (see the analysis in Theorem 3). In practice, prop-
erly choosing larger adaptation gains may be one possible way
to improve the rapidity of the parameter convergence.

B. Aeroelastic Model

In this section, the proposed approaches are tested with an
engineering application example, the aeroelastic model of air-
craft wings [29], [42]. The wing fluctuation is simplified as
the dynamics of an airfoil with linear and torsional spring,
which is illustrated in Fig. 1(b). The airfoil has two degrees of
freedom: 1) plunging and 2) pitching. h denotes the plunging
deflection and α represents the pitch angle about the elastic
axis. β = [β1, β2]T serves as the input signal and denotes
the left and right flap deflection angles, which are not distin-
guished from each other in Fig. 1(b) due to the side view. V

TABLE I
PWL APPROXIMATION OF K̄α

denotes the constant airspeed. Let y = [h, α]T be the system
output. The motion of the aeroelastic model can be described
by the equation

Mÿ + Cẏ + Ky + Wq = Bμβ (56)

where M denotes the mass and inertia matrix, and Bμ repre-
sents the control gain. The structural damping effect, stiffness,
aerodynamic lift, and moment effect are included in matri-
ces C and K. Their values are known and detailed derivations
can be seen in [42]. Wq = [0, K̄α]T constitutes the source of
uncertainties with K̄ being the nonlinear torsional stiffness

K̄ = 2.82 − 62.322α + 3709.71α2 − 24195.6α3 + 48756.954α4.

The characteristics of the nonlinear term K̄α in the interval
α ∈ [−0.38, 0.38] can be divided into four regions and its
PWL approximation in form of āiα + b̄i, i = 1, . . . , 4 is given
in Table I. Let the state be x = [h, α, ḣ, α̇]T . The dynamics (56)
can be approximated by the PWA system in form of (3) with

Ai =

⎡
⎢⎢⎣

0 0 1 0
0 0 0 1

−293.27 −100.59 + 0.66āi −5.9027 −0.40542
1885.9 743.79 − 19.65āi 34.728 2.4687

⎤
⎥⎥⎦

Bi =

⎡
⎢⎢⎣

0 0
0 0

−7606.8 −7642.6
14250 9021.9

⎤
⎥⎥⎦, fi =

⎡
⎢⎢⎣

0
0

0.66b̄i

−19.65b̄i

⎤
⎥⎥⎦, i = 1, . . . , 4.

(57)

Now, we test the tracking performance of both direct and
indirect PPAC approaches on the nonlinear system (56), which
is equivalent to the PWA system (57) with approximation
errors as external disturbances. Gaussian noise with zero mean
and 0.001 variance is added to the state measurements. We
define the performance bounds by specifying ρ0 = [5, π/6]T

and ρ∞ = [0.1, 0.04]T with the decaying rates l = [0.2, 0.2]T .
The error bounds are symmetric with δ1 = δ2 = 1. λ is
selected to be 0.01. The adaptation gains are �xi = �fi =
1, �ri = 0.001 ∀i = 1, . . . , 4 and we specify the reference
signal as yd = [0,−0.4e−0.03tsin(0.5t + π/2)]T . The initial
state of the system reads x(0) = [1,−0.35, 0, 0]T . The ini-
tial guess of the parameters for each subsystem is specified
by letting āi = b̄i = 0 in (57). The following Si matrices are
applied:

Si =
[

0.7607 0.7643
−1.4250 −0.9022

]
∀i = 1, . . . , 4. (58)

The output tracking performance of direct and indirect PPAC
is shown in Fig. 7. In Fig. 7(a) and (b), the blue lines and magenta
lines depict the output tracking errors of direct and indirect
approaches. The mode switches by using direct and indirect
PPAC are shown in Fig. 7(c) and (d), respectively. It can be seen



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

12 IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS: SYSTEMS

Fig. 7. Output tracking performance of direct and indirect adaptation cases.
(a) Tracking error e1. (b) Tracking error e2. (c) Switching signal (direct case).
(d) Switching signal (indirect case).

Fig. 8. Convergence of estimated controller gains of indirect adaptation case.

Fig. 9. Convergence of estimated parameters of indirect adaptation case.
(a) Convergence of Â4. (b) Convergence of f̂4.

from the figures that the output tracking errors of both direct
and indirect approaches stay within the prescribed performance
bounds. This also suggests some degree of robustness of our
approaches against noise and disturbances.

The parameter convergence property is tested on the PWA
system (57) with an indirect adaptation approach. The refer-
ence signal is yd = [0.5sin(0.2t)+0.05sin(0.9t), 0.2sin(0.5t)+
0.05sin(1.2t)] without Gaussian noise. The adaptation gains,
the performance bound, and the initial guess of parameters
are chosen the same as those of the tracking case. Besides,
we specify λ = 0.04.

Fig. 8 shows the convergence of the estimation errors of the
controller gains of subsystem 4. The red line, green line, and
blue line represent the estimation errors ‖K̃x4‖, ‖K̃r4‖, ‖K̃f 4‖,
respectively. The figure validates the convergence of the
estimated controller gains to the nominal ones.

Similarly, the componentwise convergence of the esti-
mated parameters of subsystem 4 by using the indirect PPAC
approach is shown in Fig. 9. As can be seen from the fig-
ure, the estimated system parameters, displayed by solid lines,
converge to the real values (dashed lines).

VII. CONCLUSION

In this article, we have investigated the adaptive control
approaches for MIMO PWA systems with prescribed
performance in terms of both direct and indirect adaptations,
respectively. For both control approaches, we have shown
that the output tracking errors stay within the prescribed
performance bounds. Based on novel common Lyapunov func-
tions, which do not rely on the solution of conventional
Lyapunov equations, closed-loop stability is achieved under
arbitrary switching. The controller gains and estimated sub-
system parameters are proved to converge to their nominal and
real values if the desired trajectory is PE. The incorporation
of the dynamic gain adjustment technique prevents the singu-
larity in indirect adaptation. One limitation of our approaches
is that the PWA system with state jump or jump in the deriva-
tives of the state/output cannot be handled. Extending our
approaches to such cases can be our future work. While our
methods ensure the closed-loop stability under sliding mode
(chattering Zeno), the study of genuinely Zeno behavior (infi-
nite switching events within a finite time interval) in adaptive
PWA systems remains an open topic for future work.
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