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)e paper expects to improve the efficiency and intelligence of somatosensory recognition technology in the application of
physical education teaching practice. Firstly, the combination of induction recognition technology and the Internet is used.
Secondly, through the Kinect sensor, bone data are acquired. Finally, the hidden Markov model (HMM) is used to simulate the
experimental data. On the simulation results, a gait recognition algorithm is proposed. )e gait recognition algorithm is used to
identify the motion behaviour, and the results are displayed in the Web (World Wide Web) end built by the cloud server.
Meantime, in view of the existing problems in the practice of physical education, combined with the establishment and operation
of the Digital Twins (DTs) system, the camera source recognition architecture is carried out since the twin network and the two
network branches share weights. )is paper analyses these problems since the application of somatosensory recognition
technology and puts forward the improvement methods. For the single problem of equipment in physical education, this paper
puts forward the monitoring and identification function of the cloud server. It is to transmit data through Hypertext Transfer
Protocol (HTTP) and locate and collect data through a monitoring terminal. For the lack of comprehensiveness and balance of
sports plans, this paper proposes a scientific training plan and process customization based on Body Mass Index (BMI), analyses
real-time data in the cloud, and makes scientific customization plans according to different students’ physical conditions.
Moreover, 25 participants are invited to carry out the exercise detection and analysis experiment, and the joint monitoring of their
daily movements is tested.)is process has completed the design of a feasible and accurate platform for information collection and
processing, which is convenient for managers and educators to comprehensively and scientifically master andmanage the physical
level and training of college students.)e proposedmethod improves the recognition rate of the camera source to some extent and
has important exploration significance in the field of action recognition.

1. Introduction

In recent years, people’s demand for data application in the
process of sports and training has been increasing. In the
practice of physical education and training, somatosensory
recognition technology based on visual sensing systems has
attracted more and more attention and research [1]. After
2010, college students’ physical health problems were more
prominent, showing a downward trend year by year, and the
development of college physical education has urgent reform
requirements [2]. )e state and government attach great
importance to the physical fitness of college students and the
development of physical education in colleges and

universities. Accordingly, with the application of big data
and the rise of visual technology, the demand for more
intelligent and scientific technology is also more urgent [3].
Based on the motion somatosensory recognition technology
of visual sensing, the Kinect bone tracking technology
without identification points has been widely developed and
applied because of its low cost, portability, easy imple-
mentation, and no identification points [4]. In computa-
tional mechanics, the introduction of the concept and
technology of the Digital Twins (DTs) system can achieve
real-time safety monitoring and early warning of solid
structures. )e DTs system can not only be applied to civil
structures. Similarly, it can also be applied to the field of
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sports science.)e system can not only track and monitor the
gait in real time but also optimize and improve the computer
simulation recognition technology. It is one of the methods
used. DTs are of great help to the modification and im-
provement of structural system redesign and provide a more
reliable basis. Source identification of digital images is an
important part of image extraction. Source identification of
digital images (i.e., imaging equipment identification) refers
to a given graph, which determines imaging and identifies
types through scientific and technological means and
methods. )e camera source is identified by the identification
architecture of the DTs network. Firstly, the fingerprint of the
camera is extracted from the twin network. Secondly, the
residual network of attention mechanism is added to extract
features, and the camera source recognition can be realized.
Finally, the expected effect of the sample number is achieved.

)e application of visual sensing technology mainly
focuses on three fields: visual monitoring, interface per-
ception, and content retrieval. In the field of elaboration and
analysis, all aspects of the human motion process are dis-
cussed and analysed by analogy. )e identification and
understanding of motion behaviours are analysed, but some
studies onmotion representation are relatively simple. In the
research based on the characteristics of the human model,
the angle between the various parts of the human body and
the trajectory of bone joints are collected and calculated to
achieve a more accurate description of the movement and
avoid the error caused by the change of the scene. )is
method mainly describes the state of each part of the human
body in a three-dimensional space [5].

In view of the current development and in-depth de-
velopment of human visual sensing motion recognition
technology, it is increasingly necessary to conduct detailed
analysis in related fields. Firstly, after the sample data, al-
gorithm model, and motion behaviour characteristics are
analysed, the vision sensor training system is designed.
Secondly, the collected experimental data are tested in the
training system. Finally, through the DTs network, the
camera source identification method is proposed. )e re-
search aims to provide a certain experience for the further
development of the perspective sensor training system in
physical education practice.

2. Materials and Methods

2.1. Construction of Kinect V2 System Using Physical
Education Practice

2.1.1. Introduction to Kinect V2. Kinect V2 is a newKinect for
Windows product released byMicrosoft in 2014. Kinect is a 3D
somatosensory camera with a microphone array, infrared
transmitter and receiver, and RGB (RGB colourmode) camera.
)e image of the human part separated from the background is
input into the human part recognition model trained by the
cluster system, and the 25-node human model is output, and
the bone data are output at the speed of 30 f/s. Its official system
includes driver, original sensing data flow development in-
terface, user interface, and file data, which can be developed
twice. )e device uses Time of Flight technology to obtain

depth image information by calculating the projected infrared
and the return time of reflection. )en, through the corre-
sponding algorithm, the coordinate information of human
joint points segmented from the background image is esti-
mated. Among them, the bone data output by RGB intelligent
camera provides the basis for human motion recognition and
solves the problem of data extraction in computer vision.

Kinect V2 components and functions are shown in
Table 1.

2.1.2. Kinect V2 Hardware Requirements. System CPU
(Central Processing Unit) uses an Intel 7-generation pro-
cessor, dx11 (DirectX11), with a 64-bit operating system.
)e hardware composition is shown in Figure 1.

In Figure 1, the CPU is the core of the computer, and the
computer acts as an “intermediary” in the Kinect V2
hardware. Kinect V2 stores the bone data related to the
human body and the user’s personal information on the card
reader and sends it to the computer.)e computer sends this
information to the cloud space. When users visit the website,
they can see their own information on the computer
monitor.

2.1.3. Kinect V2 Application Principle. Kinect V2 equipment
first uses the infrared receiver to receive the infrared light
emitted by the infrared transmitter. By collecting the
encoded infrared spectrum, the depth image is processed
frame by frame. )en, the device separates the characters
and background to obtain the colour image of human
motion. Finally, the data are transmitted through Kinect V2.
)e data flow process is shown in Figure 2.

(1) Depth Imaging. Among the three cameras of Kinect V2,
RGB camera is used to collect RGB images, also known as
colour camera. Two other cameras (infrared transmitters
and infrared cameras) are used to form a depth sensing
device.

)e depth measurement technology in Kinect V2 is a 3D
detection technology based on PrimeSense, which obtains
depth information through the optical principle. )e in-
frared ray emitted by the infrared transmitter goes to the
different reference planes of the specified scene, and the
diffraction grating divides it into multiple beams. )e in-
frared spectrum forms some speckle patterns in these planes,
and different speckle patterns show different depth values to
determine the depth information.

Assuming that it points to the infrared emitter in the
x-axis positive direction and to the object in the z-axis
positive direction, the coordinate system conforms to the
right-handed spiral rule. Measuring the parallax of t’ in
the image, there are

C

c
�

Zt − Zo

Zt

, (1)

C

e
�

C

Zo

. (2)

2 Advances in Civil Engineering



In equations (1) and (2), Zo is the depth distance from the
real sensor to the object,A is the baseline length, e is the focal
length of the sensor, C is the displacement distance of point
o, and c is the parallax of the infrared image [6]. Combining
equations (1) and (2), there is

Zo �
Zt

1 + Zt/f.b( 􏼁d
. (3)

)e depth distance Zo is obtained from the above
equation. Using the same principle, there are

Xo � −
Zo

f
Xo − Xt + δx( 􏼁, (4)

Yo � −
Zo

f
Yo − Yt + δy􏼐 􏼑. (5)

In equations (4) and (5), the abscissa of o point is Xo, the
ordinate of o point is Yo, the abscissa and ordinate of original
coordinate are Xt and Yt, respectively, and the correction term
is δy. )e three-dimensional coordinates of o point are cal-
culated, Zo represents the depth distance from the real sensor
to the object, and f represents the depth of the reference plane.

Table 1: Kinect V2 components and functions.

Components Functions
Infrared projector Infrared emission
Infrared photosensitive camera Infrared spectral data analysis
Microphone Get voice data
RGB camera Collect colour images and video data
Control the camera motor Get the best angle by controlling the camera
Serial cable Signal reception and transmission

Computer

Kinect V2
Camera

Card Reader

Cloud

Display

Bone
Data

User
Information

Data
Upload

Interactive
Display

Figure 1: Kinect V2 hardware composition diagram.
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Figure 2: )e data stream of Kinect V2.
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(2) Bone Recognition. Skeleton recognition is a process of
extracting the required information from noise, that is, the
process of removing interference information except the
human body in the picture. )e identification process is
shown in Figure 3.

Kinect V2 uses the Poisson equation to filter the noise to
determine the existence of feature points on the body surface
[7]. By grasping the angle and direction of the surface
around the feature point, it determines the spatial position of
its existence and forms a distance field near the point to
obtain a relatively smooth shape.

2.2. Overall Network Architecture for Source Identification of
DTsCamera. DTs play an important role in the camera source
identification of the Kinect V2 system. Twins parasitize in
digital time and space in computers, such as entity space-time
and twin brothers in the corresponding digital space-time. DTs
have two evolution paths. One is Product Lifecycle Manage-
ment (PLM) to DTs. )e other is from Physical Twins (PTs) to
DTs.)e establishment of DTs corresponding to entities marks
the improvement of computer numerical simulation and
simulation concept and technology and is a breakthrough in
computational mechanics.

Generally, DTs have five life stages:

(1) Design phase: in this stage, DTs can be optimized by
finite element decomposition, which determines the
design scheme of the solid structure. In DTs, the
layout optimization can determine the design
scheme of mechanical sensors in the structure.

(2) Manufacturing phase: in this phase, less computation
will focus onmanufacturing changes to the design, and
DTs will be checked as the entity structure changes to
ensure synchronization with the entity.

(3) Operational phase: in this stage, the calculation of the
design is relatively large and the most complex. )is
stage mainly focuses on Tokyo load identification to
carry out calculation related to safety monitoring. Be-
cause of high difficulty, large quantity, and high com-
plexity, the real-time repeated calculation is needed.

(4) Maintenance phase: in this phase, the amount of
computation is concentrated mainly before main-
tenance and is closely related to the previous phase.
Real-time safety assessment does not hinder the
proposal and proposal of maintenance.

(5) Retirement phase: in this stage, there are calculation
of retirement decision and calculation of rehabili-
tation. )e calculation of decision-making is like the
calculation of maintenance suggestions in the pre-
vious stage, and the calculation of rehabilitation is
like the calculation in the design stage. After the
comprehensive analysis of a declaration cycle and the
calculation of the optimal design, suggestions for
improvement of the redesign are proposed.

In order to realize the identification of the camera
source, this paper designs an identification architecture
based on a twin network. )e overall structure is shown in

Figure 4. )e virtual frame is two branch networks of twin
network sharing weights. In the designed twin network, two
samples are needed to enter, the reference image P1 and the
test image P2.)e input two images are filtered to obtain the
camera reference mode noise and the image to be tested.)e
pattern noise extracted from the reference image P1 is the
“fingerprint” of the camera. Using the residual network with
an attention mechanism, two noise image features are
extracted. By calculating the distance between the feature
vectors, the similarity between the noise information of the
image to be measured and the “fingerprint” information of
the camera C is measured to determine whether the image
P2 can be seen as shot by the camera C and realize the
camera source discrimination.

For the accuracy of camera source identification, seven
different camera models are selected. )e test images with
different resolutions are unified into 224× 224 image blocks
to verify the performance of the designed method. )e
recognition accuracy and receiver operating characteristic
curve are used as evaluation indexes to measure the per-
formance of image source recognition. )e recognition
accuracy is defined as the ratio of the number of correct
images to the number of all recognized images.

2.3. Motion Category and Representation. Human move-
ment can be divided into three types based on three different
levels of complexity, namely, action, behaviour, and action
[8]. Among them, “action” is the most basic movement, the
basic elements of movement, and the necessary basis for the
formation of other complex movements. )e time sequence
is short, and the geometric and statistical methods are
commonly used for identification. “Behaviour” refers to the
sequence of several continuous actions. Its time scale is
larger than that of “action,” and it can clearly show the
purpose of human motion. It is usually identified by sta-
tistics. “Behaviour” may contain multiple “action,” and the
relationship between each action and state needs to be
considered and linked in the recognition process. Finally,
“action” is the most complex, which is realized through
motion. However, it is not a simple mechanical combination
of individual motion, but a complete and purposeful motion
system with different degrees of complexity. Probability
statistics and artificial intelligence algorithms are usually
used to identify, among which the Bayesian network is the
representative method.

)e behaviour process extracted from the video sequence
containing human motion that can reasonably and appro-
priately represent the motion data is called motion represen-
tation. In the process of motion recognition, motion
representation is an extremely important step. Different oc-
casions and environments need to choose differentmethods for
motion representation.When themotion scene is a large scene,
it is necessary to carry out remote camera andmonitoring; only
the trajectory of the moving target is extracted. When the
motion situation is small, such as gesture recognition, it is
necessary to model the limb joints of the moving target in two-
dimensional (2D) or 3D. In general, four criteria are used to
measure the pros and cons of motion representation [9],

4 Advances in Civil Engineering



namely, compactness, completeness, continuity, and unique-
ness [10]. Most of the current motion representation can only
meet part of the above metrics. Generally, there are two
representation methods, one based on appearance and the
other based on the human model.

)e representation method based on representation is to
analyse and represent the motion by directly using the colour
information or grey information in the image. )is method of
directly using image information is relatively simple. Yamato
et al. (2016) took the two-dimensional network feature as the
motion feature [11] and divided the whole image into several
networks by binarization of the image extracted from the

moving target.)ey calculated the proportion of the number of
target pixels in each network in the whole grid, thus repre-
senting the movement of the target.

Another representation method is based on human
contour information or region information. Kale et al.
(2017) adopted a gait recognition method based on human
contour information [12]. )ey first extract the human
contour, calculate the contour width, and use the width
vector as the feature vector to complete the recognition.
)ere is also an apparent representation method based on
motion information (optical flow, target trajectory, speed,
etc.). However, due to a large amount of calculation and

Similarity measurement results obtained by computer

Reference image P1 Image to be tested P2

Wave filtering Wave filtering

Camera reference mode noise Image mode noise to be
measured

Residual network + attention mechanism Residual network + attention mechanism

Weight Twin network 2Twin network 1

Figure 4: DTs network modelling for camera source recognition.
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Figure 3: Kinect V2 recognition process.
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insufficient robustness of this method, Psarrou et al. (2017)
used spatiotemporal trajectory technology to represent be-
haviour and further used the Markov process to model [13].

2.4. Identification Method Technology

2.4.1. Template-Based. )e template-based method is to
transform the motion image sequence into a single or a set of
static templates and realize recognition by matching the
sample template to be identified and the known template.
)e matching method is to directly match the sample of the
template to be identified and the known template and obtain
the category of the known template with the smallest dis-
tance as the recognition result. Bobick and Davis (2018)
transformed the image sequence into MEI (motion energy
image) and MHI (motion history image) and used Maha-
lanobis distance to measure the similarity between templates
[14]. MEI represents the coverage and intensity of motion,
and MHI represents the time change of motion.

Due to the different duration of motion in the same mode,
template time warping becomes very necessary. Arie et al.
(2016) linearized the template sequence before matching and
then matched it by voting [15]. )e duration of action is often
random in the process of movement, so the linear time reg-
ulation method cannot completely solve the problem.

2.4.2. Based on Probability Network. As the most important
motion recognition method at present, the method based on
probability network can fully consider the dynamic process
existing in the motion process. Different from the template-
based recognition method, the method based on probability
network can model the subtle changes in time and space
scales through the probability method, so it has good ro-
bustness. At present, there are two kinds of probabilistic
networks: dynamic Bayesian network and hidden Markov
model. )e hidden Markov model, as a special form of
dynamic Bayesian network, has been used as a conditional
random field in behaviour recognition [16]. Because it can
avoid the independence assumption in the usual probability
model, it is currently used most widely.

2.4.3. Grammar-Based Technology. )e grammar tech-
nique is also called the syntax technique. Because of its
advantages of understanding complex structures and
utilizing prior information, there are more and more
opportunities for motion recognition. Huber et al. (2016)
used the deterministic syntax of adding orders to identify
discrete events [17]. Cho et al. (2017) used statistical
grammatical reasoning to solve automatic identification
[18]. Ivanov and Bobick (2016) used the technology of
instant grammar to identify the behaviour interaction of
multiagents [19] and divided the identification problem
into two levels. )e bottom layer was the candidate feature
detected by the independent probability event detector,
which generated random syntactic analysis services for
context-free.

2.5. Hidden Markov Model. It is the simplest dynamic
Bayesian network based on training and evaluation in the
probability and statistics model. In this paper, this algorithm
is used to study the recognition of motion. In the hidden
Markov model, the state is not directly visible but is visible
by using the output dependence of a specific observation
value. )e model includes two random processes, as shown
in Figure 5.

)e hidden Markov model has two parts. )e first is the
Markov chain, and the output through this process is the
state sequence.)e other is the random process of the output
corresponding to the observation value sequence and the
state sequence. Usually, hidden Markov models are defined
by five parameters.

2.5.1. N Hidden States. )e hiddenMarkov model (HMM) is
a probability model about time series. It describes the process
of randomly generating unobservable state random sequences
from a hidden Markov chain and then generating an ob-
servation from each state to generate an observation random
sequence. Hidden Markov states satisfy Markov properties
and are actually hidden states in Markov models. However,
these states cannot be obtained by direct observation and can
be specifically represented by θ1, θ2, θ3, ..., θn.

2.5.2. M Observable States. M is the number of observed
values corresponding to a specific state, which can directly
observe the state associated with the hidden state in the model.
V1, V2, V3, ..., Vm are defined as the observedM observations,
and Qt is defined as the observed value of t at any time.

2.5.3. Initial State Probability Matrix Π. )e initial state
probability matrix represents the probability matrix of the
implicit state at the initial time. For instance, when the initial
state probability matrix defining Π� (Π1, Π2, Π3. . ., Πn),

Πi � P qi � θi( 􏼁, 1≤ i≤N. (6)

2.5.4. Implicit State Transition Probability Matrix A. )e
implicit state transition probability matrix A describes the
transition probability between states in the HMM. If de-
fining A� (aij)NN, than there is

aij � P qt+1 � θj | qt � θi􏼐 􏼑. (7)

At time t, when state θt is established, Equation (7)
indicates the probability of the observation state being at
time t and the implicit state of t+ 1.

2.5.5. Observation State Transition Probability Matrix B.
)e probability of θj is observed when the implicit state is θj
at t. B represents the observation matrix of the observation
value; defining B� (bjk)NM, there is

bij � P Ot � Vk | qt � θj􏼐 􏼑1≤ j≤N, 1≤ k≤M. (8)
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)erefore, in the hidden Markov model, there are

λ � (N, M,Π, A, B). (9)

Briefly,

λ � (Π, A, B). (10)

2.6. Hidden Markov Algorithm

2.6.1. Viterbi Algorithm. )eViterbi algorithm is an algorithm
that uses the dynamic programming idea to calculate the hidden
Markov chain model prediction so as to find the optimal path
problem. Define the observation sequence O�O1O2O3. . .OT,
λ� (A, B,Π), with P� (Q, O |λ) as the maximum premise, and
find the specific Q∗ � q∗1 , q∗2 , . . ., q∗t sequence.

δ(i) is defined as themaximumprobability ofO1,O2,O3, . . .,
Ot obtained at time t at the state q1, q2, . . ., qt, when qt� θi.

Initialize:

δ1(i) � Πibi O1( 􏼁, 1≤ i≤N,

φ1(i) � 0, 1≤ i≤N.
(11)

Reasoning:

δt � max
1≤i≤N

δt−1(i)aij􏽨 􏽩, 2≤ t≤T, 1≤ j≤N,

φ(j) � argmax
1≤i≤N

δt−1(i)aij􏽨 􏽩, 2≤ t≤T, 1≤ j≤N.
(12)

Ending is as follows:

P
∗

� max
1≤i≤N

δT(i)􏼂 􏼃,

qT
∗

� argmax
1≤i≤N

δT(i)􏼂 􏼃.
(13)

Optimal path is as follows:

qT
∗

� φt+1 qt+1
∗

( 􏼁, t � T − 1, T − 2, . . . , 1. (14)

2.6.2. Baum–Welch Algorithm. )is algorithm can solve the
parameter estimation problem in the hidden Markov
model [20] and can easily calculate the model-related
parameters:

P(O | λ) � 􏽘
N

i�1
􏽘

N

j�1
at(i)aijbj Ot+1( 􏼁βt+1(j), 1≤ t≤T − 2.

(15)

)e idea of the dynamic algorithm can be used to obtain
λ� (A, B, Π) by making the maximum value of P� (O | λ) to
the local optimal solution.

ξ (i, j) is defined as the probability of θi at time t when
the training sequence O and the model parameter λ are
known, and the Markov chain state θi and t + 1 are defined
as follows:

ξ(i, j) � P O, qt � θt, qt+1 � θj | λ􏼐 􏼑. (16)

Reasoning is as follows:

ξ(i, j) �
at(i)aijbj Ot+1( 􏼁βt+1(j)􏽨 􏽩

P(O | λ)
. (17)

)us, it is probable that

ξ(i) � P O, qt � θt | λ( 􏼁 �
􏽐

N
j�1 ξt(i, j) � at(i)βt(i)

P(O | λ)
. (18)

)e reevaluation equations are

Πi � ξ1(i),

aij �
􏽐

T−1
t−1 ξt(i, j)

􏽐
T−1
t�1 ξt(i)

,

bik �
􏽐

T
t�1且Ot�Vk

ξt(j)

􏽐
T
t�1 ξt(j)

.

(19)

O1O1
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transition
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transition

state
transition

state 
transition
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value output

Observed
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O2 Ot

XtX2X1

Figure 5: )e process diagram double random about the hidden Markov model (HMM).
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2.7.Motion Recognition underHiddenMarkovModel. In the
process of restoring motion recognition, all action sequences
are divided into N segments on average so that they cor-
respond to the N state in the hidden Markov model one by
one and N state transition sequences are generated for the
sequences. )e transition process is shown in Figure 6.

)e number of t frame states qi in them sequence and the
number of t+ 1 frame states qj are represented by equations

N
m
i,j � N

m
St+1 � qj | Si � qi􏼐 􏼑. (20)

)e number of frames 1 in the m state sequence and the
state qi is represented by an equation

N
m
i � N

m
S1 � qi( 􏼁. (21)

In the probability of the initial state, there is

Π0i � P S1 � qi( 􏼁 �
􏽐mN

n
i

􏽐i􏽐mN
m
i

. (22)

According to the above equation, the number of tran-
sitions between two adjacent frames in all state sequences is
calculated to obtain the transition probability A0 of the
initial state. )ere is

ai,j � P St+1 � qj | st � qj􏼐 􏼑 �
􏽐mN

n
i

􏽐i􏽐mN
m
i

. (23)

)e Baum–Welch algorithm is used to learn the pa-
rameters, and the initial parameters are input into the
hidden Markov model for parameter training. )rough this
process, the maximum motion action is selected as the
recognition result. )e training and recognition process is
shown in Figure 7.

2.8. Technical Architecture. )e system collects the bone
motion data of the target in real time through the camera of
Kinect V2 [21]. Skeleton data after coordinate mapping to
get smooth data, using space vector method to calculate the
angle characteristics between bone joints and using HMM
model to collect the motion characteristics of data model
training [22], select the maximum output probability, so as
to realize a reliable real-time training system design and
output.

2.8.1. Data Collection. )e camera of Kinect V2 is used to
obtain the motion data of the target, and the bone data flow
is applied to the subsequent skeletal motion recognition.

2.8.2. Bone Algorithm Processing. )e data collected from
the previous layer are filtered to obtain smoother bone data
[23], and the angle characteristics of bone joints by spatial
vector algorithm are calculated.

2.8.3. Motion Recognition. )e data of predefined motion
actions in the previous layer are collected and calculated to
obtain the initial parameters of HMM, and the motion
action model is trained to obtain the output probability of

many hidden Markov models. )e maximum output
probability is selected as the recognition result by
comparison.

2.8.4. Application. )rough the different training move-
ments identified by the previous layer, the data generated in
the process (movement time, movement number, perfor-
mance settlement, etc.) are stored and uploaded to the cloud
server [24]. )e scientific analysis and management of the
system are carried out, and the scientific training plan that
meets the target characteristics is finally generated.

)e architecture is shown in Figure 8.

2.9. Software Design. )e system software architecture is
divided into four layers, including data layer, skeleton al-
gorithm layer, motion recognition layer, and motion per-
formance layer. )e software client uses TCP/IP
(Transmission Control Protocol/Internet Protocol) com-
munication protocol to communicate with the cloud server
[25].

)e client function design is shown in Table 2.
Figure 9 shows the software design process.

3. Results

3.1. Bone Joint Confusion Experiment. Motion recognition
design is based on bone joint data acquisition. In order to
ensure that cameras and software can collect and analyse all
the joints, five daily behaviours were monitored and ana-
lysed, including sitting, standing, pouring water, drinking
water, and using the phone. In the experiment, 100 groups of
samples were collected for each of the five behaviours, a total
of 500 groups. 40 groups of components were extracted from
the samples collected by each behaviour, and other samples
were tested according to the standard template library. )e
matrix results obtained according to the test results are
shown in Table 3.

According to the results of sample confusion, the actual
motion and template have played a good classification and
comparison results, and the identification of behaviour
representation features is feasible. Due to the similarity
between the behavioural characteristics of some actions and
the joint angle, there is a low degree of recognition.

3.2.TrainingSystemTest. In order to test the feasibility of the
system, 20 men and 5 women were invited to participate in
the test for 3 days. In the three days, 25 people used this
system for training in the morning and afternoon, once a
day, and a total of 250 data samples were obtained. Sample
analysis results are shown in Table 4.

)rough the comparative analysis of the recognition rate
and accuracy, it is found that the training system has a high
recognition rate of motion and can accurately measure and
analyse the joint angle and motion trajectory for motion
recognition. Among them, the accuracy of sit-up and squat is
the highest, which can meet the requirements of the market.
In contrast, the accuracy rate in monitoring and measuring

8 Advances in Civil Engineering



S3 SnS2S1

Figure 6: )e process of sequence conversion (S1 represents the distance of the first leg, S2 represents the distance of the second leg, S3
represents the distance of the third leg, and Sn represents the distance of the n-th leg).
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Figure 7: )e process of training and recognition.

Depth image

Bone image

Color image

Kinect V2 data
acquisition

Bone tracking

Filter processing
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processing
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Operation
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Score settlement

Motion display
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Figure 8: )e system of architecture.

Table 2: Client functionality.

Name Concrete functions
Information
acquisition

)rough the information collection of students’ identity cards (campus card and meal card), the card number is
used as the number, and the USB (Universal Serial Bus) is used to read the information and save the record

Motion recognition 4% use USB connection Kinect V2 for training motion data acquisition, through model design in the client for
motion recognition, judge the basic information, and save its records

Feedback and
interaction

Give feedback on the basic information of the target and real-time motion training data to the user through the
front-end display device and realize the interactive function

Cloud upload Upload the user’s basic information and training data to the cloud and save its records. Concurrent information
analysis to customize training plans
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the standing long jump is low, which may be due to the error
in the range of sight. Additionally, the distance between the
take-off points and the monitoring point also has a certain
impact on the accuracy. )e specific results are shown in
Table 5.

Table 5 shows that the closer the distance between the
take-off point and the monitoring point, the higher the
accuracy obtained. )e greater the distance between the
take-off point and the monitoring point, the lower the ac-
curacy obtained. )e comparison of recognition rate and
accuracy is shown in Figure 10.

In view of the low error and accuracy in the test of this
standing long jump project, the actual situation and test
situation of the standing long jump test are compared. )e
details are shown in Figure 11.

According to the results, the data results can maintain a
certain accuracy between 1.25 and 1.75meters, while the
data are not accurate beyond the subrange. )e analysis

shows that the scene measurement environment may bring
light interference to the Kinect V2 camera based on the TOF
(Time of Light) principle, resulting in a lack of accuracy.
Meanwhile, there may also be site installation location de-
fects and test groups of individual body differences in force
majeure.

)e skeletal confusion experiment is to ensure that the
camera and simulation software can collect and analyse
data. )e training system test experiment is to check the
accuracy of all the collected data in the test system. After
analysis, it is found that the accuracy of the standing long
jump is the lowest. And then, the standing long jump is
tested again. Figure 12 is the comparison of the proposed
method and the baseline method for camera source rec-
ognition accuracy.

Figure 12 shows that the average accuracy of camera
source identification using the basic sensor mode noise

Start
Kinect V2

data
acquisition

Algorithm
analysis

Motion
recognition

NO

Data
storage

YES

Display

Database

Data
processing

Web front
and display

Data
analysis

Algorithm
analysis

Figure 9: )e process of software design.

Table 3: Matrix results.

Final display Sitting down Standing up Water pouring Drinking water Using mobile phoneActual action
Sitting down 96% 3.9% — — —
Standing up 4% 97% — — —
Water pouring — — 92.5% 5.3% 2.1%
Drinking water — — 7.2% 97% 6.7%
Using mobile phone — — — — 89.9%

Table 4: Test results.

Projects Numbers Success rate (%) Accuracy rate (%)
Setting 600 95.7 89
Squatting 270 96 94.8
)e lead upward 200 94.8 92.5
Sit-up 240 97 96.8

Table 5: Accuracy at different take-off points and monitoring
points.

Take-off
point

Monitoring
point

Distance
between Accuracy (%)

1.21 0.532 0.678 92.36
1.963 1.0236 0.9394 91.01
2.635 1.268 1.367 89.26

10 Advances in Civil Engineering



identification method is 93%. When Alexnet is used as the
branch network of the twin network for camera source
recognition, the recognition accuracy is generally low.
)e method is greatly affected by the number of samples
in the dataset, and the network is more inclined to learn
the features related to image content. It is proved that the
use of the neural network without pretreatment for
camera source recognition may not be as good as the
effect of camera source recognition by sensor mode noise.
)e method designed is used for experiments, and the
average accuracy reaches 97%, which is 4% higher than
that of the sensor-based noise identification method. )e
recognition method designed not only is more conve-
nient and automatic than traditional methods but also
has a certain improvement in recognition rate.

4. Conclusions

With the continuous development of the global economy
and the reduction of trade barriers, it provides a broad
platform for the rapid development of international trade.
International trade is the participation of countries in the
world in the international division of labour and an im-
portant means to realize the smooth progress of social re-
production. Meantime, international trade is also an
important medium for economic, political, and cultural
exchanges between countries, and it plays an important role
in production and life. So, it is necessary to add the use of
data to educational practice. Besides, with the rapid devel-
opment of visual sensing technology, it has the research and
development conditions to realize nonwearable sensor
monitoring and training system. In this paper, a visual
sensor training system is designed by using joint data and an
algorithm model to collect and analyse the characteristics of
motion behaviour. Finally, the visual sensing training system
for physical education practice that can complete data
collection without wearing is realized, and the collected data
are uploaded to the cloud through the Internet. Meanwhile,
the proposed method combines the identification method of
sensor mode noise with deep learning and proposes a
camera source identification method by DTs network. )e
recognition results are judged by the similarity measure of
the twin network and compared with the experimental
results, which proves that the method has better recognition
rate advantages. )e data are analysed using the national
health standards, and reasonable and scientific training
plans are developed according to different sports data
sources. )e software designed in this paper also has defects.
)e software only simulates the research scene, and there are
some differences between the simulated scene and the real
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Figure 11: Comparison of standing long jump sample results.
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conditions. )erefore, when the simulation experiment is
carried out, the problems that appeared are not very
comprehensive. )e corresponding hardware equipment
needs to be under suitable temperature and light, not ex-
ceeding 30 degrees; otherwise, it will affect the operating
speed of the hardware. )e hardware equipment mentioned
in this paper needs to be in a suitable light environment to
ensure complete accuracy. )erefore, the necessary condi-
tions, such as shading of hardware equipment, will be im-
proved in the subsequent research. )e management system
developed in this paper is intended to solve the problems of
old mechanism and malpractice in physical education in
colleges and universities and is committed to realizing the
scientific, integrated, and standardized management of
physical education and sports training for college students.
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)e data used to support the findings of this study are
available from the corresponding author upon request.
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