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Abstract

The objective of this tutorial is to train students and researchers in the various domains involving the modelling
and simulation of the human body for medical purposes. Human body representations have been used for centuries
to help in understanding and documenting the shape and function of its compounding parts. Nowadays, medical
acquisition devices especially medical scanners are able to produce a large amount of information, such as high-
resolution volumes, temporal sequences or functional images, more-and-more difficult to analyse and visualise. In
other words, we measure much more than we understand. In this context, higher-level information such as anatom-
ical and functional models is increasingly required to support diagnosis and treatment. Three levels of complexity
can be distinguished (geometry, function and control) where modelling and simulation methods take place. In this
tutorial, we will present the current research issues towards the patient-specific reconstruction of virtual models
and their functional simulation. We will focus on the computer graphics aspects involved in medical modelling/
simulation: deformable model-based segmentation, mesh optimisation, data fusion, interactive mechanical sim-
ulation, cost-efficient visualisation, etc. Examples will be given in the musculoskeletal, cardiac and neurological
domains. All speakers are partners of the EU project "3D Anatomical Human" led by MIRALab - University of
Geneva.

Categories and Subject Descriptors (according to ACM CCS): I.3.5 [Computer Graphics]: Curve, surface, solid,
and object representations. I.3.5 [Computer Graphics]: Physically based modelling. I.3.3 [Computer Graphics]:
Viewing algorithms. I.3.8 [Computer Graphics.]: ApplicationsComputer-aided diagnosis and treatment.

1. Anatomical and kinematical reconstruction from

medical data

1.1. Introduction

Nowadays, medical imaging devices are able to produce a
large amount of information, such as high-resolution vol-
umes and temporal sequences, more-and-more difficult to
analyse and visualise. In this context, higher-level informa-
tion such as 3D or 4D models is increasingly required to
support medical diagnosis. Such models can have predic-
tive capabilities (for computer-aided treatment, prevention,
rehabilitation and ergonomics). For simulation, the use of
medical images is important, as they allow the production
of patient-specific models (anatomical models), expressing
subtle inter-subject variability (possible cause of pathology),
and the validation of mechanical prediction through tempo-
ral studies (kinematical models).

1.2. Acquisition modalities

When modelling and simulating real objects, data acquisi-
tion is essential. It aims at extracting model parameters and
validating simulation output. Data can be divided into ge-
ometric data (e.g. medical images), kinematical data (e.g.
optical motion capture data), mechanical parameters (e.g.
strain-stress curves) and physiological data (e.g. muscle ac-
tivation). Due to measurement difficulties (for instance, the
access to bone kinematics, internal muscle activation pat-
terns) and musculoskeletal system complexity, it is common
to make assumptions about this data and use prior knowl-
edge. Relying on these, computer models need to be vali-
dated correctly. Obviously, geometric models (shape) deal
with few assumptions, whereas functional models require
a lot of prior information for their simulation. In this sec-
tion, we focuss on musculoskeletal macroscopic acquisition,
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which is more relevant for the computer graphics commu-
nity.

1.2.1. Static acquisition

1.2.1.1. Cadaveric studies: Until XX century, cadaver
analysis has been the only one way for assessing organ
shapes and interrelationships (e.g. Gray’s anatomy [Gra00]).
The visible human [NLM99], a mixture of medical images
and histological cuts of the same individual, is up to now the
most complete dataset for anatomical description. It has sup-
ported many projects in the fields of medical image process-
ing and biomechanics. The measurement of submillimeter
anatomical features such as in synovial joints still requires
specimens. However, medical imaging modalities, more and
more accurate and standardised, tend to supplant these kind
of studies.

1.2.1.2. Radiography and Computed Tomography (CT):

Historically, the radiography has been the first modality for
in-vivo anatomical imaging of internal structure (Roentgen,
end of XIX century). It is based on the photo measurement of
the intensity of X-rays traversing the body. Sensors are gen-
erally phosphor plates, that can be subsequently digitalised
(Computed Radiography - CR), but new digital sensors are
emerging (Digital Radiography - DR), though they are still
expensive. The resulting 2D projections highlight anatomi-
cal structures, absorbing X-rays differently. Combining sev-
eral projections (Computed Tomography - CT), volumes
(typically 512x512x128 voxels) can be reconstructed with
a resolution of about 0.5x0.5x1 mm in 30s. CT is a tomo-
graphic modality, meaning that output images, reconstructed
from several projections, are cross-sections. The intensity
in images is measured towards the Hounsfield scale, lead-
ing to a simple segmentation of tissues. However, different
tissues can share the same value, and artefacts disturb this
identification. It is known that CT is more dedicated to chest
and bone investigations (about 70% of all imaging examina-
tions), as bone-to-soft tissue contrast is high. Thresholding,
few regional constraints and simple post-processing tech-
niques (e.g. morphological operations) are generally suffi-
cient to segment bones, or structures highlighted with suited
contrast agents (e.g. angiography). Direct volume rendering
is also popular in the clinical environment [HPP∗03]. In or-
thopaedics, where most of pathologies rely on bones (e.g.
fracture, cartilage ossification), CT is the privileged modal-
ity, although it is invasive (high dose X-ray absorption can
damage cells and cause cancer).

1.2.1.3. Ultra-sound (US): Ultra-sounds propagate in ho-
mogeneous tissues but are partly reflected at tissue inter-
faces. The principle of US is to measure this reflection in
time, the emission/ reception time interval being propor-
tional to the depth of the interface (assuming few wave ve-
locity variations). US scanners generally operate in bright-
ness mode (B-mode), that is grey-scale in images repre-

Figure 1: CT imaging of the hip

sent an amplitude map of the reflected sound. 2D cross-
sections and 3D volumes can be interpolated by casting rays
in different directions (tomography). Either mechanical and
free-hand probes are available [FDC01], allowing for some
of them position tracking. General interpolation techniques
may be used to resample unparallel slices. US is low-cost,
fast and non-invasive. Unfortunately, image quality is low:
speckle is present due to wave interference, geometric dis-
tortions occur due to wave velocity changes and ultra-sound
can be totally absorbed by some tissues (e.g. air, bones) and
at large depth, leading to occlusions. US is typically used
for heart and foetus dynamic imaging, but is also adequate
for superficial musculoskeletal imaging. Particularly, muscle
fibers direction can be visualised in-vivo.

Figure 2: Ultrasound assessment of the pennation angle of
the gastrocnemius muscle in a relaxed state, from University
of California, Davis

1.2.1.4. Magnetic Resonance Imaging (MRI): Atomic
nuclei have a magnetic moment that can be oriented by an
external magnetic field. This moment rotates about the axis
of the field, with a frequency depending on the type of nu-
cleus and on the strength of the magnetic field. In this con-
dition, atoms can briefly jump from one equilibrium state
(spin +1/2) to another one (spin −1/2), under radio im-
pulses emitted at this frequency (resonance). When returning
to the initial state, atoms generate a damped radio frequency
signal (relaxation). MRI aims at measuring this signal from
the resonance of hydrogen atoms, contained in all tissues
(water). Indeed, tissues react differently, depending on the
concentration of water (proton density), but also on the way
that protons revert back to their resting states after the ini-
tial RF pulse (relaxation time). Relaxation time is measured
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in two directions: T1 (longitudinal) and T2 (transversal). In
addition, fluid flow may decrease the signal. These four tis-
sue parameters: proton density, T1 relaxation time, T2 re-
laxation time and fluid flow; determine the signal intensity
on the MR images. By weighting these parameters, MRI
is capable of producing various types of contrast, confer-
ring to this modality a great versatility. The self-diffusion
of water is restricted by membranes, and consequently re-
lies on tissue geometry (e.g. fiber orientation). By applying
different gradient directions, fluid flow/ fiber direction can
be measured (six directions: diffusion tensor MRI; three di-
rections: diffusion weighted MRI). Local, voxel-based direc-
tions can be combined with a fiber-tracking algorithm (trac-
tography) to reconstruct complete paths [MZ02]. It is admit-
ted that MRI does not produce any harmful ionizing radia-
tion [SC04]. Typical resolution is about 1mm3. Strong mag-
nets (>1 Tesla), which are horizontal tubes of about 60cm
diameter, lead to a higher signal-to-noise ratio (SNR), and
consequently to a higher resolution and shorter scan times
than feeble magnets. In research, the spatial resolution can
attain 1µm3, using powerful magnets (e.g. 4 Tesla, 7 Tesla).

Figure 3: Different MRI sequences for imaging the hip: a)
Spin-Echo T1 b) Gradient-Echo T2* c) Gradient-Echo T1

1.2.1.5. Body scanning: For computer graphics and ani-
mation purposes, accurate skin models of the complete body
are generally digitalised using commercial optical scanners.
The reflection of white light or eye-safe laser is measured by
mobile cameras, providing a point cloud of the scene that
need to be subsequently triangulated (resolution: ≃ 1mm,
acquisition time: ≃ 30s). Another approach uses stereo pho-
togrammetry from at least two camera views. This technique
is faster (≃ 1.5ms) and more accurate (0.5mm) than laser
scanning when using efficient mesh reconstruction tech-
niques, however this has not been applied to large scale (e.g.
full body) yet.

1.2.2. Kinematics and dynamics acquisition

1.2.2.1. Ultra-sound (US): US is a fast imaging modal-
ity that can provide useful kinematic information, with a
frequency up to 100 frames/s (e.g. foetal echography). 1D
temporal analysis (x axis: time; y axis: depth), called M-
mode, is useful for visualising highly sampled (about 1000
pulses/sec) superficial muscle contraction patterns or heart

valves movements. Direct tissue/ liquid velocity visualisa-
tion is also possible with US, exploiting the Doppler effect.
Colour Doppler aims at visualising flow direction and ve-
locity, whereas color power Doppler (CPD) only deals with
velocity amplitude.

Figure 4: B-mode ultrasound slice with superimposed
colour Doppler showing blood flow inside the heart (from
AnaesthesiaUK)

1.2.2.2. Fluoroscopy and Computed Tomography (CT):

Fluoroscopy produces real-time images of internal struc-
tures in a similar fashion to radiography. X-ray fluoroscopy
is faster than CT, as it performs only one projection from a
continuous input of X-rays, while CT requires multiple pro-
jections to reconstruct cross-sections. CT volumes are con-
verted into 2D projections using digitally radiographs recon-
struction (DRR) techniques. Fluoroscopy has been widely
used for intra-operative bone tracking and biomechanical
studies [YSAT01]. Implanted pins are used for accurate bone
localisation, but non-invasive bone motion tracking can be
obtained through 2D/ 3D registration between fluoroscopic
images and CT data. New technical advances in CT scanner
including large 2D detectors, fast rotating devices and fast
systems for transmission and reconstruction, have recently
permitted 4D CT acquisition (e.g. 256-slices, field of view
along z = 12cm, resolution = 1mm× 1mm× 0.5mm× 1sec
[MET∗04]).

1.2.2.3. Magnetic Resonance Imaging (MRI): Several
MRI techniques has been made available for dynamic tis-
sue analysis, through the decrease of MRI acquisition time.
Particularly, joint kinematic studies with MRI have been re-
ported. The passive sequential (or stepped) acquisition tech-
nique (i.e. loaded stationary joint during acquisition) is well-
established but has limited use. However, the problem of ac-
quiring volumetric image data in real-time with MRI during
active motion remains to be solved due to inherent trade-off
in the MR imaging technique between Signal-to-Noise Ratio
(SNR), spatial resolution and temporal resolution. Specific
imaging sequence (trueFISP: 6 f rames/s [QLH∗02]) and
parallel imaging techniques exploiting spatiotemporal cor-
relations with reference images (e.g. SENSE, Philips Med-
ical Systems, 38 f rames/s [TBP03]) can greatly speed up
the acquisition. Motion periodicity can be exploited by com-
bining information across several cycles (cine-MRI), which
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is particularly suited for cardiac imaging. Because tissues
keep their magnetic orientation for a time (∼T1 time), it
is possible to create temporary magnetic fiducial markers,
or tags, and hence trace tissue deformations (tagged MRI)
[ZPR∗88]. Velocity imaging is possible using phase contrast
sequences (pcMRI) [PHSE91]: two datasets are acquired,
one being flow sensitive and the other flow compensated.
The raw data (phase information) from the two data sets are
then subtracted. pcMRI can be coupled with cine-MRI as
in [DP94].

Figure 5: Real-time dynamic MRI of the thigh [GPMTV04]

Figure 6: Cine tagged-MRI of the heart

Figure 7: Cine phase-Contrast MRI of the thigh during knee
flexion/extension [ABGD02]

1.2.2.4. Motion Capture (MoCap): While medical imag-
ing provides precise but local kinematic measurements, mo-
tion capture (MoCap) techniques aim at acquiring global
skin motion (larger scales and ranges of motion). Avoid-
ing the burden inherent to medical scanners, MoCap pro-
vides in-situ kinematical data (e.g. gait), and is compatible
to other modalities for force (e.g. force plates) and physi-
ological (e.g. EMG) measurement. Motion capture of the
complete body is achieved through the recording of land-
marks attached to the skin. In a post-processing phase, land-
mark positions are reconstructed in 3D, and rigid motions
of the different body segments can be established, approxi-
mation skeletal movements and joint centers [LO99]. Three
main motion capture systems can be distinguished [Men00]:
the ones based on electromagnetic trackers (flock-of-bird) (∼
140Hz, ∼ 2mm); the ones based on mobile electromechani-
cal devices such as inclinometers, goniometers, accelerome-
ters and gyroscopes (∼ 90Hz, ∼ 0.5deg/2mm); and the most

used ones based on reflective optical markers (< 1000Hz,
∼0.5mm). With optical systems, a post-processing (interac-
tive) phase is necessary to manage occlusions. As the rela-
tive skin/ bone motion introduces errors in joint center and
skeletal kinematics computation, implantable pins and error
minimisation techniques have been used for biomechanical
studies.

1.2.2.5. Video-based methods: Instead of MoCap, raw
video images or laser scans can be used to assess body
kinematics. Whereas MoCap provides accurate and high-
rate motion of the skin at sample points, it can be use-
ful to assess the skin with more complete spatial informa-
tion. However, video-based methods have a lower accuracy
and frame-rate, and require efficient post-processing meth-
ods (computer vision techniques). In [DHW∗04], a dynamic
body scanner system (15Hz) is used for spine dynamic anal-
ysis where internal anatomical structure are estimated for the
shape of the skin. Commercial products using stereo pho-
togrammetry can achieve around 60Hz for imaging body
parts. In [ACP02], skin animation is performed from scat-
tered scan data, trough interpolation techniques.

1.2.2.6. Force plates: For dynamic simulations of the
musculoskeletal system, it is necessary to evaluate exter-
nal forces acting on the body, such as ground reaction
forces. MoCap, EMG and force plates are typically asso-
ciated. Force plates can record ground reaction forces (6
DOF) [DP02]. Alternatively, one can use pressure mea-
surement soles [WC03], leading to slightly different results
(shoe/ground vs. foot/shoe interaction). Both systems can
record at approximately 500Hz, with a resolution of about
1cm.

1.2.3. Physiology acquisition

1.2.3.1. Electromyography (EMG): The measurement of
muscle stimulation patterns is essential to understand mus-
culoskeletal dynamics and control, and consequently the
causes of abnormal movements. Electromyography (EMG)
consists in assessing electrical signals (0 − 6mV , 10 −
500Hz) being generated by a muscle at the same time that
it contracts [Cut93]. Surface EMG (sEMG), where elec-
trodes are placed at the skin above muscles, is a non-
invasive approach (contrary to needles) for muscle stimu-
lation recording. It has been used in most studies regard-
ing the forward dynamic simulation of the musculoskeletal
system, the validation of inverse dynamic simulation, and
the diagnosis of neuro-musculoskeletal disabilities [DL95].
Due to differences in electrode properties, configuration and
location, which is problematic for the use and exchange
of sEMG data, standard protocols have been recently es-
tablished [HFDKR00]. Indeed, a good electrode/skin con-
tact need to be insured to reduce noise, and a precise
electrode placement to minimise crosstalk from neighbour-
ing muscles. To tackle this, researchers have investigated
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more sophisticated electrodes such as bipolar electrodes and
more recently electrode arrays. EMG data need to be post-
processed to extract relevant information and to allow in-
tra and inter subject comparison [DeL97]. Because there
is no absolute signal value, EMG are generally normalised
according to the maximum voluntary contraction or MVC
(highest peak during maximum effort). In addition, EMG
analysis in the Fourier domain is particularly useful to sepa-
rate the contribution from the different muscles, and analyse
physical fatigue. Indeed, fatigue is characterised by an aver-
age frequency shift towards lower frequencies.

1.2.3.2. Mechanomyography (MMG): MMG is a non-
invasive technique for measuring muscle contraction speed
of muscle groups, and is the mechanical equivalent to EMG
(electrical activity). Its principle is to measure skin displace-
ment under neuromuscular stimulation. Measurements are
commonly made through a variety of transducers (condenser
microphones, piezoelectric contact sensors or accelerome-
ters) leading to various output names: muscle sound, sound-
myogram, acousticmyogram, phonomyogram, accelerome-
termyogram or vibromyogram.

1.2.4. Mechanical testing

1.2.4.1. Mechanical devices: Biological tissues mechan-
ical parameters can be established from various modalities
measuring the uniaxial/biaxial tissue strain response in re-
lation to mechanical or ultrasound impulses. Indeed, the re-
lationship between the strain (tension, compression, bend-
ing or torsion) and the stress (pressure or force) provides the
elastic property of the material, while viscoelasticity can be
analysed from stress and strain rates (stress-relaxation and
creep testing) over multiple loading/unloading cycles. The
biaxial stress-strain relation of a soft tissue can not be ob-
tained by superimposing two individual uniaxial test results
due to the large deformation, but data regression methods
are usually performed to fit the constitutive model to data.
Commonly, tissue specimens need preconditioning (several
loading/unloading cycles) before obtaining reproducible re-
sults. Then, parameters are established from the loading and
unloading curves. The use of dead specimens is problem-
atic, as they may behave differently than living tissues: they
need to be correctly hydrated (e.g. saline baths) and kept at a
suitable temperature. In addition, tissue initial milieu is dif-
ficult to reproduce (e.g. pressurised synovial joints). In-vivo
mechanical measurement of internal tissues poses extreme
experimental difficulties, but is becoming possible through
the development of miniaturised devices. Buckle transduc-
ers, telemetered pressure sensors and strain gauges have
been investigated for in-vivo force, pressure and deformation
measurement. Non-invasive approaches are also available
for isotropic materials such as aspiration tools [NMK∗03]
or torsional resonator devices [VM04]. Highly anisotropic
materials (e.g. ligaments) are, however, difficult to measure
in situ. Implantable force transducers and video-based mea-

surement techniques have been used, but the reference state
(zero stress) remains problematic to determine [WG01].

1.2.4.2. Magnetic Resonance Elastography (MRE):

MRE is a new technique to measure material internal stiff-
ness in vivo and non-invasively [MRL∗96]. It is based on the
measurement of tissue response under shear waves, propa-
gated from a transducer attached to the skin surface. The
stiffer is the tissue, the more rapidly waves are propagated
(longer wavelength). Wave displacement velocity is mea-
sured with Phase-Contrast MRI (pcMRI), whereas in ultra-
sound electrography, the measurement is based on Doppler
techniques. MRE has been applied to measure muscle actua-
tion, exploiting the fact that the more contracted is a muscle,
the stiffer it is. In [PBHS05] muscle anisotropy (3 parame-
ters) has been measured with MRE, based on a transversely
isotropic linear material. MRE is a very promising approach
allowing tension distribution within a muscle to be imaged.
In addition, contrary to EMG, MRE can provide information
about passive properties of muscle.

Figure 8: MRE measurement based on a harmonic shear
excitation in x1-direction, from [PBHS05]

1.3. Image segmentation and registration

1.3.1. Introduction

Anatomical and kinematical modelling deal with image seg-
mentation, that is the identification, in 2D, 3D or 4D im-
ages, of the region or contour of interest. Segmentation has
been an intensive research field for many years, and is gen-
erally associated to registration (the search of spatial cor-
respondences across datasets). Indeed, registration can in-
directly perform segmentation as soon as a generic/ refer-
ence dataset has been segmented (the generic model is it-
eratively deformed/ registered to images). On the contrary,
direct segmentation can be achieved with few assumptions
about the problem (organ shape, image intensities, defor-
mation, etc.). Direct approaches such as thresholding, re-
gion growing or edge detection are generally ad-hoc tech-
niques that fail to handle noisy images with a large amount
of textural information such as medical images, while indi-
rect approaches use prior information (reference segmented
datasets, generic models, anatomical and statistical informa-
tion, texture database) to perform the segmentation.
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Given ordinary clinical images (low-resolution images
with anisotropic voxels, noise and partial volumes), the out-
put of segmentation (binary volume), even manually ob-
tained, is a more-or-less correct representation of organ
shapes. A post-processing step is necessary to reconstruct
a model, from the binary map, that can be simulated and
efficiently visualised. The Marching Cubes algorithm, origi-
nally proposed by Lorensen et al. [LC87], is considered to
be a standard approach to the problem of extracting iso-
surfaces from a volumetric dataset. However it produces
aliased meshes, with a poor geometrical quality (irregular
triangles) and an excessive number of triangles. Constrained
reconstruction techniques (such as [Del99]) where surface
smoothness and mesh topology can be controlled are more
efficient. In this context, deformable models are nowadays
a widely spread approach for segmentation, since they al-
low geometrically constrained image segmentation (no post-
processing).

Figure 9: marching cubes reconstruction of the knee (left)
and constrained reconstruction using deformable models
(right)

1.3.2. Direct segmentation

Direct segmentation of anatomical structures in medical im-
ages is particularly challenging because medical images are
noisy (e.g. speckle in ultrasound) and generally complex
from a textural point of view. Moreover, the ratio between
image resolution and the size of structures to segment can be
high. Low resolution images produce partial volume effects,
making frontiers between organs unclear. Direct segmenta-
tion makes very little assumption about organ shape, organ
size or image intensity, so is very generic. For complex prob-
lems, direct segmentation is noise-sensitive, not robust and
quite inaccurate. However it can help in speeding up manual
segmentation and enhancing/ extracting image features for
further algorithms (e.g. registration).

Generally speaking, direct segmentation is an iterative
process involving a "detection" step where regions are iden-
tified in images and a classification step where regions are
combined to create new regions. A pre-processing step may
initially filter images to normalise them, reduce artefacts and
noise and enhance specific features. After segmentation, the
resulting atlas can be converted into surfacic or volumetric
model through reconstruction techniques.

1.3.2.1. Pre-processing: Well-known filtering algorithm
may be applied to images in a pre-processing step. Noise

can be attenuated through low pass filtering. Anisotropic fil-
tering [PM90] is particularly suited, as it does not alter edge
sharpness. When segmenting several datasets from different
patients or sessions, intensity normalisation may be applied
to get more robust results (because most algorithms rely on
image intensity). This is frequent to fit image contrast and
brightness to a reference image. Normalisation is generally
performed by an (piece-wise) affine transform of the intensi-
ties. Between cross-sections, intensity bias can be present in
medical volumes and attenuated through intensity normali-
sation across slices.

1.3.2.2. Region detection: Regions in images can be de-
fined by their internal voxels or by their boundaries. Simi-
larly, segmentation methods aim at discriminating regions,
looking at image intensity levels and their derivatives. An-
other way is to assess the probability of voxels to belong to
a region, considering local intensity values.

• Edge-based approaches: Organ interfaces are charac-
terised by a more or less steep intensity level variation
in images and are quantified through gradient amplitude
and orientation. Various convolution filters have been pro-
posed for gradient measurement. Among them, 1st order
derivative filters such as the Sobel or Prewitt filter, and
2nd order derivative filters such as the Laplacian filter are
particularly used.

• Region-based approaches: When regions are more or
less homogeneous, voxels and their neighbours look sim-
ilar, except at boundaries. Voxel intensities, standard de-
viations or gradients are computed and compared to the
ones of neighbouring voxels (classification step) in an as-
cending or descending fashion (e.g. split and merge algo-
rithm). When regions are not homogeneous, but present
repetitive patterns, texture analysis may be performed.
It is based on local parameters (e.g. frequency or statis-
tics), extracted within a specific window. Alternatively,
cross-correlation with prior texture primitives may be per-
formed. An example of the use of statistical parameters is
the cooccurence method.

• Statistical approaches: Bayesian approaches try to max-
imise the knowledge of the scene (classification) given the
image, through its probability density function p(S|I). Ac-
cording to the Bayes rule: p(S|I) = p(I|S)p(S)/p(I), this
is an optimisation process involving the likelihood (prob-
ability of the image given the scene) and the prior (prob-
ability of the scene). It leads to S̃ = argmax(log(p(S))+
log(p(I|S))) (Maximum A Posteriori or MAP solution).
For expressing the likelihood, additive measurement noise
(usually Gaussian) is considered as well as a signal model
(such as the Gibbs distribution, considering that the sig-
nal is a Markov field). It is also common to incorporate
a model of spatial interaction to account for signal con-
tinuity in the image. It is a very general framework that
can be used also in deformable segmentation and registra-
tion [SD92], as we will see later.
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1.3.2.3. Classification: Detected regions, or voxels are
classified into classes (e.g. tissue type) using homogene-
ity criterions. When using one parameter, thresholding is
performed at a specific level. The criterion is generally
image intensity level or probability density. The threshold
may be automatically computed through histogram analy-
sis (e.g. Gaussian modelling of grey level distribution). Al-
ternatively, classification can be performed through mul-
tiple parameters (multidimensional classification), such as
the region mean level, the standard deviation, the contour
mean curvature or the object principal axis. Unsupervised
classification tries to delineate automatically the different
classes in the parameter space using proximity criterions,
whereas supervised classification makes use of prior knowl-
edge about parameter values of the different classes. Two
strategies are possible regarding the detection/ classifica-
tion loop. The ascending strategy (split algorithm) starts
from under-segmented regions and make them grow itera-
tively by detecting similar neighbouring regions. In the de-
scending strategy (merge algorithm) the image is split into
many regions (over-segmentation) which are subsequently
merged through homogeneity/ proximity evaluation and de-
cision making (e.g. quadtree partition). The two may be
mixed (split and merge algorithm) [HP78].

1.3.3. Image Registration

1.3.3.1. Introduction Image registration, that is the com-
putation of spatial correspondences between images, is one
of the main fields in image processing. Indeed, registra-
tion is required in various domains such as image fusion
(multimodal registration), segmentation (template registra-
tion), motion tracking (temporal registration) and naviga-
tion (viewpoint registration). Image registration aims at find-
ing the displacement field that maximises the similarity be-
tween images, while preserving a certain regularity of the
displacement. Hence, it can be seen as an energy optimisa-
tion problem, where the external energy represents the at-
traction potential field from images, and the internal energy,
the regularity of the displacement. Alternatively, image reg-
istration can be viewed as a force (energy derivative) equilib-
rium process where external and internal forces self-balance.
The diversity of problems, approaches and comparisons has
made any attempt to exhaustively classify registration meth-
ods difficult. The various existing reviews [Bro92] [MV98b]
[FHM00] have focused on different more-or-less indepen-
dent criterions such as:

• The nature of features: Features, also called primitives
or landmarks, are the information, either geometric or
iconic, extracted from images to be registered.

• The similarity measure: this is the criterion upon which
the registration is performed.

• The problem regularity: the type of transformation that
we are looking for (e.g. rigid, elastic, etc.)

• The resolution method: how the optimal transformation,
maximising the similarity between features, is found.

1.3.3.2. Registration features: We commonly distinguish
geometric features (shape) and icons (image), but it is possi-
ble to combine them.

Iconic features: Icons rely on the (pre-processed) photo-
metric information of a voxel (e.g. optical flow [HS81]) or a
region (e.g. template, intensity profile [MD05]). With iconic
registration, there is no pre-segmentation or geometric fea-
ture extraction. However, images may be pre-processed to
remove noise and bias, and normalise intensities. Iconic reg-
istration has shown to be very efficient in multimodal regis-
tration (higher relevance of intensity distribution correlation
over extracted features matching).

Geometric features and models: There are two main ap-
proaches when using geometric features for image registra-
tion. On one hand, they can be segmented separately in the
two datasets and then, registered geometrically (using geo-
metrical distance as the similarity measure) [AFP00]. On the
other hand, they can be extracted from the source dataset,
and subsequently used to segment the target one. With this
approach, geometric features (the model) are rigidly or elas-
tically matched, in an iterative process. With deformable
models, segmentation, registration and reconstruction are
performed at the same time, leading to a possible combina-
tion between iconic (image-based) and geometric registra-
tion. Moreover, they allow spatially coherent regularisation
mechanisms.

Geometric features of lowest dimension are points. We
differentiate artificial (or extrinsic) and anatomical (or in-
trinsic) fiducial points [FHM00]. Artificial markers are fixed
invasively (e.g. bone pins) or non-invasively (e.g. skin mark-
ers) to organs for inter-patient image registration, intra-
patient image registration or motion tracking in image se-
quences. Their discrete locations can be extracted from
marker regions using image processing methods or directly
registered through iconic registration (block matching). In-
trinsic landmarks rely on salient anatomical features. They
can be extracted from images, but robust point extraction
(automatic or manual) is often a difficult task [RFS99]. Point
registration can lead to rigid or elastic registration: from
known spatial correspondences at discrete locations, it is
possible to estimate the global rigid movement or the sur-
rounding elastic displacements using error minimisation and
adequate interpolation methods such as radial basis func-
tions (e.g. thin plate splines). Interpolation methods are usu-
ally not realistic at locations distant from landmarks. So that
accurate point-based registration is generally limited to rigid
registration (tracking applications). For rigid registration, a
coordinate system can be used instead of a set of landmarks.
This can be obtained through gravity center, principal axis
and moment calculation from grey-scale or binary images,
but also from organ shape (intrinsic anatomical axes). To
overcome unrealistic point-based elastic registration, land-
marks orientation and anisotropic error computation have
been incorporated in the classical Thin-Plate-Spline (TPS)
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interpolation method [RFS99]. This provides better results,
especially at organ interfaces where the registration transfor-
mation is not continuous.

Higher dimensional geometric features, such as curves,
surfaces and volumes, have various mathematical represen-
tations. The type of representation is a key-point with de-
formable models, as it influences geometric descriptors, the
evolution process and the visualisation methods associated
to them. McInerney et al. [MT96], Montagnat et al. [MD05],
Singh et al. [SGT98] present detailed reviews and classifica-
tions of deformable models. Curves, such as crest lines, are
perceptive features that may be used for registration; how-
ever, surfaces remain the most used geometric primitives,
since boundary is commonly the most noticeable object fea-
ture. In images, homogeneous objects, are, in fact, only char-
acterised by their shape. We broadly present the various rep-
resentations used in image registration, and to a larger extent
in tissue modelling and simulation.

There are three distinct families of deformable models:
continuous models are definite through the mapping of pa-
rameter ranges in space; discrete models are defined at dis-
crete locations in space and connectivity relationships; and
implicit models are indirectly defined by function isovalues.
Continuous models offer the ability to compute differential
quantities (e.g. normals, curvatures) easily and are well con-
trollable through their limited number of parameters (intrin-
sic geometric regularisation) but their shape is limited by
the parameterisation. On the contrary, discrete models are
more flexible but difficult to constrain geometrically. Im-
plicit models can benefit from their volumetric nature, and
merging capabilities, but their abstract nature makes spatial
interactions with them, difficult.

The continuous representation has been the first proposed
one, for deformable models. In 1988, Kass et al. [KWT88]
propose the well-known snake representation (also called
active contour, or explicit contour). A snake is an explicit
mapping of a real parameter to 2D coordinates. This has
been generalised to 3D case by Terzopoulos et al. [TF88b]
and adapted by McInerney et al. to handle topology change
[MT99] (T-snake). Parametric models are continuous mod-
els where the mapping is made through particular mathemat-
ical functions, defined by few parameters (degrees of free-
dom of the model). Continuous models are popular in med-
ical image analysis since their regularities are simply evalu-
ated; examining mapping function derivatives with regards
to material coordinates. Moreover, parametric models are
intrinsically regularised thanks to their limited number of
parameters (DOFs). B-splines, (bicubic) Hermite surfaces,
and superquadrics are the most used parametric model/ func-
tions, since they can describe a wide range of shapes, while
offering physically significant regularisation/ deformation.
Shape limitation can be overcome by adding local shape
perturbations [TM91], or by applying FFD subsequently to
registration [BCA96]. Continuous models are particularly

suited for statistical analysis, because their mapping func-
tions can be efficiently decomposed into a linear combina-
tion of variation modes. Different basis (e.g. Fourier, har-
monic, principal components) have been exploited in image
segmentation [SD92] [CT01] for constraining model evolu-
tion into relevant deformations, that can be learnt from ex-
amples. Explicit continuous models need to be discretised
for evolving (Section 1.3.4), while, with parametric mod-
els, control points (part of the parameters) may be directly
used. The main problem with this kind of models remains
the inverse problem (defining shape functions and parame-
ters from a set of locations), which is required for recon-
structing/ initialising models and interacting with them. This
is carried out through energy functional minimisation, as a
geometric registration process.

Figure 10: topology adaptive continuous model (T-snake)
based segmentation from [MT99]

A discrete mesh is represented by vertices and connectiv-
ity relationships. Connected points form faces and cells. In
discrete contours (respectively triangle meshes, tetrahedral
meshes and rectangular grids), each cell contain exactly 2
(resp. 3, 4 and 8) vertices. They are characterised by a con-
stant cell connectivity. Dually, simplex meshes [Del99] are
characterised by a constant point connectivity (in p-simplex
meshes, each vertex is connected to exactly p + 1 vertices).
Discrete surfaces are very popular in the field of computer
graphics and image processing, as they are flexible (correla-
tion with anatomical structures) and memory cheap. Among
the numerous registration methods, [PMTK01] use trian-
gle meshes, while [FWG∗99] use tetrahedral meshes and
[MD05] use 2-simplex meshes. Abstract volumetric defor-
mation grid have shown to be an efficient support for image
deformation (FFD) and hence registration. In [LRMK99]
Lötjönen et al. present a coarse-to-fine approach with multi-
resolution grids. Szeliski et al. [SL96] propose an octree
grid, to ensure better fitting with anatomical structure. How-
ever, FFD-based registration methods, often fail to handle
displacement discontinuities at boundaries.

Figure 11: Multi-resolution FFD-based registration from
[LRMK99]

Implicit Models are defined by the zero of a poten-
tial field F taking spatial coordinates as parameters. Com-
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plex shapes can be obtained by merging simple implicit
primitives, defined by polynomial function, such as su-
perquadrics or hyperquadrics. Ellipsoids are part of su-
perquadrics. Superquadrics also have a parametric formula-
tion and have been widely used in image segmentation such
as in [BCA96]. Level-set [OS88] is the most used implicit
model representation in medical image analysis. It has be-
come popular since they allow a great flexibility in terms
of shape and topology, through higher dimensional parame-
ters. However, as emphasised by Montagnat et al. [MD05],
level-sets are computationally heavy and generally difficult
to constrain spatially.

Figure 12: Level-set based segmentation from [MD05]

1.3.3.3. Similarity measure: The similarity (or external
energy) between images (or between geometric features) is
a measure of the matching quality. It is an important param-
eter upon which the searched transformation is computed.
Global external forces and moments can be defined through
the examination of the global energy variation according to
transformation parameters (standard approach). In oppo-
site, local external forces, subsequently converted into the
closest global transformation, correspond to the pair and

smooth approach (e.g. Iterative Closest Point (ICP) algo-
rithm [BM92]).

In geometric registration, the similarity is derived from
the distance between features: for instance, the Euclidian
distance or the p-order Minkowski distance between two
points, the Hausdorff distance or Mahanalobis distance be-
tween polygons, etc. A review of geometric registration
techniques in medical image processing can be found in
[AFP00].

A common methodology in segmentation is to derive
the external energy from image gradient values [KWT88]
around models. In this case, models converge to locally
maximal gradients, but may be attracted by undesired noisy
edges. This can be partly corrected by regularising the gra-
dient vector field. Nevertheless, a more robust approach is
to use prior information about image intensity and gradient
through intensity (or iconic) registration. In iconic regis-
tration, the similarity relies on the correlation between the
intensities of aligned voxels or regions (in the source refer-
ence dataset and the target dataset). Depending on the as-
sumptions about this correlation [RMA00], many similarity
measures have been proposed [HHD∗00] [MV98b]. Inten-
sity conservation along displacement, which can be valid in

motion analysis, is assumed with the sum of absolute dif-
ferences (SAD), the sum of square differences (SSD), or the
cross-correlation (CC) measures. Between these measures,
CC is the least noise-sensitive but the heaviest in terms of
computation. In mono-modal registration, the hypothesis of
affine relationship between intensities from the two regis-
tered datasets improves robustness with regards to global
intensity change across acquisition protocols and sessions.
In this case, the cross-correlation normalised by the stan-
dard deviation (NCC) measure [HHD∗00] [RMA00] elim-
inates the affine terms. In multimodal registration, assum-
ing that intensities values can be mapped between datasets
through a certain function (functional relationship), mea-
sures have been proposed, such as the correlation ratio (CR)
or the variance of intensity ratio (VIR) measure [WCM92].
Finally, for multimodal registration, information theory has
lead to popular and flexible measures, based on the joint
entropy. Minimising the joint entropy (or joint histogram
spreading) is equivalent to optimise intensity value predic-
tion from one image to another, without a-priori knowledge
of the functional relationship. The (normalised) mutual in-
formation (NMI, MI) results from the normalisation of the
joint entropy [CMD∗95] [Vio95]. MI is robust with regards
to change in the size of the overlapping region. In [RMA00],
Roche et al. unify the MI and CR measures within a maxi-
mum likelihood (ML) framework.

Prior to similarity computation, intensity filtering can be
performed to decrease noise (e.g. anisotropic smoothing)
or enhance particular features by convolution with discrete
masks. Particularly, some authors have used image gradient
magnitudes [MD05] or vectors [GPMTV04] instead of basic
intensities.

1.3.3.4. Regularisation: Due to noise, local solutions and
the aperture problem (apparent motion), the registration pro-
cess need to be constrained through degrees of freedom min-
imisation (parameterisation) and internal regularisation.
Making hypothesis about the regularity of the problem and
the form of the solution (initial distance between the two
datasets) is a key-point in a registration process, for at least
two reasons: 1) it determines the solution search space (di-
mension, order of magnitude) and consequently rules most
of the computational charge (parameterisation of the resolu-
tion); 2) it decreases the uneven effect of external forces and
energy through intrinsic constraints. Assumptions are gen-
erally application-dependent: for instance, rigid transforma-
tions are involved in intra-patient multimodal fusion, bone
tracking or viewpoint registration problems.

Parameterisation: Parameterisation of the resolution
aims at limiting solution search to relevant degrees of free-
dom. Indeed most of the difference between datasets can
be recovered from a limited number of parameters. The re-
searched transformations can be global or local, whether
which subset of images is concerned. Coarse-to-fine ap-
proaches increase the number of DOF and the localness of

c© The Eurographics Association 2007.

133



N. Magnenat-Thalmann & B. Gilles & H. Delingette & A. Giachetti & M. Agus / Towards the virtual physiological human

the transformation during the registration process, avoid-
ing fall into local minima of the energy. There are basi-
cally two ways or parameterising a registration process: the
standard approach maximises the similarity directly in the
space of admitted transformations (global parameterisation),
while the Pair and Smooth (P&S) approach locally max-
imises the similarity (pairing) according to a local parame-
terisation, and subsequently smooth the result (through stan-
dard smoothing of the displacement or explicit resolution).

In the standard approach, global parameterisation can be
performed using homogeneous transforms. Indeed, stan-
dard 3D geometric transformations can be formulated with
4× 4 homogeneous matrices derived from successive basic
transforms (e.g. rotation around one axis, shear in one direc-
tion, etc.).

Geometrically continuous elastic deformations can be de-
rived (interpolated) from the structured deformations of a
regular lattice (e.g. FFD [SP86]). The interpolant function
is a triple tensor product of 1D weighting functions. The
use of cubic splines is particularly popular since they allow
various continuity constraints: Hermite, Bezier and Catmull-
Rom enforce C1 continuity, while B-Splines are C2 contin-
uous. Hence, B-splines are widely used in image registra-
tion [RSH∗99]. The use of a regular lattice can be limiting
for handling displacement discontinuities at organ bound-
aries. Indeed, a careful matching between model geometry
and anatomy provides more realistic deformations. As ex-
tensions of B-splines, octree B-splines [SL96] and triangular
B-splines [WHQ05] allow the use of more flexible lattice in
terms of mesh topology.

Besides, unstructured deformations from irregular con-
trol points can be performed through radial basis func-
tion - RBF. The interpolated displacement is defined as the
weighted combination of non-linear functions (or radial ba-
sis) of the distance from control points plus an affine or
polynomial term. Weights are pre-computed according to
control point displacements (boundary conditions). The TPS
radial basis [RSS∗96] is popular for interpolating displace-
ment since it minimises the bending energy; moreover it can
handle different local continuity constraints [RFS99] and
is well adapted when the number of control points (land-
marks) is small (however, it turns to heavy computation
when it grows). The use of RBF is difficult in a varia-
tional framework, because, weights need to be recomputed
at each control point displacement. In general, with RBF,
scattered spatial correspondences are manually selected, or
semi-automatically segmented; and not iteratively found in
an optimisation framework. However, in [RAD03] Rohde et
al. use a compactly supported radial basis allowing weights
to be optimised locally and independently for each group of
8 points.

In P&S registration approaches, feature local pairing is
constrained through local parameterisation. Because im-
age registration highly relies on object boundaries registra-

tion, it is particularly suitable to constrain deformation in
the normal direction of these boundaries and within a cer-
tain range (similarity is maximised in this search space)
[Del99] [MD05] [LM01]. In [HS81] [Thi95], pairing is done
in the direction of image gradient, with a certain magnitude
(optical flow). With the DFD [HS81], the displacement is
computed as u = (T − S)∇T. While, with the demon al-
gorithm [Thi95] we obtain u = (T − SoM)∇T/(‖∇T‖2 +
α2(T − SoM)2) (SoM is the current transformed source im-
age within the iterative process), leading to a normalisation
of the displacement (its amplitude remains below the con-
stant 1/(2α)). Ghanei et al. [GSZW98] use both surface nor-
mal and image gradient directions.

The last class of parameterisation techniques is the one
based on statistics. That is new shapes are obtained by a
linear combination of N sample shapes. Consequently, de-
formations are limited in a space of N dimensions. Relevant
samples are generally obtained by PCA. The example-based
approach is quite popular in image segmentation and reg-
istration (brain) since it takes into account shape and ap-
pearance (image intensity) variability within the population
[CT01] (Active Shape Model - ASM and Active Appearance
Model - AAM) [WS00] [DSMK01].

During the registration process, a widespread approach is
to progressively increase the number of DOF and the lo-
calness of the transformation in order to improve robust-
ness and computational speed; this is the coarse-to-fine ap-

proach. In [MD05] and [RSH∗99], geometric transforms,
from rigid to affine, are successively applied. In [LM01],
deformation spheres become smaller and smaller. Multi-
resolution lattices [SL96] [RAD03] and multi-resolution
surfaces [PMTK01] [GMMT06] are also used.

Internal forces/ energy: Intrinsic regularisation aims at
ensuring a certain continuity of shapes and displacements
by penalising other configurations during optimisation. Be-
cause the image registration problem is ill-conditioned (no
stability) due to noisy external terms, extra regularisation
terms (stabilisers) are needed within the resolution pro-
cess. Either forces or regularisation energy terms can be ap-
plied depending on the chosen evolution process (see Sec-
tion 1.3.4). Basically, they are of three types: smoothing,
physically-based and example-based.

Smoothing energy or forces enforce shape continuity
through curvature, elastic energy and/or bending energy
minimisation. It relies on the assumption that biological tis-
sues are relatively smooth. Most of regularisation terms,
used in the literature, are based on 2nd order Tikhonov dif-
ferential stabilisers [TPBF87], since they are a generic ex-
pression of shape deformation through differential terms up
to the second order. 1st order terms are related to the elas-
ticity of the model (minimisation of the curvature, Laplacian
smoothing), while 2nd order terms deal with bending (av-
eraging of the curvature). Forces derived from the minimi-
sation of the energy can be obtained from the energy using
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the Euler-Lagrange theorem. When using explicit or para-
metric models, the differential terms can be easily computed
due to their continuous nature. This is more complicated
for discrete models where geometric approximations need
to be made. Standard Laplacian smoothing forces (attrac-
tion of vertices towards the barycenter of their neighbors)
minimise the elastic energy but produce model shrinking.
This well known problem can be tackled by compensating
them with surfacic balloon forces [Coh91] or removing their
normal contributions [MD05]. Their tangential contributions
prevent from surface stretching. Bending forces rely on the
averaging, in the normal direction, of the discrete curvature.
There are several ways for estimating the curvature: Park
et al. [PMTK01] average the normal contribution of Lapla-
cian forces; Montagnat et al. [MD05] smooth the simplex
angle; Ghanei et al. [GSZW98] smooth the Gaussian cur-
vature. Similarly to shape, deformation can be regularised
[TPBF87] [LM01], by enforcing continuous variation of the
deformation with Tikhonov stabilisers. Deformable models,
fitting to organ boundaries, implicitly handle deformation
discontinuities at boundaries. However, this is not the case
with FFD-based registration, where boundaries are embed-
ded into the deformable volumetric lattice, so that Tikhonov
stabilisers would not suit (isotropic regularisation). Differ-
ent anisotropic stabilisers, reviewed in [DKA95], have been
developed for handling discontinuities. They basically pro-
vide anisotropic smoothing perpendicularly to image gradi-
ent. Radial regularisation of surfaces is useful for constrain-
ing models possessing a medial representation. Indeed, this
provides to surfaces a volumetric aspect and higher level
control parameters through simple mechanisms such as ra-
dial springs [PFJ∗03] [GMMT06].

Smoothing forces, minimising the bending and/or the
elastic energy can be considered as weak prior information
[MD05] because biological tissue generally satisfy this con-
dition. On the contrary, example-based regularisation pro-
vides strong prior information as it may be specific to a par-
ticular problem, organ, individual, instant, etc. Montagnat
et al. [MD05] add shape and trajectory constraints through
forces attracting shapes towards a reference configuration. In
contrast, example-based parameterisation combines sample
deformations to compute model deformation.

The minimisation of the elastic strain energy (Ereg =∫
Wdv) has been used in several image registration stud-

ies [Chr94] [WS00] [BN96] [VGW06], since it provides
physically-based regularisation (one-to-one mapping, no
negative volume). Equivalently, one can use body forces
(divergence of the stress), in a force equilibrium evolution
process 1.3.4, where an equilibrium with external forces
(image-based) is iteratively found. In the linear elasticity
framework, body forces are expressed as (linear elasticity
operator):

div(σ) = µ∆u+(λ+µ)∇(div(u)) = −fext

where λ and µ are the Lamé coefficients and u the displace-
ment. Since infinitesimal displacement is not a valid assump-
tion, Christensen et al. [Chr94] introduced the fluid regis-
tration, where the internal stress is reinitialised at each it-
eration. To speed up the rather slow algorithm from Chris-
tensen et al. (several hours for 2D registration) Bro-Nielsen
et al. [BN96] implement a fast filtering method from the im-
pulse response of the linear elasticity operator. As a natu-
ral extension, authors have investigated hyperelastic registra-
tion to allow large displacement in the elastic framework (no
stress re-initialisation). Nowadays, sophisticated constitutive
models are used for registration such as in [VGW06], where
Veress et al. incorporate an anisotropic hyperviscoelastic
constitutive model for cardiac registration. In addition to
the large computational weight of such methods, there are
some restrictions in using mechanical parameters, making
physically-based regularisation not necessarily more robust
than geometric regularisation: first, external forces from im-
ages do not have any physical meaning, so that they are dif-
ficult to blend with body forces. There are also topological
problems due to the linearization of the elasticity operator. In
addition, inter-patient registration based on mechanics does
not have much sense (there is no matter deformation). Fi-
nally, the mechanical model is difficult to fit to the data be-
cause of assumptions (small displacement, linear isotropic
behaviour, etc.) and unknown mechanical parameters. The
problem can be over constrained such as the over penalisa-
tion of large rotations when using linear elasticity.

In multiple object segmentation, it is valuable to add ex-
tra constraints, preventing from interpenetrations. Few au-
thors have actually incorporated neighbouring constraints
and collision handling within an image registration process.
In [MT99] McInerney et al. check self-penetration of their
T-snake, using spatial hashing, to allow topology change.
Non self-intersecting forces are applied in [PMTK01] on
discrete models. Recent advances in collision handling from
the computer graphics community [TKH∗05] and topolog-
ical constraints (organ attachment) have being applied in
[GMMT06] on simplex surfaces.

1.3.4. Model evolution (numerical resolution):

The solution of the registration problem is found by min-
imising the energy of the model, composed of an internal/
regularisation term and an external/ image-based potential
energy: P̃ = argminPE(P) (P: parameters). At minimum,
competing forces equilibrate and we have F = −∇E = 0. In
most cases, because of the non-convex aspect of the energy
(noise, multiple local minima, etc.), there is no analytical
solution. After discretisation, the energy is minimised itera-
tively using traditional multivariate optimisation strategies.
Alternatively, when conferring a mechanical aspect to en-
ergy/ forces, the iterative process can be performed through
a dynamic evolution. Another class of evolution method is
the Eulerian evolution, where the space is transformed rather
than the model itself. The solution (model shape) is hence
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implicitly defined by the space state. Eulerian evolution has
been investigated for the front propagation of implicit mod-
els (level-sets [OS88]) and will not be discussed here.

1.3.4.1. Explicit resolution: In some simple cases, where
the system has a small number of DOFs, and the exter-
nal energy a simple form, it is possible to analytically find
the global solution. In [AHB87], the best rigid, similarity
or affine transform that minimise the distance (error in the
least square sense) between paired point-sets is found, by ap-
plying the quaternion method. This is particularly useful in
body motion capture, where the rigid motion of the different
body segments need to be estimated from noisy marker mo-
tion. When not available, pairing can be performed by min-
imising locally the distance (e.g. closest point). The pairing
is then updated at each iteration, where the optimal trans-
form is found, until the convergence (P&S approach). This
is the principle of the popular Iterative Closest Point algo-
rithm [BM92].

1.3.4.2. Energy minimisation: The minimisation, aimed
at seeking the equilibrium, is driven by forces (energy spa-
tial derivatives). Applying the Euler-Lagrange equation, the
energy minimisation problem is turned into a force equi-
librium equation (stationary equation) that can be use to
derive the evolution of the model. Space discretisation is
performed by the finite difference method [TPBF87], the
finite element/volume method [MT95] or any parameteri-
sation scheme (e.g. B-Splines) that lumps system degrees
of freedom to control nodes. After discretisation, we ob-
tain −∇E(P) = Fint(P)+ Fext(P) = KP + Fext(P) (K: the
stiffness matrix) which is zero at equilibrium (local energy
minimum). Instead of minimising the energy (maximum
likelihood scheme), some authors maximise the probabil-
ity of model shape given the image (maximum a posteri-
ori scheme), through a Bayesian framework [SD92] [WS00].
This can be viewed as an extra layer to which optimisation
is performed. The Bayesian approach is interesting for in-
corporating statistical shape information (example-based ap-
proach) and image noise.

Local optimisation: to find the minimum of the energy,
exhaustive research methods, or quasi-exhaustive methods
(e.g. multigrid) may suit when the number of degrees of
freedom is small (e.g. translation). In most cases, the com-
plete inspection of the search space is too costly, and the
search must be oriented. A popular oriented search method
is the Downhill Simplex method [NM65]. The associated
figure (simplex) is successively transformed through reflec-
tions, expansions and contractions, until a tolerance (simplex
volume) is reached. Another way is to descend along to the
energy gradient [Thi95] (the model evolves in the steepest
energy direction with a certain speed). However, the con-
vergence might require a large number of iterations (oscilla-
tions often occur around the solution). To speed up the con-
vergence, one may adapt the time-step and the direction of

the evolution. In the conjugate gradient algorithm, the di-
rection of the evolution is forced to be orthogonal to the pre-
vious ones. The Powell’s method provides conjugate direc-
tions without computing the derivatives. In the Newton algo-
rithm, the time-step is computed, assuming that the energy is
quadratic (2nd order Taylor development of the energy). The
Levenberg-Marquardt method smoothly combines the New-
ton and the gradient descent algorithm (the Newton method
is more suited near a local minimum, whereas the gradient
descent works better far away from the solution). Newton
method involves the expensive evaluation of the Hessian ma-
trix of the energy. Quasi-Newton methods have been pro-
posed to update an Hessian matrix estimate at each iteration,
considering energy and energy gradient change. Considering
the first order development of the energy that we want to be
null in the next time step and assuming a displacement along
the gradient we get the Newton-Raphson method where only
first order energy derivatives (forces) need to be computed.
In [MHHR06], Müller et al. use this method within a me-
chanical system to derive its dynamic evolution.

Global methods: Above methods are local, meaning they
work well when the energy has few local minima (convex
energy). If not, stochastic optimisation methods such as the
simulated annealing or evolutionary algorithms can be used
to find a global solution, despite their significant computa-
tional load. The simulated annealing (or stochastic relax-
ation) randomly changes parameter values at each iteration,
and allows energy increase depending on the temperature
(the higher the temperature, the higher rise is allowed). The
temperature decreases until the instant freezing, where al-
lowed perturbations only make a reduction of the energy.
Evolutionary algorithms (e.g. genetic algorithms) are based
on the Darwinian principle where a population of agents (pa-
rameters) evolves according to a fitness function (energy)
and gene crossing principles. In [MH06], a genetic algorithm
is used along with deformable models for medical image
segmentation. Dynamic programming can be used to find
a global solution. It is based on the decomposition of the
energy into independent terms. Solving these sub-problems,
the global solution can be recovered by finding the shortest
path in the energy graph. Amini et al. [AWJ90] have applied
dynamic programming to 2D snakes. But, this has not been
extended in 3D, the critical point being the ability to decom-
pose the energy.

1.3.4.3. Dynamic evolution: In a dynamic system, forces
drive the model, that is the position and velocity of control
points. This is particularly suited for discrete models that are
commonly considered as lumped mass particles, moving ac-
cording to forces. Dynamic systems are judged against their
stability and accuracy, resulting from the numerical integra-
tion of the differential equation. The Newtonian law of mo-
tion leads to a first-order differential equation system relat-
ing the force vector F to the particle velocity vector V and
position vector P:
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∂P

∂t
= V M

∂V

∂t
= F(P,V)

The force vector F(P,V) depends on particle position (in-
ternal and external forces/ energy derivative) and velocity
(damping representing the viscosity of the milieu/ energy
dissipation). When discretising the system with finite differ-
ences, we obtain:

u = Pt+dt −Pt = Vdt

Vt+dt −Vt = M
−1

F(P,V)dt

The Lagrangian evolution, that assumes massless par-
ticles and unitary isotropic viscosity [TM91] (F(P,V) =
−∇E(Pt) − IV = 0) leads to Pt+dt − Pt = −∇E(Pt)dt,
which is equivalent to the gradient descent algorithm.

In the explicit (or forward) methods, velocities and
forces are taken at time t (V = Vt and F(P,V) = F(Pt,Vt)),
so that the new state vector (Pt+dt ,Vt+dt) is explicitly de-
fined in the system 1. However it goes forward blindly (no
notice of force derivatives), so that the stability is ensured
for very small time steps dt. A higher order forward method
is the well known Runge-Kutta method [PTVF92]. Its prin-
ciple it to use force multiple evaluation to better extrapolate
the new state vector through higher order Taylor expansion.
A simple way for improving stability, with no extra compu-
tational cost, is to take the implicit formulation of the first
equation of 1: Pt+dt − Pt = Vt+dtdt, where Vt+dt can be
obtained with the forward step described above.

In the implicit methods, the idea is to estimate state vec-
tor temporal derivatives at t +dt using its spatial derivatives
[BW98] [VMT05]. Implicit methods are called backward
since a forward step from new state vector at t + dt brings
it back to the initial state vector at t. Hence, results are al-
ways consistent, allowing larger time-steps. Since [BW98],
implicit methods have become popular in computer graph-
ics. However they are not necessarily more accurate than
explicit methods, due to numerical damping. A comparison
of explicit/ implicit methods in terms of stability and accu-
racy is done in [VMT05] [HE01]. The implicit resolution is
equivalent to the resolution of a large sparse linear equation
system Vt+dt −Vt = H−1Y. The more stiff (large number
of eigenvalues) is the system, the more complicated is the
resolution (more solver iterations). In [DSB99], only the lin-
ear part is resolved, through pre-computed inverse matrix. In
[EEH00], explicit resolution is applied to the non-stiff non-
linear part, while implicit resolution is applied to the stiff
linear part (IMEX method), which improves accuracy (less
numerical damping due to implicit resolution) and computa-
tional speed. To increase accuracy, authors have used history
states to better approximate the new state. Particularly, Back-
ward Differentiation Formulas (BDF) have been recently ap-

plied to deformable models [HE01]. They are computation-
ally inexpensive, since they only require one system resolu-
tion at each step, contrary to Runge-Kutta methods. BDF are
less robust in the cases of nonlinear systems, since they are
sensible to sudden state change (e.g. collision response) due
to their dependence with previous states. In practice, BDF
are limited to their second order (first order is equivalent to
the implicit Euler).

The resolution of the system always involves the inversion
of a large sparse matrix. Terzopoulos et al. [TPBF87] resolve
the linear system with a Choleski decomposition and a re-
laxation method (Gauss-Seidel). Recent applications use the
Conjugate Gradient (CG) algorithm, which is particularly
adapted to sparse systems [PTVF92]. The CG algorithm
works on symmetric positive-definite systems which is not
the case with implicit schemes, due to mass-modified par-
ticles. Post-multiplication [VMT00] or pre-multiplication
[BW98] by the inverse mass matrix can be performed to re-
cover global symmetry. In [HE01], the CG algorithm is in-
tegrated in the Newton minimisation method, allowing error
control and adaptive time stepping. The Conjugate Gradi-
ent can be accelerated using matrix preconditioning [She94].
System stiffness is reduced through matrix multiplication:
Vt+dt −Vt = (U−1H)−1U−1Y where U is the symmetric
positive-definite preconditioning matrix. Indeed, if U−1H

contains less non-zero elements than H, its inversion is
cheaper. Popular preconditioners are the Jacobi precondi-
tioner (UJ = diagonal of H) and SSOR (Symmetric Succes-
sive Overrelaxation Method) conditioner (USSOR = (UJ +

L)U−1
J (UJ +L)T where L is the lower triangular part of H).

Following the idea of Terzopoulos et al. [TW88], forces can
be applied on rigidly registered models (non-rotated refer-
ences), leading to more sparse system, especially when us-
ing linear Cauchy strain [MG04]. This can be viewed as a
particular preconditioning method.

1.3.5. Conclusion

Most proposed registration techniques remain generic and
fairly independent from the targeted applications. The lack
of specificity makes methods difficult to parameterise, dif-
ficult to evaluate and generally holds back their implemen-
tation in the clinical environment. However, it is reducing
due to more-and-more established physical-based simulation
methods, available data for example-based approaches and
cross-validation studies. Unifying tissue simulation and seg-
mentation could lead to a better specificity for daily clinical
use. Moreover, physically-based constraints, taking into ac-
count not only pixel intensity but high-level parameters such
as the shape, the function and the mechanics of tissues, im-
prove the accuracy and the robustness of registration meth-
ods by reducing problem degrees of freedom. Transforma-
tions can be limited to admissible deformations through ex-
amples [DSMK01] or/ and prediction methods [VGW06].
This is particularly relevant for intra-patient registration,
while, for inter-patient registration or longitudinal studies, it
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is required to study how high-level parameters change across
individuals or through time. For inter-patient registration, we
expect that external forces would play a more significant
role than for intra-patient registration (image-driven versus
physics-driven). In this context, deformable surfaces offer a
moderate complexity and a good flexibility to tune intrinsic,
geometrical and data constraints. Besides, physically-based
volumetric models are more suited for patient-specific tissue
simulation and intra-patient registration.

1.4. Example: musculoskeletal analysis from MRI

1.4.1. Introduction

For the diagnosis, the surgical planning and the post-
operative assessment of musculoskeletal disorders, the au-
tomatic segmentation of the patient musculoskeletal system
is important for orthopaedists, biomechanicians and kine-
siologists that would like to simulate, visualize and navi-
gate through articulations with a minimum amount of man-
ual tasks. As stressed by [TSB∗05], [NTH00] and [BD05],
usual simplified models (stick-figures, muscle action lines)
are not able to take into account large attachment areas, as
well as global constraints such as volume preservation and
non-penetration; although they are important biomechani-
cal parameters. Therefore, the relationship between mus-
culoskeletal dynamics and organ shapes need to be better
studied through image segmentation. Magnetic Resonance
Imaging (MRI) is a flexible modality for imaging both soft
and bony tissues non-invasively. However, due to the large
amount of textural information, noise, low-resolution, organ
imbrication, and large spatial variability; automatic, fast and
robust musculoskeletal segmentation is a difficult task. As
a consequence, existing methods for musculoskeletal mod-
elling are interactive [NTH00] [AT01] [TSB∗05] [BD05]
and therefore time-consuming. A common approach to con-
strain a segmentation process is to use prior information:
shape constraints rely on assumptions about surface regular-
ity (smoothness, curvature) and variability across the pop-
ulation, while topological constraints exploit prior knowl-
edge about organ interrelationships. Contrary to traditional
pixel-based segmentation (e.g. level-sets) and registration
(e.g. FFD) methods, these constraints can be efficiently ap-
plied on deformable models [TWK87a]. Physical-based sim-
ulation approaches (volumetric), including finite element or
finite volume are appropriate for enforcing mechanical con-
straints, but their computational cost would exclude time-
efficient and user-controlled segmentation. In this context,
we propose to use scalable discrete deformable surfaces
(simplex meshes), that can benefit from efficient geometric
methods, popular in computer graphics applications.

Simplex meshes were first described by H. Delingette
[Del99] for constrained 3D shape reconstruction and seg-
mentation, and extended in 4D by J. Montagnat [MD05],
with application to the heart (single model and resolution).
A k-simplex mesh is defined by a set of vertices and a con-

nectivity function (each vertex is connected to exactly k+1
neighbors). In this paper, we use 2-simplex meshes (dual
to triangle meshes). Mesh geometric quality (uniformity of
vertices repartition) and topological quality (uniformity of
edge number among faces) are improved using simple topo-
logical operators. The most interesting property is its sim-
ple geometric description: three parameters (two barycentric
coordinates plus the curvature) uniquely define vertex posi-
tions from their three neighbors. Based, on these parameters,
smoothing and shape constraint forces are computed to regu-
larize the segmentation. External forces are obtained through
1D registration of intensity profiles (at vertex positions and
in normal direction) with generic profiles from a reference
segmentation. The external force field is regularized using a
local smoothing and global regularization based on the clos-
est affine transformation.

Discrete models are commonly considered as punctual
masses evolving under the Newtonian law of motion. The
Newton equation leads to a first-order differential equa-
tion system relating forces to particle state (velocity and
position). After forces evaluation and time discretisation,
particle state can be explicitly resolved (forward Euler,
Runge-Kutta) with tight time step restrictions for ensur-
ing stability. We prefer the more stable implicit (or back-
ward) scheme [BW98] [VMT00], that however requires
the resolution of a large sparse linear system. To simplify
force derivatives evaluation, we consider that forces have
a independent anisotropic action on each particle. Non-
penetration constraints are based on collision handling tech-
niques [TKZ∗04]. In this paper, we apply a hierarchical col-
lision detection scheme based on 18-discrete oriented poly-
tope(DOP) quadtrees [TKZ∗04]. We perform collision cor-
rection and response on particle positions, speeds and accel-
erations, such as in [VMT00].

From these background studies, we propose improve-
ments in terms of computational speed and robustness by ex-
tending the simplex mesh framework with a multi-resolution
scheme, topological constraints and medial surfaces. We
show that the medial axis is suited for muscle shape anal-
ysis.

1.4.2. Methods

1.4.2.1. Multi-resolution Scheme The use of levels of de-
tails (LODs) aims at reducing system complexity and sensi-
tiveness to local solutions. As shape constraints spatial influ-
ence depends on the resolution level, the idea is to quickly
propagate forces from lower resolutions to a current simula-
tion LOD in order to get multiscale regularization. In ad-
dition, collision detection (often considered as the bottle-
neck for simulation) is more efficiently performed on coarse
LODs, collision response being passed to fine LODs. In-
deed, exact contact computation is most of the time not rele-
vant as fat separates organs. The tessellation of dual triangle
meshes leads to a systematic and computationally efficient
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LOD generation scheme for simplex meshes (linear combi-
nation of vertex positions). Shape features are preserved as
low level vertices are contained in higher levels. The num-
ber of vertices is quadrupled when increasing the resolu-
tion. During the simulation, forces from lower resolutions
are linearly combined like vertex positions and added to cur-
rent resolution forces. Even if this is not exact (vertices hav-
ing moved relatively to their neighbors, since resolution in-
crease), the estimation is still relevant, assuming that shape
constraints have enforced mesh local regularity.

1.4.2.2. Topological constraints The human muscu-
loskeletal anatomy exhibits various organs interrelation-
ships: muscles are attached to bones, they can merge into
common tendon units, fascia binds muscles and enforces
frictionless contact between them. We have developed a
spline-based method for generating attachment areas, so that
the placement and adjustment of areas have a reduced num-
ber of degrees of freedom. Spline control points are pro-
jected onto bone surfaces, while soft-tissues vertices are at-
tached to the spline through curvilinear coordinates. These
vertices are constrained using mass modification [BW98]:
M−1 = 0. For individualization, we wrap splines from a
generic model using spline control point barycentric coor-
dinates on bone surface. As shown in [KdH04], this ap-
proach is valid for most attachments as they rely on bone ge-
ometrical features. For merging deformable models, we sum
forces and masses of the attached vertices. This is interest-
ing for modelling common tendons (e.g. quadriceps femoris
tendon), but also specific parts with high curvature, where
smoothing forces are not appropriate (e.g. attachment be-
tween the adductor magnus and its inferior tendon). Fascia is
modelled through collision handling: once generic collisions
and proximities have been detected, they are subsequently
used as a reference (springs) to smoothly enforce the relative
position between models. In other words, we deform generic
contacts.

1.4.2.3. Radial constraints Muscles generally have a
smooth and tubular shape. Hence, they can be efficiently rep-
resented by an underlying piece-wise action line [TSB∗05]
[AT01], where isotonic contractions are modelled through
action line shrinking/stretching, and isometric contractions
through radial constraints applied to a wrapped surface. This
has been applied in biomechanics for calculating joint mo-
ment arms [BD05]. However, muscles with large attachment
areas and/or several origins/insertions require many action
lines. We propose a continuous representation using medial
surfaces, leading to a continuous radial regularization of the
overlying surface and enhanced mechanisms for detecting
collisions and characterizing shapes. Anchored medial sur-
faces (M-reps) have been successfully used in [TWK87a]
[PFJ∗03] for constraining deformable model-based segmen-
tation. The medial axis transform (computation of maximal
ball centers and radii inside an object [Blu67]) is an invert-
ible transform that allows an efficient reduction of param-

eters dimension. Several methods have been presented for
approximating the medial axis (MA), based on Voronoi dia-
grams, on distance maps, or on thinning.

We propose an iterative method based on forces applied
to constrained deformable surfaces. Hook’s spring interac-
tion forces f∗j are applied to medial surface vertices for
MA approximation ( j indexes medial vertices). Recipro-
cally, forces fi are applied to overlying surface vertices for
MA-based shape regularization (i indexes model vertices).
Each model vertex Pi is associated to a medial surface point
Pi⊥ with a certain radius ri. Radii are linearly interpo-
lated between medial surface vertices Qj of radius R j to al-
low continuous force definition (leading to a smooth recon-
structed surface from the MA). Given the weights wi j , we
have Pi⊥ = ∑ j wi j.Qj and ri = ∑ j wi j.R j. From a reference
state (Figure 13a), weights are obtained by projecting or-
thogonally Pi onto the MA, and radii by the weighted mean
R j = ∑i wi j.PiPi⊥/∑i wi j . Weights wi j and radii R j are sub-
sequently memorized to compute radial forces for deformed
states (Figure 13b). Model forces fi are simply defined by
fi = k.(1 − ri/PiPi⊥)PiPi⊥ where k is the spring stiffness
(or force weight). By applying the momentum conservation
law [VMT00], we calculate the force contribution fij for one

spring i at Qj such as fij = −wi j.fi/∑ j w2
i j. We average all

spring forces associated to a MA vertex: f∗j = mean i(fij).
To obtain the reference medial surface for a given model,
we first construct and attach a simplex plane, based on mus-
cle attachments(Figure 15). After cropping, we simulate the
medial surface with radial and smoothing forces, while pro-
jecting model vertices and updating radii at each timestep.
The medial surface quickly converges to the medial axis. We
measure the error between the reconstructed surface from
the medial axis and the desired initial model shape by cal-
culating the mean of |ri −PiPi⊥|. The average error for all
tested models is 0.6mm. This value remains stable during
the segmentation when applying radial forces to both mod-
els and axis.

Figure 13: Surface model and its associated medial axis in:
A) A reference state; B) A deformed state; In grey, the recon-
structed surface from the medial axis

In addition, we use medial axis for collision detection: 18-
DOP quadtrees hierarchies, inflated according to radii, are
generated/updated for medial axis cells. Muscles vertices at
a certain resolution are subsequently tested towards DOPs
and projected to medial axis for the inclusion test (compar-
ison with interpolated radii ri). Independently of the model
resolution, medial axis based-collision detection is around 3

c© The Eurographics Association 2007.

139



N. Magnenat-Thalmann & B. Gilles & H. Delingette & A. Giachetti & M. Agus / Towards the virtual physiological human

times faster than surface-based collision detection. On top
of MA based-collision detection, multi-resolution collision
handling is used to improve computation time (by a factor
of 7 per LOD). Given a current resolution, we use its first
coarser LOD for collision handling in order to minimize er-
rors.

1.4.3. Results

1.4.3.1. Automatic segmentation of the musculoskeletal

system MRI protocol definition has been done in close col-
laboration with physicians from radiology and orthopaedics.
The goal was to obtain images carrying sufficient informa-
tion with clinically achievable protocols (fast). The final pro-
tocol was T1-weighted spin echo with TR/TE=578/18ms,
Matrix/ FOV=512x512/40cm and slice thickness=2mm to
10mm between the foot the the iliac crests (five series in
total, ∼150 slices, ∼30 minutes).

Based on interactive segmentation, we have reconstructed
a generic model of the hip and the thigh, composed of a
skin, 20 muscles, 4 bones and the corresponding attach-
ment splines. After topological optimization, the different
LODs (3 for soft-tissues, 4 for bones) and medial surfaces
were generated. The final surface model (highest resolution)
is composed of 71328 vertices for muscles and 85100 ver-
tices for bones. Alternatively, muscles can be represented by
their medial surfaces (1 resolution, 3821 vertices) with an
average error of 0.6mm. The compression factor (parame-
ter dimension reduction) is equal to (3x71328)/(4x3821)=14
(3 dimensions for model points, 4 for axis points, including
radii).

Before automatic individualization, the generic model
is coarsely initialized using ten manually placed land-
marks corresponding to anatomical landmarks, and using
thin-plate-spline (TPS) interpolation. After this step, bones
are deformed (Euler implicit integration) from the coarse
level to the fine level using multi-resolution internal forces
(shape and smoothing constraints), non-penetration con-
straints (multi-resolution collision handling) and intensity
profile-based external forces. Muscles are subsequently in-
dividualized (Figure 14) as follows: A) attachment splines
are initialized on bone surfaces from their generic barycen-
tric coordinates; B) a skeleton-driven deformation algo-
rithm [KMTM∗98] (skinning) is applied to generic mus-
cles and medial surfaces according to joint angles; C) soft-
tissues/medial surfaces are deformed using internal forces
(radial/shape and smoothing constraints), proximity con-
straints (deforming contacts), and skin surface matching
(gradient-based external forces); D) soft-tissues are de-
formed from the coarse level to the fine level using inter-
nal forces, proximity/non-penetration constraints and inten-
sity profile-based external forces. The best intensity profile
size and resolution have been experimentally defined from
interactively segmented models by minimizing excursions.
Being more variable, the external part of the profile is less

relevant (thus shorter). The intensity profile search depth
decreases from 20mm to 5mm during segmentation (Fig-
ure 14). We found that normalized cross-correlation is the
most robust metric for intensity profile similarity measure.
The affine regularization contribution decreases from 100%
to 20%. For fine resolutions, internal forces from coarse lev-
els are propagated (global/local constraints) as presented in
2.1. Muscle shape constraints are derived from their me-
dial surfaces with generic radii and weights. However, radii
are updated for fine levels to give more freedom to sur-
faces. Radial forces are applied simultaneously to surfaces
and to medial axis with an equal contribution. For coarse
levels, generic proximity constraints are applied (deforming
contacts). These constraints are released for the finest level,
where multi-resolution medial axis-based collision detection
is applied to allow surface sliding.

Figure 14: Automatic muscle segmentation process and re-
sult on a sample slice: A) Generic model with wrapped at-
tachments; B) Skeleton-driven model initialization; C) Seg-
mentation using internal forces and skin matching (min. res-
olution); D) Final segmentation using external forces (max.
resolution)

During the segmentation, it is possible to interactively
place constraint points on the images, to get a faster match-
ing and a more accurate segmentation. Using our collision
detection scheme, deformable models are forced to include
or exclude these constraint points. In addition to the generic
model, this method has been applied by a medical student
to segment accurately 4 datasets from 4 different healthy
subjects (2 females and 2 males). We compared automati-
cally segmented models to these reference models (Figure
14). The average distance (std. dev.) was 1.25mm (1mm) for
bones and 1.7mm (1.8mm) for muscles. The overall compu-
tation time for the automatic method is around 15min on a
standard PC, for which 3/4 of the time is spent on external
forces computation. Computation time for each timestep, in-
cluding visualization, is around 0.5sec.

1.4.3.2. Shape analysis Musculoskeletal shape charac-
terization is important for anthropometric comparison be-
tween individuals, and deformation analysis (temporal and
longitudinal studies). For this purpose, our method regis-
ters anatomical features through shape and topological con-
straints. High-level descriptors such as the medial axis con-
vey more information than local descriptors (curvature).
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Muscle thickness can be simply analyzed through me-
dial axis radii comparison, as shown in Figure 15. Using
geodesic distances to attachments, we compute normalized
coordinates X and Y along medial surfaces, from which
a thickness profile can be extracted (maximum radius in
Y direction). For some muscles showing thickness steep
changes, tendons lengths (which is an important biomechan-
ical parameter) can be automatically extracted (Figure 15).

Figure 15: A) Reconstructed generic model; B) Mus-
cle thickness comparison with an individualized model
(blue:≥5mm; red:≤5mm); C) Biceps femoris generic
model; D) Initialized medial axis (blue: max radius, red: min
radius); E) Medial axis after cropping and fitting; F) Tendon
selection (in red) after thickness profile analysis along Y

1.4.4. Discussion and future work

Prior low-level (e.g. curvature) and high-level (e.g. medial
axis) shape information and topological relationships (e.g.
proximities, attachments) are relevant for musculoskeletal
modelling, and complexity can be efficiently decreased us-
ing a multi-resolution approach for force and contact compu-
tation. By constraining the problem, our goal is to get a fast
and accurate segmentation from a minimum amount of infor-
mation: we want to extend our previous work on bone mo-
tion extraction from real-time dynamic MRI [GPMTV04]
(6 low resolution slices) by extracting soft tissue deforma-
tion. We believe that we can get a higher accuracy through a
deeper study of intensity profile forces (combination of sev-
eral metrics, weighting according to profile relevance, etc.)
and by adding statistical constraints applied to high-level de-
scriptors (e.g. medial axis radii) according to joint angles.
The next step will be to relate these descriptors with dynamic
(e.g. moment arms) and physiological parameters (e.g. mus-
cle activation from EMG). This will provide useful informa-
tion for validating functional biomechanical models.

2. Physically-based simulation of biological tissues

2.1. Constraints for Soft Tissue Modeling

There is no such thing as a good soft tissue model. The value
of model lies in its adequacy with its applicative context.
Thus, we first overview the constraints that arise from the
use of biological tissue models inside a medical simulator.

2.1.1. Biomechanical Model

The obvious constraint for soft tissue modeling is that it cor-
rectly represents the deformability of real tissue. More pre-
cisely, we need to control the accuracy of deformation and
therefore compare the computed soft tissue model with the
actually deformed tissue. The level of accuracy typically de-
pends on the application. For surgery training for instance,
realistic visual and haptic display is more important than the
accuracy of deformation. However, if the difference of be-
havior is too great under large deformations, it could result
in learning inappropriate procedures.

In all cases, it is vital to have quantitative knowledge of
the biomechanical behavior of soft tissue. We distinguish
between knowledge of soft tissue deformable properties and
knowledge of interaction with surrounding tissues.

The study of soft tissue deformability belongs to the
field of biomechanics. There exists a large bibliography on
the study of soft tissue deformation [Fun93]. Those stud-
ies range from the determination of qualitative behavior of
tissues to the recovery of quantitative parameters governing
their deformation. The tissues that have been mainly stud-
ied include skin [Lar86], bones [Cow01], vessels [Fun93],
muscles [McM87], brain [CM96] and heart [HS88].

Many mathematical models of soft tissue deformations
have been proposed [Fun93], and an extensive description
would fall outside the scope of this paper. However, we
briefly present the simplified models that are commonly en-
countered for surgery simulation purposes.

The simplest model of static reversible elastic deforma-
tion corresponds to the linear elastic model. According to
this model, a cylindrical tissue sample of height H and di-
ameter L under a load τ (see figure 16) follows Hooke’s law :

ε1 =
∆H
H

=
1
E

τ ε2 =
∆L
L

=
σ

E
τ (1)

where :

• ε1 and ε2 represent the longitudinal and transverse elon-
gation of the tissue under the load τ.

• E and σ are the Young modulus and the Poisson coeffi-
cient that characterize the nature of the material.

Therefore a linear elastic material has a linear stress/strain
relationship and the trajectories of physical points under a
load of varying intensity are straight lines. Because of this
linear relationship, linear elastic materials have been used
for fast surgery simulation [CDA99a, PRZ92, KGG96].

For most materials, the linear elastic model is only valid
for small displacements. For large displacements, more com-
plex non-linear models have been been introduced such
as the Mooney-Rivlin model [BN96, SBM∗94, TBHF03],
the Veronda materail [HFS∗01] or the St. Venant Kir-
choff [TF88c,BNC96,Kai96,PDA03] where the stress/strain
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Figure 16: Behavior of linear elastic materials.

or stress/displacement relationships are no longer linear. Ad-
ditional physical constraints may be considered, such as
isotropy, transverse isotropy (e.g. for fibrous tissues) and in-
compressibility.

Furthermore, for many tissues, plastic deformations,
where the strain does not reverse to zero after unloading (see
figure 17 (a)), occur when the material reaches its elastic
limit. Similarly, the material may have a non-reversible elas-
tic behavior (see figure 17 (b)).
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Figure 17: Stress/strain relationships for plastic material
(a) and hysteresis elastic material (b).

The stress/strain relationship characterizes the static be-
haviors of a material. However, in general, the stress τ is

also related to the speed of deformation ε̇ (the strain rate)
and therefore tissue material can be considered viscous. This
implies that the deformation of a viscous material depends
on the history of the applied forces and not only on their
instantaneous values. The simplest viscous material is the
Newtonian viscous fluid, where the stress is proportional to
the strain rate (Equation of Newton) :

τ = ηε̇ (2)

Most soft tissues are viscoelastic, combining elastic and
viscous behaviors. For instance, the Maxwell (serial dash-
pot and spring) and the Kelvin-Voigt (parallel dashpot and
spring) viscoelastic models associate linear elasticity with
constant viscosity. Those materials are characterized by their
creep and relaxation functions occuring when the material is
subjected to a constant load or deformation (see figure 18 ).
Finally, many anatomical tissues can be considered as bipha-
sic, where the tissue is a mixture of a solid porous matrix and
an incompressible fluid [MKLA80].
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τ
0

τ

tT

ε

tT
0

Creep

Figure 18: Deformation response of a linear viscoelastic
material under loading and unloading

2.1.2. Interaction with rigid or soft bodies

The interaction between a soft tissue and surrounding bod-
ies (surgical instruments, bones, soft tissue,..) can be decom-
posed into two different tasks : collision detection and com-
putation of interaction forces (or displacements). Many al-
gorithms have been proposed for detecting the collision be-
tween a moving point object and a static mesh. They are suf-
ficiently efficient to sustain a 30Hz refresh rate with meshes
of reasonable size (between 10 000 to 40 000 polygons).

However, in surgical simulation, those algorithms are not
applicable because soft tissue models cannot be considered
as static since several surgical instrument interact at the same
time. Furthermore, for many surgical instruments, the inter-
action with tissue not only occurs at their extremity, but also
along their length. Therefore, it is necessary to consider the
surgical instruments as rigid moving meshes and soft tissue
as deformable moving meshes. When detecting the collision
between two moving objects, pre-computation is not possi-
ble and the computational time rises sharply. greater and it
constitutes a bottleneck for

When considering the collisions between two deformable
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meshes or the self-collisions of a deformable mesh, the com-
putational complexity becomes prohibitive with current al-
gorithms for real-time processing. However, recent tech-
niques [TKH∗05] offer possible research directions to over-
come those major limitations. Distance fields (or implicit
models), well suited for rigid objects, allow to quickly check
if primitives lie inside/outside an object. Spatial subdivi-
sion methods store primitives/ grid correspondances within
a hash table, and collisions are detected by comparing object
entries. Image-space techniques use graphics hardware to
project (render) images of the scene, and check collisions in
1D within the layered depth image. Bounding volume hierar-
chies (probably the most popular technique) use simple en-
closing volumes for fast overlapping tests. Finally, stochastic
methods are inexact methods that ensure control over com-
putational time and collision detection quality.

Once a collision has been detected, the second task con-
sists of computing the resulting interaction forces (collision
response) to reach a non-penetration state. We usually dis-
tinguish constraint dynamics methods that incorporate reac-
tion forces into the system [WGW90], penalty methods that
enforce non-penetration through stiff springs [HFS∗01], ex-
act methods [Bar92] that analytically compute penalty terms
by resolving non-penetration equations involving the rela-
tive acceleration between bodies, and finally impulse-based
methods [MC94] that apply velocity impulses to guaranty
non-penetration. The main limitation is that very little is
known about the real interaction between biological tissues.
Unlike material characterization, the experiments on tissue
interaction must be performed in vivo.

2.1.3. Real Time Deformation

The real-time deformation of soft tissue is an important con-
straint for medical virtual reality systems. It has been clearly
established that the immersion of the operator, therefore its
ability to learn from a computer simulated system, is di-
rectly linked to the bandwidth of the simulator. An accept-
able bandwidth for visual display is in the range of 20-60Hz
while the acceptable bandwidth for haptic display is on the
range if 300-1000Hz (300Hz is the free hand gesture fre-
quency).

Two numbers are particularly important for accurate per-
ception by the user : latency and computation time . Latency
measures the time between sensor acquisition (for instance
the position of the surgical instrument) and action (visual
or haptic display). The computation time is that needed to
update the geometric model. On multi-processor computers,
those two numbers are not necessarily correlated.

Latency is critical for the user immersion. The hardware
configuration of the system can greatly influence latency
since communication between elements may be responsible
for additional delays. In figure 19, we show the architecture
of the simulation system used at INRIA [CDA96]. It is com-
posed of one haptic display, a PC and a graphics workstation.

There are several contributing causes to latency: communi-
cation between the haptic display and the PC, communica-
tion between the PC and the graphics workstation, the time
taken by the graphics display, the computation time for colli-
sion detection, force feedback and deformation. Since much
of the communication between elements are asynchronous,
the total latency is not the sum of those delays but it is impor-
tant to reduce them to their minimum values. The latency de-
pends greatly on hardware, specifically on computation and
graphics performance.

(Fx, Fy, Fz)

(x, y, z)

Positions

Forces

Workstation (PC)

500 Hz

Force Feedback Device

Computation
of the

Deformation

Collision Detection

Computation
of the forces

Positions
(x, y, z)Shared Memory

Graphic Workstation

Figure 19: Example of simulation systems.

The computation time depends on the choice of the geo-
metric and physical model of soft tissue (see section 2.2). If
we write Xt as the position of the tissue model at iteration t,
we will write Ct the computation time needed to compute the
new position Xt+1. The computation time must be bounded
(Ct < C⋆ ) in order to guarantee minimal bandwidth.

We distinguish between a static equilibrium equation and
a dynamic law of motion depending whether Xt+1 depends
on the previous position Xt . When using static equations of
the form F(X) = 0, the computed shape corresponds to the
state of equilibrium, so takes no account of inertia or vis-
coelasticity.

With dynamic laws of motion, the current position of the
tissue has an influence on its future position. Mostly, this
can be modeled using a Newtonian law of motion having the
corresponding differential equation :

m
∂2X
∂t2 = −γ

∂X
∂t

+F(X) (3)

Depending on the complexity of the deformation model,
the computation of Xt+1 may be performed interactively (see
Section 1.3.4). The number of iterations must be bounded
since the computation time Ct must be less than C⋆. A ma-
jor difficulty consists of ensuring synchronicity, i.e. that the
numerical time used for computation matches the user time
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used for interaction. For instance to correctly estimate the
speed of a vertex xt , one should divide the position differ-
ence xt −xt−1 by the real time spent between two iterations.
Adaptive approaches have been proposed to ensure bounded
computational load for computing deformations [DDCB01].

Static equations have two advantages. First, they are
faster to compute because no time integration is needed.
Second, they are well suited for parallel algorithms or
for asynchronous computation. For instance, in Cotin et
al. [CDA96], we use a static formulation motion that enable
us to decouple the force with the deformation computation.
This is highly advantageous because, as noted before, the
force computation must run at least at 300Hz but requires
few operations (product of a matrix with a vector) whereas
the deformation computation must run at 30Hz with a large
amount of computing.

However, static laws are not able to model realistic defor-
mations such as inertia or viscoelasticity. Dynamic laws of
motion on the other hand, can model more accurate defor-
mations but are more difficult to handle and computationally
more expensive.

2.1.4. Tissue Cutting and Suturing

The ability to cut and suture tissue is of primary importance
for designing a surgery simulation system. The impact of
those operations in terms of tissue modeling is considerable.
In fact, they imply that the geometric representation of tis-
sue must change its topology over time [CDA99a]. The cost
of such a topological change depends largely on the chosen
representation (see section 2.2).

In addition, the behavioral model of the tissue must be
adapted at parts where cutting or suturing occurs. Little is
known about the stress/strain relationship occuring during
and after cutting. The basic assumption is that the physi-
cal properties of tissue are only modified locally. However,
in practise, cutting can greatly modify the boundary condi-
tions between tissue and the surrounding organs which en-
tails considerable change in terms of deformability.

Finally, when cutting volumetric or surface models, it is
very likely that the new geometric and physical represen-
tation of tissue leads to self-intersections. The detection of
self-intersections is computationally extremely expensive,
therefore repulsive force between neighboring vertices are
sometimes added to prevent self-intersections.

2.1.5. Force-Feedback Computation

Haptic display serves at least two purposes in a surgical sim-
ulator : kinesthetic and cognitive. First, it provides the sen-
sation of movement to the user and therefore it greatly en-
hances it surgical performance. Second, it is used to distin-
guish between tissues by testing their mechanical properties.

However, the addition of a haptic display in a simula-
tion system increases by a large factor its complexity and

the required computational power [MRF∗96] : an increase
by a factor 10 of the required bandwidth, synchronisation
between visual and haptic displays, force computation, . . .
Few papers have assessed the importance of haptic feedback
in surgery [Mar96] [CDA99a] [DDCB01]. In general, it is
accepted that the combination of visual and haptic displays
are optimal for surgery training or pre-planning.

In video-surgery, the surgical instruments slide inside a
trocard and are constrained to go through a fixed point. This
entails substantial friction, specifically in laparoscopy where
airtightness must be enforced. The friction of the instruments
inside trocards perturbes the sensing of forces by the end-
user. Despite those perturbations, it appears that it is still
necessary to provide force-feedback for realistic user immer-
sion.

The force computation depends on the chosen deforma-
tion model. Deformation models based on biomechanics nat-
urally lead to physically meaningful forces and are very
likely to provide an intuitive feeling to the end-user. On the
other hand, with more ad hoc deformation models, for in-
stance spring models, the force computed at each iteration
may not correspond to intuitive sensation, especially if there
is no continuous representation of the tissue.

Another problem with the use of haptic displays is the
small number of commercially available systems. They of-
ten correspond to modified versions of joysticks dedicated to
different applications (teleoperation, video games, general
user interface,. . .). Therefore, they rarely meet the specific
constraints of open and video surgery, in terms of workspace
or encoder resolution. Current commercial equipment read
the position of the end-effector and are force-controlled.

2.1.6. Visualization

Visual feedback is the most powerful perception channel.
The quality of the visual rendering greatly influences user
immersion and therefore the effictiveness of the simulator. In
the past few years, substantial technological advances have
enabled sharp decreases in the price of efficient graphics
boards. With the existence of standard programming envi-
ronment (such as OpenGL, Direct3D,...) and standard plat-
form configurations, this trend should grow over the next five
years to deliver high performance at reasonable price. It will
have the effect of increasing the number of polygons that
can be drawn at each frame. By combining improved graph-
ics performance with anti-aliased texture mapping with large
texture memory, a major improvement of the realism can be
foreseen.

However, there are many problems in visualization for
surgery simulation that cannot be solved simply by improv-
ing the raw graphics processing. For instance, after cutting
or suturing the tissue model, modification of the texture co-
ordinates must occur to reflect the change of topology. The
development of volumetric texture images could be used in-
stead of two-dimensional texture images. When simulating

c© The Eurographics Association 2007.

144



N. Magnenat-Thalmann & B. Gilles & H. Delingette & A. Giachetti & M. Agus / Towards the virtual physiological human

video-surgery, the optical aberration of large angled endo-
scopes, as well as the intense light of the optical fiber, must
be modeled for more realistic display. Finally, techniques for
depicting bleeding, and the rendering of semi-translucid and
filandrous structures, must be improved.

2.2. Deformable Tissue Models

In this section, we review the main existing models of soft
tissue.

2.2.1. Surface or Volumetric Tissue Models

The geometric representation of deformable tissue may con-
sist of surfaces or volumes. The choice between surface and
volume based models is governed by two factors: computer
efficiency and physical accuracy. In terms of computation,
surface models are advantageous because they have less
vertices than volumetric models for representing the same
shapes.

However, most biomechanical models such as those pre-
sented in section 2.1.1, naturally call for volumetric repre-
sentations rather than surface models. Surface models tend
to give physically invalid deformations especially in regions
that are thin. In figure 20, we show the deformation of a volu-
metric plate model. Similar experiments with a surface plate
model would have entailed self-intersections. Furthermore,
the behavior of volumetric models may take into account
physical inhomogeneities, for instance due to the presence
of lesions.

Finally, volumetric models are better-suited to the simula-
tion of cutting or suturing operations. This is because those
operations changes the geometrical and the physical nature
of the model.
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Figure 20: Volumetric deformable model behavior.

However, surface models may be relevant for modeling
cavernous tissues such as vessels or the gallblader. In this
case, the physical model of deformation can incorporate a
representation of a liquid or of a gaseous pressure combined
with surface tensions.

Here, we briefly review the main existing approaches, fo-
cusing of solid object expressed from the Lagrangian point
of view. For more details, please refer to the recent ex-
haustive review on physically based deformable models by
Nealen et al. [NMK∗05].

2.2.2. Springs and Particles

The discretisation of the spatial continuous domain leads to
a set of nodes that can be considered as particles with a
certain mass, evolving in space under forces. As opposed
to continuum-based methods, particle systems solve motion
equation independently for each particle. This is a critical
difference, allowing particle systems to be much more effi-
cient in terms of computational speed. Indeed, particle sys-
tems, as they rely on a local description, lead to a much more
sparse system that FEM, thus to a simpler resolution.

A particular implementation of particle systems is the
well known mass-spring model, in which internal forces are
straightforwardly computed from independent springs be-
tween particles. Spring models consist of a set of points
linked by springs and dampers. In the simplest formulation,
the equation of motion of a point i is :

µ
d2ri

dt2 = −γ
dri

dt
+ ∑

j∈N(i)

Ki, j
(l0

i, j −‖rir j‖)rir j

‖rir j‖
(4)

where µ is the mass, γ the damping factor and Ki, j the
stiffness of the spring connecting point i and points j in the
neighborhood N(i) of point i.

Spring models have been used extensively for simulat-
ing the elasticity of soft tissue. Waters [Wat92] has de-
fined springs on regular lattices for modeling facial tis-
sue. He derived the two stiffness parameters of biphasic
springs from stress/strain curves described in a biomechani-
cal study [KGEB75]. Similarly, Delingette et al. [DSCP94]
represented fat tissue elasticity as a network of springs
on a 3-simplex mesh. Keeve et al. [KGG96] proposed a
similar approach for modeling fat tissue in a craniofacial
surgery simulation system but with the addition of a volume-
preservation force intended to model the incompressibil-
ity of human tissue. Koch et al. [KG96] combined a fi-
nite element model for representing the skin surface, with
a spring model to represent the fat tissue. The stiffnesses of
the springs are derived from the intensity of voxels in a CT-
scan image. The underlying assumption is that stiffness is
proportional to tissue density and therefore to the Hounsfield
units.

The main advantage of spring models is their ease of im-
plementation since they do not require continuous param-
eterization. They have been used for static as well as for
dynamic computation. Another advantage is their ability to
model cutting or suturing simply by removing or adding
connections between vertices. Mass-spring simulation is fast
and can be easily parallelised and GPU accelerated [Mr05]
(e.g. 100 000 particles at 100 frames/s).

However, for the soft tissue simulation, they suffer from
the following problems :

• Topological design. The topology of springs and masses
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is of great importance. Since a spring constrains the length
between two vertices, the number of springs per vertex
conditions the global behavior of the system. If the sys-
tem is under-constrained, several rest positions are possi-
ble, and the system can fall into unwanted local minima.
If the system is over-constrained, it tends to decrease the
range of deformation. For tetrahedral meshes, the num-
ber of springs per vertex should be as close as possible to
6. Because of this difficulty in designing topologically a
network of springs and masses, authors have usually orga-
nized the springs on regular lattices [Wat92] or on prisms
with triangular base [KG96,KGG96]. Those choices how-
ever, impose the restriction of the geometric representa-
tion that it be organized in sets of parallel layers.

• Validity of deformations. The deformation induced by
springs cannot easily be compared with those given by
biomechanical studies because springs do not rely on con-
tinuum mechanics. However, for small deformations, a
spring model behaves similar to a linear elastic finite ele-
ment model, as verified by Keeve et al. [KGG96]. By lin-
earizing equation 4, the stiffness parameter can be iden-
tified with the stiffness of a linear elastic model. How-
ever, for large deformations, spring models do not behave
like a linear elastic material and comparison with non-
linear elastic finite element models is difficult. In order to
identify spring parameters, given a behavior model, sev-
eral algorithms have been proposed. In [JL95], Louchet
uses a genetic algorithm for identifying the spring param-
eters to represent a cloth animation model. Deussen et
al. [DKT95] bases the search for optimal parameters on
simulated annealing.

• Dynamic Behavior. For dynamic spring models consist-
ing of n nodes, for a given time step ∆t and a given mass
µ = mtotal/n, there is a critical stiffness Kc above which
the numerical system is divergent. The relationship be-
tween Kc and the time step ∆t is :

Kc ≈
µ

π2(∆t)2 ≈
mtotal

nπ2(∆t)2 (5)

This relation, which is also valid for explicit linear elastic
models, implies that in order to increase the stiffness of
the model, it is necessary to decrease the time step. Since
the computation time Ct is independent of the time step
∆t, to maintain the refresh rate as high as possible, it is
necessary either to decrease the stiffness K or to decrease
the number of nodes n. Stiffness controls the propagation
of constraints along the tissue model. High stiffness mod-
els tend to exhibit global behavior which is desirable for
most soft tissues. In practise, we have found that greater
time steps could be used with explicit linear elastic finite
element models than for spring models. This implies that
the range of possible dynamic behaviors of spring models
is more limited than those of finite element models.

• Visualization Spring models are composed of mass-
points and edges represented by springs. To visualize the
tissue surface, it is necessary to define polygons from the

set of edges and vertices. However, when cutting or su-
turing occurs it is necessary to update the set of visi-
ble faces. This suggests that the network of springs and
masses should be built upon a manifold (surface or vol-
ume). A complete data structure of the manifold must be
used in a way similar to finite element models.

Luciani [LJF∗91] developed an animation system
(CORDIS/ANIMA) based on particle systems for modeling
complex physical phenomenon. The system is coupled with
a force-feedback device for real-time interaction. Provot et
al. [Pro95] defined super-elongated springs to increase the
stiffness of its cloth model but with no guarantee of conver-
gence. Cover et al. [CEO93] used springs to represent the
surface of the gall bladder. They combined home forces with
internal forces to enforce shape constraints. Similarly, Kuhn
et al. [KKKN96], in the KISMET project, developed a sur-
face model of the gall bladder based on springs, dampers and
plastic elements where mass-points are connected to parent
nodes. In that system, a NURBS representation is attached
to points, giving a realistic rendering of the tissue. Stone et
al. [RRF96] added a slip and a split threshold to a spring net-
work, in order to model plasticity and fracture. Meseure et
al. [MC97] proposed a surface representation of tissue sim-
ilar to the hybrid model proposed by Terzopoulos [TF88a].
Springs of zero length are attached to a virtual rigid compo-
nent. During deformation, both the positions of mass-points
and the translation/rotation parameters of the rigid compo-
nent are updated. This framework has the advantage of de-
coupling stiff behavior modeled by the rigid component and
local deformation modeled by springs and dampers. Simi-
larly, to reduce distortions due to linear strain formulation,
Müller et al. [MG04] use non-rotated configuration to allow
large deformations through simple computation. They also
present a meshless implementation [MHTG05a] that makes
use of point explicit registration (Section 1.3.4) to derive ge-
ometric internal forces and a stable integration scheme.

Gibson et al. [GSM∗97] proposed a "ChainMail" model
that does not derive from the equation of dynamics 3. In-
stead, the deformation model governs the displacement of all
nodes, given a displacement on its boundary. Tissue is rep-
resented as a set of deformable voxels linked to their 6 near-
est neighbors. When a node is pulled or pushed, neighbor-
ing links absorb the movement by moving slightly. If a link
between two nodes is stretched or compressed to its limit,
displacements are transferred to neighboring links. Within
this framework, stiff behavior can be modeled for large dis-
placements whereas compliant motion will be observed for
small displacements. The "ChainMail" model is well-suited
for real-time deformation and cutting operations, However,
it is not clear how realistic the deformation is nor how feasi-
ble the real-time rendering of the tissue model is.

Other methods consider forces acting on elements such
as tetrahedrons [CDA99a], or triangles [BW98] [VMT00],
taking into account more that particle pair interactions, in
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the evaluation of forces and force derivatives. They have
shown promising results, in reproducing the various defor-
mation modes of real materials, thanks to the formulation of
the strain (small deformation strain or linearized version of
the Green-Lagrange strain) at the element level.

2.2.3. Continuum-based methods

The finite-element method (FEM), the finite-difference
method (FDM) and the boundary-element method (BEM)
are well-established mechanical engineering techniques that
have been widely used since the 70’s for simulating tissues
deformation. Their main idea is to discretise the continu-
ous equation describing energy equilibrium (virtual work
principle) inside an object [Zie77]. The spatial domain
is subdivided into elements such as triangles, bricks or
more frequently tetrahedrons [CDA99b] [OH99] [HFS∗01]
[TSB∗05], and boundary conditions are defined (Dirichlet or
Neumann boundary conditions). While the change of vari-
ables across a regular spatial grid is straightforwardly eval-
uated by discrete derivatives with FDM [TPBF87], FEM
makes use of an interpolation shape function with limited
support (e.g. B-splines, piecewise polynomial, linear ba-
sis, Bernstein-Bézier etc.), which is integrated in the en-
ergy equation. Finite elements with C0 continuity, where the
shape node consists of a vertex position are similar to fi-
nite difference methods. In the general case, FEM exploits
higher order derivatives than FDM and requires fewer nodes,
not necessarily regularly sampled (better approximation of
organ boundaries). This leads to continuous representations
with varying levels of continuity. A finite element model is
fully defined by the choice of its elements, its shape function
and its global parameterization between parameter space Ω

and IR3 (Ω ⊂ IR2 for surfaces and Ω ⊂ IR3 for volumes). For
surfaces that are neither topologically planar or cylindrical,
the parameterization can be problematic.

A finite element model is represented by the node vec-
tor X. For static computation, the stress-strain relationships
leads to f (X) = 0, whereas for dynamic computation, the
following Newtonian formulation is often used :

mẌ+ γẊ+ f (X) = 0 (6)

Those equations can equivalently be derived by minimiza-
tion of the bending energy through the principle of virtual
work. The stiffness matrix expresses the strain-stress rela-
tionship and is consequently based on the underlying consti-
tutive mechanical model. The integration of this differential
equation can be performed using an semi-implicit or explicit
scheme (see Section 1.3.4). In general, implicit schemes are
unconditionally stable whereas explicit schemes are condi-
tionally stable. This implies that smaller time steps must be
used with explicit schemes. However, explicit schemes are
simpler to compute and may not require the matrix inver-
sion.

Membrane and thin plate energies have been largely
used in computer vision [TWK87b], computer graph-
ics [TPBF87] and for modeling elastic tubular surface tis-
sue [Meg96]. These two belong to a family of regularizing
energies : the controlled-continuity generalized spline ker-
nels [Ter86]. Those quadratic energies have been used exten-
sively because of their numerical properties (they lead to lin-
ear elastic forces). However they do not correspond to phys-
ical elastic energies. The membrane energy is a linearized
version of the surface tension energy on soap films [Hil44].
The thin plate energy is a linearized version of the isotropic
thin shell flexion energy [Ber96]. In particular, those ener-
gies are not invariant with respect to a change of param-
eterization. However, for small deformations, they can be
considered as valid approximations. In [TF88a], Terzopou-
los proposes a more general bending energy consisting of
the sum of the square of the metric tensor and the curva-
ture variation. He defines a hybrid formulation of deforma-
tion that includes a rigid component and a deformable com-
ponent. With this new parameterization of deformation, in-
variant to rigid transformation, thin plate bending energy is
used to model large deformations. In [CYTT92], a dynamic
model similar to [TF88a] is proposed but the damping fac-
tor is replaced by the time derivative of the strain tensor.
In [TF88c] a Maxwell and Voigt viscoelastic model has been
implemented using a semi-implicit scheme with finite differ-
ences on a regular grid. The addition of plastic units enabled
non reversible behavior to be modeled. However, those re-
sults required substantial computational power for relatively
small grids (around 30×30).

Biological tissues are, in general, non-linear, anisotropic,
hyperviscoelastic and quasi-incompressible materials. For
simplicity and because of time-step restriction, linear elas-
tic models have been widely used to model the deformation
of soft tissues. In such cases, the stress/strain relationship is
represented by a linear equation : F = KX. The rigidity ma-
trix K depends on the rest shape geometry, the Young modu-
lus E and the Lamé parameter λ. In most cases, only C0 ele-
ments are used, leading to simple shape functions. However,
for large deformations (Green strain), strain non-linearities
are paid by high computational cost (the stiffness matrix de-
pends on the displacement).

Pieper [PRZ92] and Keeve [KGG96] simulated fat tissue
elasticity for plastic surgery with prismatic finite elements.
Chen [CZ92] built a sophisticated muscle model based on
biomechanical data where a linear elastic muscle is sub-
mitted to non-linear tendon forces. Despite the approxima-
tion on the muscle elastic behavior of the muscle, good cor-
respondence with biomechanical has been observed. Gour-
ret [GMTT89] computes the skin deformation of human fin-
gers during the grasping of a soft object. The simulation
models the interaction between two deformable bodies.

More complex elastic behaviors have been proposed by
Terzopoulos. In [TF88c], he defines the square norm of
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the metric tensor as the potential energy, which can be
shown [BN96] to be equivalent to a St. Venant Kirchoff de-
formation model. Bro-Nielsen [BN95] used this non-linear
elastic model for simulating craniofacial surgery with a fi-
nite difference scheme defined on cubic lattices. In [Kai96],
Kaiss et al. proposes a complete model of the eye/trepan
contact for predicting eye deformations under surgery. The
sclera and cornea are modeled as St. Venant-Kirchoff mate-
rials and transversely isotropic materials. The penetration of
the trepan requires the re-meshing of the cornea represented
by hexahedrical elements with 27 nodes. The computation
time was of the order of an hour on a powerful workstation.

To simplify FEM formulation, the boundary element
method (BEM) has been used [JP99]. Its priciple is to trans-
form the differential operator defined in the domain to inte-
gral operators defined on the boundary (divergence theorem)
by assuming that the material is linear and homogeneous.
Using this idea for individual tetrahedrons, the finite volume
method (FVM) [TBHF03] [TSB∗05] makes use of the diver-
gence theorem to simplify force and strain computation by
handling tetrahedron triangles instead of the boundary of the
Voronoi region associated to each node. Assumption in FVM
is the constant strain tetrahedra and linear variables change
(linear basis).

Continuum-based models have been used widely to com-
pute soft tissue deformations under mechanical constraints.
In the past years, real-time models have been developed
as an alternative to spring models. Sagar [SBM∗94] de-
veloped a virtual environment for eye surgery simulation
where the cornea deformation is modeled as a non-linear
elastic material (Mooney-Rivlin material). The finite ele-
ment solver computed the cornea deformation every sec-
ond while the graphics module was able to provide a 10Hz
refresh rate. In [CDA96], Cotin et al. describes a hepatic
surgery simulator where the liver is represented as a lin-
ear elastic volumetric model with static constraints. By pre-
computing the response of surface vertices to position con-
straints, the liver model can be deformed in real-time. Fur-
thermore, the force-feedback computation and the liver de-
formation computation can be decoupled to achieve opti-
mal haptic display (500Hz) and visual display (30Hz). Sim-
ilarly, Bro-Nielsen [BNC96, BN96] decreased the compu-
tation time of a linear elastic model with a semi-implicit
scheme, by condensing and explicitly inverting the reduced
stiffness matrix in a preprocessing stage. Video frame-rates
of 15-20 frames/second were obtained with this method.
Koch et al. [KRG∗02] have used a high order finite element
model for maxillofacial surgery planning from medical im-
ages. By taking advantage of the linear nature of the static
or dynamic equation, the methods of Cotin [CDA99b] and
Bro-Nielsen [BNC96] decreases the computation time of fi-
nite element models by at least factor of 100.

In figure 21 we show an example of real-time hepatic sim-
ulator developed at INRIA [CDA96, Cot97]. The user ma-

nipulates a force-feedback simulation platform and feels the
contact between the virtual instrument and a liver model.

Figure 21: Hepatic surgery simulation platform at INRIA

As a conclusion, finite element models are well suited to
compute accurate and complex deformation of soft tissue.
However, it is extremely difficult to get real time perfor-
mance on a moderately powerful workstation using finite el-
ement models. But for linear elastic models, only valid for
small displacements, it is possible to achieve real-time de-
formations. Unlike spring models (see section 2.2.2), there
is no restriction on the stiffness value of the model with re-
spect to the time step ∆t when using semi-implicit or static
schemes.

The cutting or suturing operation requires the finite el-
ement model to be re-meshed. When using structured ele-
ments such as rectangular, prismatic or hexaedral elements,
the cutting is often constrained to occur along a given direc-
tion [Kai96, SR95]. With unstructured elements such as tri-
angular or tetrahedral elements, more general cut planes may
be designed at the cost of greater complexity. Finally, visual-
ization of finite elements is well suited for graphics hardware
since it consists a rendering visible elements. After cutting
or suturing a volumetric model, it is necessary to update the
list of visible facets. Figure 22 shows the real-time cutting
of a tetrahedral finite element mesh of a kidney [Cot97]. The
kidney has a linear elastic behaviour and an explicit com-
putation scheme prevents the re-computation of the global
stiffness matrix. To handle cuts and mesh topology changes,
Bro-Nielsen and Cotin combine their method with a particle
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system ("mass-tensor" network), where internal forces are
formulated with respect to the linear elasticity framework
(as opposed to mass-spring networks) [CDA99b]. This work
has been extended by Pincibono et al. [PDA03] for handling
anisotropy and non-linear elasticity.

Another approach by Debunne et al. [DDCB01] is to
use multi-resolution (space/time adaptive sampling) with a
weighted finite difference integration technique to approxi-
mate the Laplacian and the gradient of the divergence op-
erators of the linear elasticity operator. They use a lin-
earized version of the Green-Lagrange strain (invariant to
rigid motion) allowing large deformations. Similarly, a lo-
cal approximation of the resolution is performed in [OH99],
through mass lumping, to reduce computational charge. This
is known as explicit FEM. All these techniques are en-
couraging since they try to merge the simplicity of par-
ticle systems and the accuracy of finite element methods.
However, no method currently allows realistic simulation
(anisotropic non-linear viscoelastic materials under large de-
formations) of large multi-organs complexes (neighbour-
hood constraints). This is enhanced by the difficulty of vali-
dating and comparing such methods.

Figure 22: Cutting of a kidney finite element model.

2.2.4. Other Deformable Models

Other models of deformable bodies have been proposed in
computer graphics. Even if such methods have seldom been
applied to medical simulation, they are relevant to the devel-
opment of real time simulation of soft tissue.

For instance, implicit surfaces defined by potential fields
attached to skeletons is a representation well-suited for col-
lision detection computation and the modeling of very soft
objects. In [CGD97], Gascuel shows that material stiffness is
related to the gradient of potential field and that such models
can support cutting or suturing. Other global transformations
such as extended free-form deformations [Coq90] or modal
analysis [SP91] are potentially of interest, for instance for
modeling the effect on abdominal tissues of breathing.

3. Medical visualization and applications

3.1. Introduction

The large amount of data provided by the modern clinical
modalities can give a lot of diagnostic information to radi-
ologists and clinicians. Data usually encode maps of phys-
ical parameter values in 2D, 3D or 4D and it is not obvi-
ous in general, how to show them to the doctors allowing a
clear understanding of organs morphology or functionality
and eventually obtain quantitative diagnostic values.

To obtain visual representations really helping diagno-
sis and useful for a variety of new applications like image
guided surgery, augmented reality in operating room, surgi-
cal training etc. is a big challenge for the Computer Graph-
ics community. In the same way, usability and the easiness
of use of new interfaces implementing these applications is
another big challenge for experts in Human Computer Inter-
action.

The simplest data analysis method, still widely applied by
radiologists, consists of just showing 2D images (printed or
on screen), acquired or resliced, using ad hoc color mapping
and windowing to enhance the structures of interest.The in-
trinsic 3D or 4D nature of most of the data, however, sug-
gests the necessity of finding effective ways of displaying
the whole dataset in order to give an immediate interpreta-
tion of the organ morphology and functionality.

Standard Computer Graphics techniques, like volume ren-
dering, surface extraction/rendering, can be applied to reach
this goal, obtaining photo-realistic representation of organs
in 3D. Several visualization enhancements can then be ap-
plied to give the physicians useful diagnostic information in
addition to the simple morphology. It is possible, for exam-
ple, to show selectively different image features and to add
to the scene results of segmentation procedures, or additional
functional parameters related to the morphological informa-
tion (i.e. pathological region localization, motion informa-
tion, functional information) and represented using classi-
cal visualization methods (color codes, transparency, vec-
tors, streamlines, etc.). The importance of medical data ren-
dering is not, however, limited to a simple diagnostic use.
3D/4D visualizations can be applied in surgical planning, to
increase the understanding of organs morphology and or to
perform accurate measurements. 3D virtual objects can be
also superimposed to real images to provide the physicians
with relevant information during surgical procedures (Aug-
mented Reality).

Another relevant application of advanced visualization is
related to human body simulation, and to the realization of
surgical simulators for medical training. Especially in this
last case, the visualization task is particularly critical due
to the fact that the model rendered is interactively changed
by the user and therefore it is not possible, for example, to
use pre processing methods often applied to speed up the
rendering process.
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Furthermore, diagnostic images are often used to build
anatomy teaching tools for students and doctors, requir-
ing user friendly visualization interfaces. For this kind of
applications, and also for simple simulations, web based
3D data visualization tools have also been proposed and
tested [Joh07]. Standard web3D technologies, like VRML
and X3D have been used for the visualization of medical
models and also to realize simple clinical applications. The
Medical Working Group of the X3D consortium is develop-
ing an open interoperable standard for human anatomy rep-
resentation.

All these specific application of 3D data visualization
(pre-operative planning, augmented reality in operating
rooms, surgical simulation, teaching, etc.) require not only
the application of advanced visualization techniques, but
also a careful design of the interaction in order to give the
end user the possibility of easily navigating the scene, se-
lecting the views and performing and qualitative and quanti-
tative evaluation.

The section reviews the main techniques and trends in
medical visualization and a few example applications. It is
organized as follows: subsection 3.2 presents the state of
the art of the 3D applications currently available in clinical
departments. Subsection 3.3 describes the basic rendering
techniques (volume rendering, surface rendering, etc.) used
ti display medical data. Time critical visualization, rendering
acceleration and large model visualization are discussed as
well. Subsection 3.4 shows how a new generation of 3D dis-
plays can help the analysis of medical data. Subsection 3.5
presents applications of real time visualization in surgical
simulators. Subsection 3.6 discusses generic issues related to
performing quantitative measurements on volume data and
an example application for measuring reconstructed vascu-
lar structures for interventional planning. Subsection 3.7 dis-
cusses recent advances in virtual endoscopy techniques and
related clinical applications. Subsection 3.8 deals with visu-
alization issues related to medical applications of augmented
reality.

3.2. Visualization of diagnostic imaging in clinical

centers

CT and MRI scanners are since their introduction computer-
ized digital machines, but for several years (and even now)
radiologists used to print the images to sheets of film in or-
der to hang them to the light-boxes. The recent introduction
of PACS archives and visualization workstations, however,
gives the possibility of displaying 3D information and per-
forming more complex data analysis.

Several advanced tools are already available in clinical en-
vironments, even if their use in real applications is still lim-
ited.

Medical workstations provided by company like GE,

Siemens, Barco/Voxar, Vital Images, Viatronix allow the vi-
sualization of 2D slices (with windowing and color mapping
options and measurement tools) and several pre-processing
and volume reconstruction methods. Different volume ren-
dering methods (see section 3.3.1) are usually implemented,
supporting 3D windowing, i.e. the interactive mapping of
voxel values to transparency values. 2D analysis can be ap-
plied not only on original slices (acquired once, usually in
axial direction, but also, with the Multi Planar Reconstruc-
tion (MPR), along arbitrary cutting planes (standard coro-
nal, sagittal views, oblique MPR. Also Curved Planar Re-
constructions are sometimes available, mapping curved sur-
faces to viewing planes, in order, for example, to show ar-
teries, or the human spine or teeth. Of course this option re-
quires particular procedures to define the surfaces, usually
based on human interaction. MPR can be extremely use-
ful to avoid measurement errors due to tortuosity of vessels
and organs. Ideally, it would, of course preferable to perform
quantitative evaluation during the 3D data analysis; however
the interaction with 3D world, especially if not performed
with immersive Virtual Reality environments, presents rele-
vant problems. Problems related on measurements in 3D are
discussed briefly in subsection 3.6. Clinical examples of 3D
quantitative evaluation in vascular analysis and virtual en-
doscopy are also described.

Other useful visualization methods available in clini-
cal workstations are those related to multi-modal analy-
sis. Different image registration methods can be applied
(see [MV98a]for a review), and relevant problems may arise,
especially if markers are not available and nonrigid transfor-
mation are required. From the visualization point of view the
problem is then the graphical representation of the multiple
sources of information (data fusion).

Finally, packages available to clinicians offer specialized
packages for a selected number of clinical studies (e.g.
Vascular analysis, Virtual Endoscopy, Heart). They imple-
ment several advanced visualization methods and segmen-
tation/reconstruction tools (i.e. vessel tracking, surface re-
construction, etc). The potential applications of the 3D vi-
sualization and analysis are, however, quite limited by the
necessity of specific education and training for the effective
use of the 3D segmentation/visualization/analysis systems.
Diagnostic applications also require a careful analysis of the
medical work-flow and of the user interaction in order to
have an effective use of the systems. It is difficult, in fact,
to realize easy to use segmentation procedures and it is dif-
ficult to implement optimal 3D interaction paradigms, espe-
cially if standard monitors and not Virtual Reality immersive
displays (see subsection 3.4) are used.

3.3. Medical data rendering techniques

3.3.1. Volume rendering

Volume rendering in general covers the creation of images
from volumetric data. These three-dimensional data sets can
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be said to represent one or more functions over a three-
dimensional space. A volumetric data set can, for example,
be created from a stack of images from an image acquisi-
tion system, such as a medical Computed Tomography (CT)
scanner. This technique is computationally demanding and
has only recently begun to be applied in medical visualiza-
tion tasks. Generally speaking, algorithms for rendering of
volume data can be divided into two main categories: Im-
age order and object order approaches. In the past, both of
these techniques have proven to be useful for specific appli-
cations, though image order approaches seemed to be more
generally applicable because the computational complexity
scales with image rather than object size, which often makes
it a better choice for applications where the exact size and
structure of the volume is unknown.

Image order approaches As the name suggests, image or-
der approaches iterate through the parts of the image that
should finally be generated and try to find all possible con-
tributions to this part. With these parts being screen pixels
most of the time, the algorithm tries to find all objects that
change the appearance of a certain pixel. The most widely
known image order approach is ray-casting [Lev88], where
a ray is cast through each pixel and sampled at regular in-
tervals. The contributing samples of the volume are com-
posited to a final pixel color, which in the end is a (more
or less exact) approximation of the volume rendering inte-
gral along that ray. Primary advantage of this algorithm is
the fact that it is much more dependent on screen resolution
than on object size, which also makes it easily scalable by
reducing the resolution for quick in-between renders. Also,
the number of objects in the volume does not influence ren-
dering speed as much as with object order approaches (this
situation changes a little bit with the implementation of tech-
niques like early ray termination and empty space skipping).
Obvious disadvantage of image order approaches is that, if
no further measures are taken, very sparsely populated vol-
umes will be rendered a lot slower than with object order ap-
proaches, because a lot of pixels will be checked (and thus
a lot of rays started) that never even hit an object. On the
other hand, techniques like early ray termination make sure
that in the case of very dense volumes, only those objects are
rendered that really contribute to the final image.

Object order approaches In contrast to image order ap-
proaches, object order approaches iterate through all parts of
the object - in most cases voxels - and determine their contri-
bution to the final image. The most popular object order ap-
proach is splatting [LH91, Wes90], where a footprint of the
current object is generated and splatted onto the image plane.
This works particularly well if there are only very few non-
empty voxels inside a large volume. In all other cases, the
probability is quite high that a substantial part of the objects
will not even be visible in the final image, thus wasting a lot
of computational effort. Apart from speed concerns, object
order approaches can have a substantial advantage in terms

of memory consumption. This is mainly due to the fact that
virtually all image based approaches rely on some kind of
regular grid to store the data, thus reserving the same amount
of memory for empty and non-empty voxels. In the case of
object order approaches, usually only non-empty voxels are
stored, which can reduce memory demands significantly if
the volume is not heavily populated. However, a drawback
of this approach is that the appearance of the footprint limits
the quality of the final image - zooming in on a splatted im-
age will reveal the structure of the footprint quickly, making
the quality of the precomputed kernel essential for good re-
sults [Wes90]. Though various extensions of this algorithm
have been published [XX06,CRZP04], the quality of render-
ing is still inferior to image-based approaches in most cases.

Ray-casting fundamentals The most common software
ray-casting algorithm, was proposed by Marc Levoy in his
initial publication on ray-casting [Lev88]. It divides the pro-
cess of image generation into six distinct steps:

• preparation of volume densities along a regular grid, re-
sulting in voxel values for each discrete position;

• classification of voxels, mapping each voxel density to a
respective opacity value;

• resampling of sample opacities at the discrete sampling
positions along the ray;

• shading, mapping each voxel density to a color value;
• resampling of voxel colors at the discrete sampling posi-

tions along the ray;
• compositing step, by computing a final pixel color from

the vector of shaded samples and respective opacities.

The first step is to prepare the volume densities for further
processing, arranging the acquired values at certain positions
inside the volume along a regular grid. This step might in-
clude correction for nonorthogonal sampling grids, patient
motion while scanning or even contrast enhancements, in-
terpolation of additional samples or pre-filtering of noisy
data. The output of this step is an array of prepared values
which is again used as input for the shading and classifica-
tion steps. In the case of shading, phong shading is used reg-
ularly because it represents a good trade-off between speed
and quality. The classification performs the essential step of
assigning each voxel a respective opacity value. This opac-
ity value can be a function of various parameters, like voxel
density, normal vector direction or gradient magnitude. Stan-
dard ray-casting modes would include setting the opacity
above a certain threshold to 1. This results in rendering of
the first intersection with a value above the threshold along
the ray, commonly referred to as iso-surface ray-casting or
first-hit-ray-casting. Another common classification strategy
is the simple definition of opacities for all density values via
a transfer function, resulting in a visualization of translu-
cent tissue that is used primarily for direct volume render-
ing. Including the normal vector or gradient magnitude into
the classification function is primarily used for nonphotore-
alistic renderings and thus mostly found in specialized ap-
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plications where these strategies provide a better insight into
certain structures. With shading and classification strategies
defined, the actual algorithm is performed by casting rays
into the volume and resampling the voxel densities at evenly
spaced locations along that ray. The color and opacity val-
ues are usually trilinearly interpolated from the eight voxels
closest to each sample location. This provides a good trade-
off between simple nearest-neighbor interpolation (always
take the value from the closest voxel) and more complex fil-
ter kernels like tricubic interpolation, that yield better results
at higher computational demands.

Finally, these color and opacity values have to be com-
posited to the final pixel color. In order to exploit strategies
like early ray termination front-to-back compositing is usu-
ally used, starting the ray at the viewing plane and casting
rays through every single pixel until a certain alpha thresh-
old near 1 is reached. Front-to-back compositing calculates
the summed pixel color by adding further samples according
to the following formula:

Cout = Cin +(1−Oin)CvOv (7)

Oout = Oin +(1−Oin)Ov (8)

where Cin and Oin are the input color and opacity values
before adding the current sample, Cout and Oout are the out-
put color and opacity values after adding the current sample,
and Cv and Ov are the color and opacity values of the sample
point (i.e. the result of the trilinear interpolation of classified
and shaded samples). Depending on the compositing strat-
egy, different rendering modes can be achieved, as shown in
figure 23. For medical visualization, the most common com-
positing strategies are Maximum Intensity Projection and X-
Ray simulation.

Maximum Intensity Projection Maximum Intensity Pro-
jection (MIP) is a compositing strategy of direct volume
rendering, where, instead of composing optical properties,
the maximum value encountered along a ray is used to de-
termine the color of the corresponding pixel [ME05] (see
fig. 23).

An important application area of such a rendering mode,
are medical datasets obtained by MRI (magnetic resonance
imaging) or CT (Computer Tomography) scanners. Such
data sets usually exhibit a significant amount of noise that
can make it hard to extract meaningful iso-surfaces, or define
transfer functions that aid the interpretation. MIP is consid-
ered very useful for visualizing angiography data sets, since
the data values of vascular structures are higher than the val-
ues of the surrounding tissues. The biggest drawback is that
intensity channel completely unmasks depth information; so,
in normal 2D displays users are not able to disambiguate fea-
tures and recognize which objects are at the front and which
are at the back. Figure 24 shows a rotational angiography

Figure 24: Depth oblivious MIP angiography rendering.

MIP volume rendering of a rotational angiography scan of a
head with aneurysm. The positions and the crossings of vas-
cular structures are not detectable, or wrongly interpreted.

scan of a head with aneurysm. By using MIP volume ren-
dering technique, only the contrasted vessels are visible. In
a 2D view, the positions and the crossings of vascular struc-
tures are not detectable, or can be wrongly interpreted. This
is because the technique does not provide any depth infor-
mation in a single image and does not support occlusion. In
subsection 3.4 we show how new generation spatial 3D dis-
plays can help solving these kind of ambiguities.

X-ray In classical X-ray volume rendering, a viewing ray is
cast through the center of each pixel and the line integral of
the intensity is evaluated along the given ray [ME04].

Figure 25: Depth oblivious X-ray CT rendering. X-ray vol-
ume rendering of a CT Scan of abdomen and pelvis. In 2D
views, it is not possible to distinguish between front and rear.

In this case internal parts of the volume are visible, but
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Figure 23: Various compositing strategies. In ray casting different schemes can be chosen, in order to compose color and
opacities to final pixel color. Maximum Intensity Projection consists of taking the maximum density along the ray, while iso–
surface or first–hit strategy consists of taking the first density above a given threshold along the ray; finally x–ray is obtained
by integrating voxel contribution along the ray.

depth information is not maintained. Hence, view disam-
biguation tasks are very hard to accomplish using 2D. Fig-
ure 25 shows a CT scan of abdomen and pelvis, containing
also a stent in the abdominal aorta. In this case no contrast
agent was used to enhance blood vessels. A X-ray volume vi-
sualization is able to highlight bone and vascular structures,
but in 2D views it is not possible to distinguish between front
and rear.

Transfer functions Transfer functions are fundamental to
direct volume rendering because their role is essentially to
make the data visible: by assigning optical properties like
color and opacity to the voxel data, the volume can be ren-
dered with traditional computer graphics methods. Good
transfer functions reveal the important structures in the data
without obscuring them with unimportant regions. Com-
monly, in medical practice transfer functions are limited to
one-dimensional (1D) domains, meaning that the 1D space
of scalar data value is used to assign color and opacity. Often,
there are features of interest in volume data that are difficult
to extract and visualize with 1D transfer functions. Many
medical datasets created from CT or MRI scans contain a
complex combination of boundaries between multiple ma-
terials. This situation is problematic for 1D transfer func-
tions because of the potential for overlap between the data
value intervals spanned by the different boundaries. Nowa-
days, the usage of multi-dimensional transfer functions is
considered, but the application to volume rendering is really
complicated. Even when the transfer function is only 1D,
finding an appropriate transfer function is generally accom-
plished by trial and error. This is one of the main challenges
in making direct volume rendering an effective visualization
tool. Levoy first introduced two styles of transfer functions,
both two-dimensional, and both using gradient magnitude
for the second dimension [Lev88]. One transfer function was
intended for the display of interfaces between materials, the
other for the display of isovalue contours in more smoothly
varying data. Other work involving multi-dimensional trans-

fer functions uses various types of second derivatives in or-
der to distinguish features in the volume according to their
shape and curvature characteristics [KKH02].

Accelerating techniques Real-time methods to directly
convey the information contents of large volumetric scalar
fields are still considered a challenge to the computer graph-
ics community. Based on the observation that the capability
of a single general-purpose CPU is not sufficient to achieve
interactivity or even real-time for large data sets in general,
considerable effort has been spent on the development of ac-
celeration techniques for CPU-based volume rendering and
on the design and exploitation of dedicated graphics hard-
ware. Among others, one research direction has lead to vol-
ume rendering techniques that exploit hardware assisted tex-
ture mapping. Fundamentally, these systems re-sample vol-
ume data, represented as a stack of 2D textures or as a
3D texture, onto a sampling surface or so-called proxy ge-
ometry [EKE01, RSEB∗00]. The most common surface is
a plane that can be aligned with the data, aligned orthog-
onal to the viewing direction, or aligned in other config-
urations (such as spherical shells). The ability to leverage
the embedded trilinear interpolation hardware is at the core
of this acceleration technique. Furthermore, ray-casting ap-
proaches can be accelerated by employing GPU implemen-
tations supporting perspective projection without decreas-
ing performance [KW03]. The entire volume is stored in a
single 3D texture, and resampling is performed by fetching
samples from this texture with trilinear texture filtering. For
each pixel, a fragment program steps from sample location
to sample location in a loop and performs compositing until
the volume is exited or full opacity is reached. For further
information related to GPU based volume rendering tech-
niques, refer to [EHK∗04].

Non-photorealistic techniques Historically, most volume
rendering techniques are based on an approximation of a re-
alistic physical model. It was noticed, however, that tradi-
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Figure 26: Illustrative rendering. Illustrative rendering of
temporal bone CT scan dataset. Data courtesy of Prof. Sell-
ari Franceschini, University of Pisa.

tional depictions of the same types of data as found in med-
ical textbooks, for example, deliberately use non-realistic
techniques in order to focus the viewer attention to important
aspects. Using abstraction, visual overload is prevented lead-
ing to a more effective visualization. Recent approaches have
considered this fact, leading to an increased interest in illus-
trative volume visualization [BG07]. Approaches for illus-
trative volume visualization frequently employ nonphotore-
alistic rendering techniques to mimic the style of traditional
illustrations [RE01]. They take advantage of the illustrators
century-long experience in depicting complex structures in
an easily comprehensible way [SES05, LMT∗03]. Figure 26
shows an example of illustrative rendering obtained by em-
ploying transparent direct volume rendering and exaggerated
color map in order to highlight vascularity inside a temporal
bone CT scan dataset.

3.3.2. Surface rendering

Surface rendering consists of visualizing data-sets by gen-
erating polygonal surfaces representing the anatomical part
of interest. This option simplifies the rendering complex-
ity, but requires pre-processing and causes loss of relevant
data. Triangulated surface rendering with textures and light-
ing effects is optimally implemented by the graphics hard-
ware, so the major problems of surface rendering applica-
tions are related to the extraction of the polygons represent-
ing the model (segmentation) and the simplification of the
representation that is necessary when the number of triangles
becomes huge (large scale visualization). In medical applica-
tions huge surface meshes are not usual; several techniques
are however available for mesh simplifications and to build
multi-resolution data structures allowing efficient visualiza-
tion of complex surfaces [CGG∗04]. For the creation of sur-

faces from medical data variants of “marching cubes” algo-
rithm [LC87] are commonly employed. They are able to ex-
tract iso-surfaces representing ideally organs boundaries. To
recover more accurate and topologically controlled surface
representation of organs from diagnostic images, several ad-
vanced 3D segmentation techniques are applied (deformable
surfaces, front propagation, model based methods), usually
specialized for each particular image type and medical task
(i.e. vascular segmentation, liver segmentation etc.). Current
state of the art in image segmentation techniques is described
in section 1 of this tutorial.

3.4. Non-standard visualization on future displays

The representation of 3D scenes on standard 2D monitors
limits the possible applications of advanced visualization.
This is the reason why 3D displays have been proposed for
clinical applications.

Stereo viewers using standard technology (polarized
glasses or head mounted displays) are used to improve depth
perception in particular medical data visualization tasks and
in clinical applications like Virtual Endoscopy. The overhead
for the visualization software only consists in the fact that
two images should be rendered at interactive frame rates.
Some displays use head/eye tracking to automatically adjust
the two displayed images to follow the viewer eyes as he
moves the head.

Auto-stereoscopic displays do not require googles or head
mounted devices. They are usually based on the use of lentic-
ular lenses or parallax barriers that allow the user who keeps
his head in a particular viewing positions, to perceive a dif-
ferent image with each eye giving a stereo image. 3D dis-
plays of such kind are already available also in commercial
medical systems: the SpatialView 3D Medical Workstation
offers, in fact an auto-stereoscopic monitor with head track-
ing coupled with a vision based freehand intuitive gesture
based 3D navigation and analysis (SpaceTool). New gener-
ations of volume displays are becoming available and are
expected to be widely used in the near future. One way
to obtain 3D images is to display 2D images on rapidly
rotating surfaces. The Perspecta Display by Actuality sys-
tems [Fav05], creates 3-D imagery by projecting a sequence
of 2x198 images onto a screen rotating at or above 900 rpm.
The company offers to research institutions a medical ap-
plication of the display that is able to visualize DICOM
datasets (limited in depth and size) with the 3D method. The
LightSpaces Technology DepthcCube uses a similar prin-
ciple but with a different geometry: different LCD panels
stacked in a cube and switching from transparency to im-
ages.

A powerful kind of volumetric display can be however re-
alized similarly to auto-stereoscopic screens, but synthesiz-
ing with multiple projections 3-D light fields nearly equiv-
alent to volumetric images. Continuous parallax monitors
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have been obtained in this way by Holografika (HoloVizio),
which realized high resolution real 3D spatial displays al-
lowing users to see a 3D scene moving freely (horizontally)
within the viewing angle (up to 70 degrees), and supporting
real time operation.

3D spatial display in details The largest display Holo-
grafika display [ABF∗06] uses an array of 64 XGA projec-
tors and a holographic screen with a diagonal of 72 inches.
Smaller screens(32, 26 inches) are also produced.

In these systems, module images generated by the pro-
jectors, are determined by geometry and not associated with
specific view directions. Each module emits light beams to-
ward a subset of the points of the holographic screen and
each point of the holographic screen is hit by more light
beams arriving from different modules. The light beams
propagate to address fixed spatial positions that are inde-
pendent from the viewer’s position. Many modules con-
tribute to each view of the 3D image, thus no sharp bound-
ary occurs between views, and the display offers continu-
ous and smooth change at different image areas, resulting in
a truly 3D experience with continuous horizontal parallax.
The holographic screen transforms the incident light beams
into an asymmetrical pyramidal form. The cut of this light
distribution is a long rectangle, where the vertical size of
the rectangle is the vertical field of view, while the hori-
zontal size corresponds to the neighboring emitting direc-
tions. This configuration corresponds to the horizontal-only-
parallax capability of the display. With the same principles it
would to possible to provide vertical parallax as well, at the
cost, however, of another order of magnitude increase in data
size, rendering times, and system complexity, for little gain
in the visual performance in standard settings. The screen is
a holographically recorded, randomized surface relief struc-
ture that enables high transmission efficiency, controlled an-
gular distribution profile and eliminates moiré and chromatic
effects.

The angular light distribution profile introduced by the
holographic screen, with a wide plateau and steep Gaussian
slopes precisely overlapped in a narrow region, results in a
highly selective, low scatter hat-shaped diffuse characteris-
tics. The result is a homogeneous light distribution and con-
tinuous 3D view with no visible crosstalk within the field of
depth determined by the angular resolution (see figure 27).

Multiple video streams are generated by an array of 16
PCs, connected to the display through four DVI connec-
tions each. Each PC runs a server that controls a graphics
frame buffer. The server is responsible for generating im-
ages associated to a fixed subset of the display rendering
modules. In the 72 inches prototype, each PC generates 4
XGA images using two double head NVIDIA boards con-
trolling a 4096x768 frame buffer. In order to support legacy
graphics programs and to simplify the development of new
holographic applications, an OpenGL compatible front-end
has been developed. The front-end runs on a client PC and

Figure 27: In the Holovizio display a large number of light
beams create a spatial point.

looks to applications like an ordinary OpenGL library which
transparently broadcasts the graphics command stream to the
dedicated cluster driving the holographic display. The client
PC is connected to the cluster through dual Gbit ethernet
links. The back-end servers listen to the network and decode
the stream of multicast graphics commands coming from the
client. Once decoded, commands are interpreted and sent to
the local renderer. The interpretation of the graphics com-
mands involves modifying the way they are generated ac-
cording to parameters available from the local configuration
service, in order to transform the original central view into
the view associated with each of the associated optical mod-
ules. For each of the optical module views, the graphics com-
mands of the current frame are re-executed, with the follow-
ing modifications: the original perspective matrix is replaced
with a matrix that matches the module’s specific position and
viewing frustum; a geometrical calibration is performed, to
correct nonlinearities in the display/optical geometry; a light
calibration is performed to correct the intensity and con-
trast differences response of the optical modules; an angu-
lar resolution correction is performed for depth dependent
anti-aliasing.

Volume rendering of diagnostic data on the holographic

display New trends in medical visualization research focus
on advancing medical visualization by combining 3D ren-
dering techniques with novel spatial 3D displays able to pro-
vide all the depth cues exploited by the human visual sys-
tem [ABGP07].

For example, we can consider as test cases two depth
oblivious techniques commonly employed in medical visu-
alization: Maximum Intensity Projection and X-Ray volume
rendering. These techniques were originally developed for
visualizing images on 2D displays, and have the drawback
that 2D views are really ambiguous, since no depth cues are
present in the intensity channel, the occlusion is not consid-
ered, and shading is not present. The addressed question is
whether a 3D display is able to recover lost 3D info, and it
was shown that it is possible. Figure 28 shows a MIP ren-
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Figure 28: MIP angiography rendering. Direct capture from the spatial 3D display taken from different positions in order to
disambiguate vascular structures.

Figure 29: X-ray CT rendering. Direct capture from the spatial 3D display taken from different positions in order to immedi-
ately understand spatial information.

dering of an angiography CT scan dataset visualized on the
Holovizio spatial display, while figure 29 shows a sequence
of pictures taken from direct observation of an X-ray render-
ing of the CT abdomen and pelvis dataset in the Holovizio
spatial 3D display. The set of pictures were taken from dif-
ferent positions in the display workspace, and try to convey
part of the visual information provided by the display. The
pictures here are merely illustrative, by the way they show
that 3D spatial displays are very effective in resolving depth
relationships of overlapping, if combined with direct order-
indipendent volume rendering approaches (like X-ray and
MIP).

An important issue related to the use of immersive 3D
displays is that it is necessary to develop new interaction
techniques in order to make their use simple and effective.
While in simulation tasks the interaction design is simple,
because the interaction is designed mimicking the real pro-
cedure, generic paradigms for 3D model analysis (that can
be based, for example on special devices like spacemouses,
gloves or on vision based tracking) did not emerge clearly.

3.5. Application: time-critical rendering for surgical

simulation

A real time interactive surgical simulator presents differ-
ent challenges respect to simple interactive rendering with
changing viewpoints. The scene, in fact, changes with time
and, even if the frequency constraints are not strict as for the
haptic response, it could be difficult to reproduce a reason-
able reproduction of the operation scene in real time. As an-
ticipated in the description of basic techniques, specialized
approaches can be applied for accelerated volume rendering
and surface rendering of dynamically changing data. We de-
scribe here two examples of virtual reality training systems
employing these techniques: the first is a training system
for temporal bone surgery developed at CRS4 in the con-
text of the European project IERAPSI (IST-1999-12175)),
while the second is a simulator for the Phaco-emulsification
and capsulorhexis tasks in the context of cataract extraction
training.
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Figure 30: Temporal bone system architecture. The system
is divided in a “fast” subsystem, responsible for the high-
frequency tasks (surgical instrument tracking, force feedback
computation, and bone erosion), and a “slow” one, which
is essentially dedicated to the production of data for visual
feedback.

3.5.1. IERAPSI temporal bone simulator

The IERAPSI prototype virtual reality training system has
been developed to simulate completely the temporal bone
dissection procedure. Force feedback on haptic devices
(Sensable Phantom) is realized using a physically motivated
burr-bone interaction model, loosely based on Hertz contact
theory, that includes haptic forces evaluation, the bone ero-
sion process and the resulting debris and a multi-resolution
representation of the bone characteristic function to adap-
tively trade simulation quality with speed [AGG∗02]. Vi-
sual rendering (showing the bone erosion and a particle
system based simulation of blood, water and mud) is ob-
tained through a dynamic direct volume rendering technique
based on OpenGL register combiners that is able to ren-
der shaded representations of dynamically changing recti-
linear scalar volume in parallel to simulation threads. The
system is based on patient-specific volumetric object mod-
els derived from 3D CT and MR imaging data. The perfor-
mance constraints dictated by the human perceptual system
are met by exploiting parallelism via a decoupled simula-
tion approach on a multi-processor PC platform. Specifi-
cally, the system is divided in a “fast” subsystem, responsible
for the high-frequency tasks (surgical instrument tracking,
force feedback computation, and bone erosion), and a “slow”
one, which is essentially dedicated to the production of data
for visual feedback (see figure 30). The system has been
evaluated by experts (Senior ENT Surgeons) and demon-
strated realistic haptic and visual rendering, and the ability of
simulating complete mastoidectomy procedures [AGG∗04].
Figure 31 shows a snapshot taken from IERAPSI surgical
system, where a ENT trainee is performing a mastoidec-
tomy. The inset shows the hardware setup, composed by two
PHANToM haptic interfaces and a NVision binocular dis-
play.

Figure 31: Snapshot taken from IERAPSI surgical system,
where a ENT trainee is performing a mastoidectomy. The in-
set shows the hardware setup, composed by two PHANToM
haptic interfaces and a NVision binocular display

3.5.2. The Cataract surgical simulator

Cataract is a clouding of the eye’s natural lens, normally
due to natural aging changes, and involving at least half
of the population over 65 years. Cataract extraction is the
only solution for restoring a clear vision, and nowadays
is probably the most frequently practiced surgical proce-
dure. To train surgeons to perform this task, a specific vir-
tual reality simulation system for cataract surgery, involv-
ing the capsulorhexis and phaco-emulsification tasks has
been developed. The simulator runs on a multiprocessing
PC platform and provides realistic physically-based visual
simulations of tools interactions. The current setup em-
ploys SensAble PHANToM for simulating the interaction
devices, and a binocular display for presenting images to the
user [AGP∗06, AGG∗06]. Similarly to IERAPSI temporal
bone simulator, the system is divided in a fast subsystem, re-
sponsible for the surgical instrument tracking (100 Hz), and
a slower one, essentially dedicated to the production of data
for visual feedback. The slow subsystem is responsible for
the global simulation of the eye, and for the interaction of
the devices with the cornea, the anterior camera membrane
and the crystalline lens. The algorithms used to control the
simulations are local in character, leading naturally to a fur-
ther break-up of the slow subsystem in components, each
dedicated to the generation of a specific visual effect, and
thus possibly to a parallel implementation on a multiproces-
sor architecture. The system runs on two multiprocessor ma-
chines connected with a 100 Mbit Ethernet link. The first
machine is dedicated to the high-frequency devices tracking
tasks (100 Hz), while the second machine concurrently runs
the low frequency task (20-25 Hz): eye simulation, anterior
camera simulation, and crystalline lens simulation. Since the
low-frequency tasks do not influence high-frequency ones,
the two machines are synchronized using one-way message
passing. Differently from the bone drilling case, since force
feedback returned by surgical instruments is here nearly im-
perceptible and the main way the surgeon have to under-
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Figure 32: Comparison between real (left picture) and virtual (center picture) capsulorhexis, and a snapshot from a virtual
emulsification (right picture)

stand the effort really exerted on the patient eye is the vi-
sual feedback provided by the tool position related to the
environment and the eye globe displacement. This fact en-
hance the need for a realistic real time visualization. Fig-
ure 32 shows a comparison between a picture taken from
a real capsulorhexis and a snapshot taken from the simu-
lator (left and center pictures), as well as a snapshot taken
from the virtual emulsification task (right picture). The in-
set shows the hardware setup for the virtual reality training
simulator system. In this case, visualized data have no rela-
tionships with images acquired on real patients, but accurate
reproduction of realistic textures have been superimposed to
the dynamic polygonal scene rendered by exploiting hard-
ware acceleration. However, the time critical part of the sys-
tem is the physically based simulation of the interaction be-
tween anatomy and devices during the virtual intervention.
The anterior camera for the capsulorhexis was modeled as
triangular faceted mesh moving under forces generated by a
spring-mass model joining different particles with several ef-
fects (following the spring-mass technique described in sec-
tion 2.2). The emulsification task was simulated by model-
ing the eye lens as a collection of simplexes built from a
tetrahedral mesh. Particles are eroded during the procedure
and a shape matching approach [MHTG05b] is used to an-
imate the residual part. The model parameters are tuned by
expert surgeons, and overall realism is considered sufficient
for training purposes. The system is currently used in spe-
cialization courses.

3.6. Model measurement for diagnosis and

pre-operative planning

Diagnostic images are not only used for qualitative analysis,
but can also be quantitatively measured in order to define
the relevance of a pathology or to plan a surgical procedure.
Measure can be static (i.e. tumor size, vessel calcification
volumes, etc.) or dynamic (i.e. left ventricle ejection frac-
tion) and can be performed on 2D slices or on 3D volumes.
The use of 3D measurements is extremely important to avoid
errors that are due to slicing, for example on vessel length

and sections (fig. 33). The use of dynamic and 3D quantita-

Figure 33: Large errors are often caused by the use of 2D
measurements on wrong planes to evaluate vascular lengths,
diameters and tortuosity

tive measurements is indeed important to improve the qual-
ity of diagnosis operative planning, but, in order to introduce
such new techniques in the work-flow, two important things
should be taken into account:

• A clinical validation of the reconstruction/measurement
procedure is required

• The interaction with 3D scenes is not simple and specific
interaction modes should be designed to obtain an effec-
tive use

• It is often necessary to change the approach of radiologist
and surgeons to the particular procedure and make them
appreciate the benefits of the new method

Commercial 3D systems are widely used only for very
few precise tasks, e.g. intra-cranial or surgery. One of the
problems for using 3D quantitative analysis is the difficulty
in interacting with 3D scenes.

User interfaces based on the classic WIMP (Windows,
Icons, Menus, Pointing devices) paradigm are not well suited
for navigating/exploring a 3D scene and a post-WIMP 3D
interaction general paradigm has not yet clearly emerged.

3D measurement modes supported by advanced medi-
cal workstation modules (i.e Voxar Cardia Metrix, Vessel
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Metrix or Colon Metrix) usually limit the interactivity and
perform pre defined analysis and visualizations given some
input hints in 2D images.

It is not simple to develop, as would be required for the
creation of a fully immersive virtual archive environment,
user friendly tools avoiding complex user interaction modes,
keeping at the same time the advantages of showing 3D
paths and spatial relationships between brain areas. Further-
more, it is not easy for all users to move in the 3D world
with situational awareness without using immersive virtual
environments.

Discussion and general tests on 3D measurement and
interaction methods have been presented in recent works.
In [PTSP02] 3D measurement tools like distance lines,
rulers, angular measurements, interactive volume approxi-
mations are presented. In [RSBB06] the interaction style
when 3D measurements are performed is discussed and the
importance of stereoscopic view and haptic feedback is dis-
cussed. Authors present a 3D measurement toolkit devel-
oped for the Virtual Liver Surgery Planning and also mea-
sured accuracy and time necessary to perform particular
tasks (angles, volumes and distances estimation) and con-
clude that "3D measurements which build an integrated part
of a surgical planning environment can be better carried out
in a VR environment rather than on a 2D desktop-based ap-
plication".

3.6.1. Pre-operative measurements with Web3D

technology: an example

In the AQUATICS European project (IST 1999-20226), a
tool for the web based measurement of Abdominal Aortic
Aneurysms morphology has been developed, tested and val-
idated with the help of interventional radiologists. Measure-
ments were performed on a simple 2D web interface with
ad hoc solutions making easy to perform 3D length volume
and angles measurements without the use of 3D displays.
The measurements tool developed have been, however, also
modified to be used with the HoloVizio 3D collaborative dis-
plays as a test of the new technology.

Endovascular repair of abdominal aortic aneurysms re-
quires a preliminary accurate assessment of patient’s specific
anatomy. The measurements of the geometry of the aorta is
therefore extremely important. The true aneurysm diameter
and its growth ratio are fundamental parameters to evaluate
the risk of a rupture and to compare it with the risk of a sur-
gical intervention. Fig. 34 shows distances and angles that
have to be measured with sufficient precision for the plan-
ning of the surgical interventions and the selection/design of
prostheses.

Reconstruction of the aortic model The model used for
aortic measurement was a complex one defined by a wa-
tertight surface mesh representing the vascular lumen, other

Figure 34: A large number of measurements are necessary,
including the length and diameter of the proximal aortic
"neck", the length and diameter of the distal "cuffs", and the
length of the two graft limbs. Measurements for an endovas-
cular tube graft are only slightly less complex.

Figure 35: Example of skeleton extraction. White line:
Shortest path at high resolution. Black line: Final snake-
based centerline extracted.

surface meshes representing calcification and external vas-
cular walls including thrombus and a curve skeleton with a
tree structure. The vascular lumen was extracted using a de-
formable surface algorithm (fast simplex mesh balloon). The
user of the reconstruction tool just initialize the surface as a
small sphere inside the lumen and the forces applied make
it grow to detect the borders. A reparametrization of the sur-
face with topological changes can be obtained using march-
ing cubes in the case the surface becomes auto-intersecting.
The curve skeleton extraction is realized with a voxel coding
method [ZT99] improved by using a snake-based regulariza-
tion.

Let us describe shortly the procedure, that is similar to
those used to recover centerline paths in Virtual Endoscopy
(section 3.7. It is based on the computation of two distance
maps (or potential fields), one computing the distance from
borders (BSC), and the other from a seed point (SSC). Tak-
ing as starting points local maxima of the SSC with high
values, shortest paths reaching the seed or the previously ex-
tracted branches are found and then centered using the BSC
map. In our implementation we also applied a regulariza-
tion step driven by the BSC map, making the lines centered
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and smooth. With this method we obtained results compliant
with the requirements: continuous curves connected in a tree
structure and locally centered in the volume. Fig. 35 shows
an example of the procedure, that was sufficiently fast and
reliable for our needs. The external surface of the aorta was
recovered by slicing perpendicularly to the vessel direction
the data set and using constrained snakes initialized outside
the lumen in order to reach the external boundaries. Shape
constraints have been introduced due to the presence of tis-
sues with HU value close to the thrombus outside the ves-
sel. To recover calcifications we applied therefore the well
known “marching cubes” algorithm [LC87] with a thresh-
old chosen to represent the calcification boundaries. Even in
this case, however, it is necessary to customize the procedure
and to consider some peculiarities of the problem. Details on
different methods to recover vascular trees ad centerlines can
be found in [GZ06]

Figure 36: Hybrid visualization of different vascular com-
ponents(lumen, thrombus, calcium) superimposed to the CT
data.

Measurement interface Patient specific models built from
CT data could then be remotely and collaboratively mea-
sured with a web based tool realized with open standards
(VRML, External Authoring Interface, now replaceable with
X3D and Scene Authoring Interface). Arterial models have
been coded in VRML, including Javascript code to support
guided navigation, measurement procedures, image visual-
ization, etc. The VRML scene was included in dynamic

Figure 37: Example of model visualization and measure-
ments on the web interface.

Figure 38: Aneurysm phantom realized at University of
Innsbruck and used to validate the aortic measurement sys-
tem.

web pages, including the measurement interface, the Elec-
tronic Patient record and the measurement reporting inter-
face. The Aquatics Measurement application shows the seg-
mented vessel and give the possibility of interactively hide
or show its part, navigate the scene or choose pre defined
views and perform 3D measurements of lengths and center-
line paths, vessel diameters and volumes. The interface al-
lows the interventional radiologist to perform easily all the
quantitative measurements required to design the endovas-
cular prosthesis to be inserted in the aorta 37.

The tool is a good examples of integration of 3D contents
in standard web applications. Despite the large diffusion of
Web applications, the use of Web 3D standards and of, in
general of 3D applications on the web is still limited due to
several reasons, including compatibility problems between
different browser implementations and platforms. However,
the example show the possibility of creating 3D visualiza-
tion and analysis systems that can be used collaboratively by
different remote users to obtain better diagnosis and proce-
dure planning.

Validation The web based aortic measurement tool has
been validated in several ways. Different technicians per-
formed reconstructions using the segmentation tool and
three clinical specialists used the web interface to measure
the parameters for endovascular procedure planning. More
than 40 patient specific aortic models have been recon-
structed and models of a synthetic phantom 38 have been
recovered from CT scans for validation. AQUATICS mea-
surements resulted compatible with phantom’s true data and
patient data measurements done manually by radiologists us-
ing standard methods. The t-test showed a very good corre-
lation between the measurements obtained on phantom with
the Aquatics system and the true measurements of the phan-
tom (p < 0.0001), demonstrating the reliability of the sys-
tem. The correlation between different observers and recon-
structing operator was also tested with the Spearman rank
test and again a statistical significant correlation was proved
(p < 0.0001), proving the reproducibility of the measure-
ments.
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Figure 39: Left: the collaborative aneurysm analysis ses-
sion: an operator selects and check measurement types,
while the other interacts with the 3D model. Right:
Aneurysm rendered on the holographic display, imaged at
the same time from two different angles.

3.6.2. Collaborative measurement/evaluation on the 3D

spatial display

The analysis of abdominal aortic aneurysms has been cho-
sen also as a demonstration of the possible collaborative
analysis performed with the holographic display. We real-
ized a test application where the measurement interface is
implemented as a dynamic web page, and the user can ac-
cess it through a PDA [BFG∗06]. When a patient-specific re-
construction is selected with the touchscreen, the rendering
application (messages are passed through wireless connec-
tion and HTML protocol) loads the model and display it on
the holographic screen. Since objects rendered on the holo-
graphic display appear floating in fixed positions, it is possi-
ble to naturally interact with them with a 3D user interface
that supports direct manipulation in the display space. This is
achieved by using tracked 3D cursors manipulated by users.
Multiple cursor control interfaces have been developed, us-
ing both commercial 3D trackers (Logitech 3D mouse) and
custom-made wireless solutions (camera based tracking of
pointers, using a wireless USB interface for buttons). With
this interface the same measurements for the endovascular
repair planning of the AQUATICS application are supported,
and a collaborative analysis is made possible.

3.6.3. Diagnostic use of 3D models: Wall stress and

blood flow simulations

The enhancement of morphological models is not necessar-
ily limited to selective structural visualization or geometri-
cal measurement support. Even without acquiring functional
data through the use of MRI or PET/CT scanners, it is pos-
sible to recover functional information with diagnostic rele-
vance through the use of physical simulation. In the vascu-
lar field, for example, it is possible to simulate, given geo-
metrical models and material behaviors, the deformation of

Figure 40: Wall stress mapped on the aneurysm surface.

Figure 41: Blood flow simulation results, displayed on 3D
models or on 2D projections with standard methods like pro-
files, streamlines or color codes, can be used to show anoma-
lous regions correlated with high risk of rupture or plaques
formation

the vascular boundaries when the blood pressure is applied.
Fig. 40 shows the result of a finite element structural simu-
lation showing the wall stress when a blood pressure cycle
was applied on a geometry reconstructed for the AQUATICS
project.

Figure 41 show results of some test blood flow simula-
tions realized with a Navier Stokes finite element solver de-
veloped at CRS4 for the ViVa project [GSG∗98]. The solver
was parallelized with a domain decomposition technique.

Recent advances in simulation methods should give the
possibility of modeling also the fluid-structure interaction in
order to reconstruct a more reliable flow field and accurate
wall stress estimation. For example in [FLBW06] a turbulent
fluid-structure interaction simulation is then run on a com-
mercial solver where the blood is treated as a non-Newtonian
fluid. The transient velocity profile at the inlet boundary is
taken from Doppler-ultrasound measurements. Other values,
like density, Young‘s modulus, and Poisson coefficient, are
based on material-specific data that have been adapted dur-
ing test simulations.

Local simulation can be also coupled wit 1D full body
circulation models recently developed and simulating the
propagation of pressure and velocity waveforms in 1-D arte-
rial models [KQFL03]. Accurate flow and wall shear stress
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evaluation have a relevant diagnostic value, because they
have been proved to be an indicator of vessel rupture and
plaque formation. Furthermore, pre-operative simulation can
be used to chose an optimal geometry for an endovascular
prosthesis. In [FLBW06] the simulation results have been
used to investigate the pressure and flow patterns in patient
specific models of AAAs before and after stent-graft implan-
tation.

3.7. Interaction techniques for medical applications:

Virtual Endoscopy

Virtual endoscopy is one of the few well established appli-
cation where virtual navigation in the 3D acquired data with
clinical evaluation and measurement is effectively applied
in the clinical work-flow. The basic idea is to simulate the
clinical procedure of inserting a catheter inside the tubular
structure lumen rendering the scene viewed by the real cam-
era.

Current imaging modalities (i.e. Helical CT scanners,
MRI) provide data at a sufficient resolution to make the re-
constructed scene sufficiently accurate for several purposes.
It should, however, considered that the accuracy of the ren-
dered scene depends also on the quality of the segmentation,
often user dependent, and the risk of imaging artifacts should
be taken always into account. Different goals can be ob-
tained through the use of Virtual endoscopy, from education,
diagnosis, interventional planning and also enhancement of
real endoscopy by registering volume data and virtual views
with the real endoscopic view. A detailed review on Virtual
Endoscopy techniques applied in research and clinical prac-
tice is presented in [Bar05].

Applications of Virtual Endoscopy have been mainly de-
veloped for the investigation of the colon, blood vessels (vir-
tual angioscopy), of the trachea (virtual bronchoscopy). Sim-
ilar applications have also been tested for the planing of en-
donasal interventions.

The advantages of virtual procedures are the non-
invasivity, the lower cost, the complete control of lighting
and orientation, the absence of access limitations. The real
procedure, however, presents the advantage of offering a bet-
ter resolution, texture information, and the possibility of in-
teracting with tissues and directly perform the actual inter-
vention. Furthermore, it is possible that for virtual proce-
dures requiring a subsequent real intervention planned on
their basis, changes happen between the image acquisition
and the intervention.

Especially for Virtual Colonoscopy, that already applied
in clinical environments, advanced processing techniques of-
fer then several add-ons like the possibility of performing au-
tomatic polyp detection and highlighting in colonoscopy, or
the possibility of visualizing unfolded surfaces [VWKG01].

While for other applications only research prototypes

are available, several commercial systems are available for
CT based colonoscopy (Siemens Syngo, Philips EasyVision
Endo 3D, Ge Avantage Windows, Viatronix V3D, Vital Im-
ages Vitrea, Voxar 3D ColonMetrix, Tiani Jvision).

The examination is extremely useful due to the high in-
cidence of colorectal cancer and the necessity of early de-
tection in order to have successful treatment and the fact
that the optical procedure is invasive and expansive. Virtual
colonoscopy consists of pumping air into the colon and ac-
quiring multiple high resolution CT scans in different posi-
tions to remove the effects of fecal residuals.

Once the elaborated volume are rendered, it is possible
to interact with the virtual colon simulating the real pro-
cedure using automatic, guided or free navigation along
the tubular structure centerline path, usually extracted semi-
automatically with algorithms similar to that described in
section 3.6.

Different rendering methods have been applied for
generic virtual endoscopy. Surface rendering would be the
simplest solution for efficiency, but the algorithm has dis-
advantages such as the low quality of visualized image and
the loss of the volume data. All the non-segmented data are
not represented, and this means that if the procedure is used
for a complex surgical planning activity, all the interested
structures must be reconstructed (with difficult, user depen-
dent and time consuming techniques) before the navigation.
Clinical validation showed also the superiority of Volume
Rendering techniques over Surface Rendering for diagnostic
purposes [HLS∗03].

Fortunately, algorithmic solutions, like the use of accel-
erated empty space transversal [WKB99] and technological
evolution of current generation of GPUs with advanced pixel
shaders allow the realization of GPU-based ray-casting de-
livering high frame rates and interactivity for either perspec-
tive or orthogonal projections. These cards allow the real-
ization of real time perspective volume rendering and hybrid
volume/surface representations [SHN∗06].

Older systems used also 2D/3D texture mapping for fast
rendering, but could not exploit shading effects. Figure 42
show a snapshot of the research virtual endoscopy system
developed at CRS4 in 1998, where the visualization was re-
alized in this way [GPZT98]. The system implemented also
stereoscopic rendering and measurement tools to quantify
vessel stenoses. A particularity of the system was the physi-
cally based virtual camera control: we interpreted input from
the six-degree-of-freedom device used to control the camera
(spaceball) as forces and torques applied to a virtual cam-
era model. A viscous friction force field proportional to vol-
ume opacity is used to avoid penetration in opaque areas.
This way, the endoscopic camera was always confined in the
interior of a cavity. To detect walls during ray-casting, we
used an accumulated-opacity algorithm tracing the ray from
front to back and stopping when the accumulated opacity
was larger than a user settable threshold.
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Figure 42: The Virtual endoscopy prototype realized at
CRS4.

This method is effective and can overcome the difficulty
of freely navigating without constraints. Another approach
for effective navigation allowing real time interaction and
full colon view are use centerline constraint for camera
path an free camera orientation. Nonphotorealistic rendering
methods can improve the efficacy of Virtual Colonoscopy.
For example, to remove false detection of fecal residuals
as polyps a recent technique consists of using a translu-
cent rendering mapping colors related to the density over
the colon walls, reducing the interpretation time required for
the virtual analysis (one of the drawbacks of the 3D anal-
ysis) [KLKB05]. Recent studies showed that with Virtual
colonoscopy it is possible to measure polyps better than with
optical colonoscopy [PCL∗07].

3.8. Image guided surgery and augmented reality in

operating rooms

Another relevant application of advanced visualization tech-
niques consists in using the 3D data to help the surgeon
in performing his tasks. Some surgical procedures, in or-
thopaedics, or neurosurgery are indeed already planned and
executed on the basis of image analysis and reconstruc-
tion and commercial system to plan and realize these in-
terventions are available. For example, in neurosurgical tu-
mor resection, surgeons can decide how to access the region
through image analysis, and can then use devices guiding
the instrument on the basis of the images thanks to the rigid
registration of the patients skull with respect to the devices
and the image reconstructed volume. Devices can be tracked
with magnetic or optical systems. The rigid registration is
usually obtained with fiducial markers. Deformations of tis-
sues with respect to the acquired morphology limits the use
of such techniques (Brain-shift problem).

In operating room surgeons can also be helped by the use
of intra operative imaging (Ultrasound, MRI or angioscopy,
C-Arm) These systems are extremely useful, even if the vi-
sualization tasks related to them are not particularly chal-
lenging for computer scientists.

Different is the case of the clinical use of Augmented Re-

ality. Augmented Reality (AR) consists in overlying the real
scene and the virtual image based one, with an interactive
real time visualization requiring a perfect registration of the
two scene and the tracking of the operator egocentric view.
Different kinds of displays are applied for this effect: the
most popular are probably head mounted displays (HMD),
integrating virtual objects into the real environment in the
original field of view of the user. With this technique hand-
eye coordination is easy, in particular for keyhole surgery.
Drawbacks can be found in the weight and display resolu-
tion. Another possibility for in-situ visualization is to use
a display panel mounted on a swivel arm and placed be-
tween the surgeon and the patient, as for example done in
the Medarpa project [SS04]. Accurate tracking of patient
user and display position (performed with magnetic or IR
systems) is in this case necessary to have an accurate re-
sult. If operating microscopes or binoculars are used in the
surgical procedure, virtual images can be inserted into the
optical paths of the devices and no additional display is nec-
essary. A head mounted see-trough displays like the Vario-
scope AR [BFH∗00] is a generic tool that adds two VGA dis-
plays to optical binoculars, and tracking the position of the
head can realize the projection transformation (with Tsai’s
calibration method) of the virtual scene over the real one
in real time. In other procedures it is possible to fix cam-
eras and mirrors to the gantry of an imaging device obtain-
ing augmentation without a tracking system. Intra-operative
devices which can be augmented this way are endoscopes
or laparoscopes used in the majority of minimally invasive
surgeries.

Video see-through is an alternative to optical see through
that overlay the virtual scene to a video acquisition, regis-
tering in this case camera position and orientation with the
patient and the data [FNFB04].

The main technological challenge of AR is the accurate
real time calibration of the scenes that is necessary to avoid
latency or jitter of the virtual objects. Different focus for
real world and computer graphics scenes can also cause eye
strain and irritation. Due to these problems, augmented re-
ality is still a research field and there are few clinical appli-
cations of widespread use. Several initiatives are, however,
carried on by research groups to solve problems and to intro-
duce AR in the clinical practice. Among these it is of partic-
ular interest the activity of the Marie Curie action ARISER
(http://www.ariser.info/), involving eight relevant European
partners with strong experience in the field.

3.9. Discussion

We presented a brief description of 3D medical data visu-
alization methods and an overview of example applications.
From this overview it appears clear that the application are
heterogeneous and the visualiztion methods are quite differ-
ent according to the different end users. Surgical simulators
presents time critical aspects, related to the necessity of re-
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alizing real time volume rendering and/or real time tracking
and calibration. Other applications usually presents weaker
time constraints and their problems rely mainly in their us-
ability, or in the use of new generations of volumetric dis-
plays. An interesting remark on the diffusion of volume data
in clinical centers is that it created a crisis in the radiology
work-flow that requires a complete reorganization of the ac-
tivity of radiologists and physicians. 3D processing and vi-
sualization are necessary to exploit and correctly interpret
volume data. The role of technologists in this process can be
relevant also in the clinical practice. 3D laboratories where
radiologists and experts in image processing and visualiza-
tion work together are already active (and billing for 3D re-
constructions). Radiologists probably prefer to have the full
control on the diagnostic process, but the complexity of the
3D reconstruction procedures (reformations, segmentation,
visualization) requires new competences and often the use
of expensive hardware. Advances in visualization algorithms
and new generations of graphic hardware will help to de-
velop easy to use workstations allowing simple 3D analysis
and measurements of volume data, moving to the 3D labs
only complex procedures like surgical planning [Rid07].

Finally, for the realization of Virtual Humans and physical
simulators, that is the main subject of the tutorial, it is ex-
pected that the complexity of the reconstructed models will
grow relevantly in the future and the large size of the data
sets will require specific solution for visualization. Multi res-
olution schemes have been recently proposed to speed up the
rendering of huge data sets on commodity hardware, also for
generic triangular meshes [CGG∗04]. For large arbitrary sur-
face models, a multiresolution scheme for out-of-core cod-
ing and interactive inspection is presented in [GM05]. These
kind of techniques, already applied with success in indus-
trial applications, could be used to implement methods for
interactive visualization of large and complex human mod-
els (static or with pre computed animations).
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