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= Co-Simulation fundamentals

= |ntroduction and Motivation

=  Co-simulation assessment for continuous-time RMS studies (TC-1)

= Combined Hardware and Software Simulation (TC-2)

=  Signal-based Synchronization between Simulators (TC-3)

=  Discussion
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Co-Simulation fundamentals

Peter Palensky, TU Delft
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Diversity of the Energy Transition Ergrid
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New applications,
connections,
Dependencies,
markets, mechanisms,
technologies,
constraints,...
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"~ behavioral process

agents, game theory,
market players, etc.

cyber-physical
energy system
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Stochastics

statistical process

weather, aggregate of many
individual elements, etc.
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Promising but...

. Multiple simulators/models
. Formats, projects?

. How to link?

. Scenario Handling?

. Interfaces?

. Time stepping?

- EMTvs. TS

Scenario

Optimizer

Initial states
Parameters
u time series

m

T

Strategy
Utility function

init

EMT: Electro-Magnetic Transients

TS: Transient Stability

Scripting
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result
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Introduction and Motivation

Kai Heussen (DTU)
Van Hoa Nguyen (CEA)
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Overview of challenges

/ Power System (EMT)

Problems with classical approach: _...{ ....c;{ ....c{ ....c{

Several models of computation
Multiple discplines of expertise
No re-use of validated models
Several time-scales

ecting European
Smart Grid Infrastructures
Control \

ja|

Commurgmr{
I

\m@_@P I l a

Power System (RMS)
\
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Kai Heussen (DTU)

CONCEPT & CONTRIBUTIONS
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= Objective: Development of co-simulation framework for smart grid assessment.

= Contributions:
— New simulator interfacing:
* New converters (FMU) for: Matlab, PowerFactory, and ns-3
» hardware integration in a co-simulation framework
* Improvements of co-simulation orchestration (mosaik).

— Synchronization strategies for correction simulation coupling
* time-shifting relaxation of cyclic dependencies without roll-back
« Synchronization by state-prediction
« Message-handling in continuous-time co-simulation using FMI specs

— Contribution to co-simulation workflows:
» Development of an easier-to-deploy co-simulation tool chain.
« Approach to up-scaling of co-simulation scenarios
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Today: Benefits and Demonstration iarnc.

To roll out co-simulation, industry and research are expected to benefit from:

« Integration of black-box components into validated model environments
(as development step prior to hardware deployment)

- Hardware coupling against co-simulation models
« Detailed simulation to realistic depoyment scales
« Co-simulation standards to accommodate industry needs (ICT, automation)

Today we demonstrate:
» re-use of component and grid models, as well as hardware across scenarios

» New uses of open source applications of FMI standard:
automation (4DIAC, IEC61499) & communication simulation (ns-3)

» Practical scaling-up of simulation scenarios
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“Scal | ng u p” — Why’) $ cmearsrin

= Akey challenge with real-world smart grid are many active components.

— Co-simulation allows evaluating components in complex system context

= Proprietary industry models and controllers only available as “Blackbox”

— Re-use is better than abstraction. For validation it is necessary.

= Large-scale phenomena: how to assess “real-scale” scenarios?

— Different phenomena of interest, just “make it big” is not good enough.
However, strategies for large-scale assessment still under development.

— Both a question of tools & methodology.

— Pathology classes defined: the choice of scale and observable will largely
influence how the phenomenon shows itself. >
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Van Hoa Nguyen (CEA)
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Functional Mock-up Interface (FMI)

https://fmi-standard.org

FMI for Model Exchange

Interface

Co-simulation FMI++

Orchestrator
Solver

tl:l, Vstart Tw

FMI for Co-Simulation

—— Interface
Co-simulation

Orchestrator
FMI++

ta, P, Vo | v

ErIgrid"

@ Connecting European
® Smart Grid Infrastructures

FMU
Model

Solver

Enclosing Model !

t time

Vst Variables with initial = “exact” (parameters, ...)

u(t) inputs (continuous-time and/or discrete-time)
u y(t) outputs (continuous-time and/ar discrete-time) y

—p-| W(t) local vlarlej\bles {contm.uous-nrr}e and/or discrete-time] .

2(t) eventindicators (continuous-time)

Elements of local variables w and/or outputs y:

Xc(t) continuous-time states (continuous between events)

External Model (FMU Instance)
fA f

X i[’. 4

Saolver

© The ERIGrid Consortium
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Co-Simulation Master ‘

time

all exposed variables

N<x<cog~—

event indicators
Model

discrete states (constant between events)
parameters of type Real, Integer, Boolean, String
inputs of type Real, Integer, Boolean, String

continuous states (continuous between events)
outputs of type Real, Integer, Boolean, String

I U

-y

X,Z

‘ Solver

Co-Simulation Slave (FMU Instance)

ERIGrid Webinar
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FMI++ Toolbox Erigrid-

@ Connecting European

FMI++ Library: https://sourceforge.net/projects/fmipp/ ¢ s e
FMI++ Python Wrapper: https://pythonhosted.org/fmipp/

» binaries » win32
_

ary - Share with +

-

“ame H Solvers

%) bottling_line.dll
Core of the model in the
according platform

o,
Other proprietary oy,

EMU .. binaries /information FMI
—» | |. ControlBuild

=) modelDescription.xml

FMUCosimulation/ModelEchange
LookAhead & rollback functionality

Cross Langague Wrapper
Information on Model

(I/O, Parameters, etc)
<fmiModelDescription fmiVersion="1.0" modelName=
- <MaodelVariabless

- «ScalarVariable name="h" valueReference="0" c
<Real fixed="true" start="1" />
</ScalarVariable=
- <ScalarVariable name="der{h)" valueReference
<Real />
</ScalarVariable>
- «ScalarVariable name="v" valueReference="2" c

© The ERIGrid Consortium
EU H2020 Programme GA No. 654113 ERIGrid Webinar
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FMITerminalBlock

Available at :

IEC 61499 ASN.1-based fieldbus protocol

Exchange data at periodic
synchronization points, only

' 4>

[]

{

Simulate and wait until t;,

i+1

Reat | |0 bl |
component i
N @ 4
@ @
N
FMi-based |\ @___@____ N
virtual _ T) 4 T 4 -
component 2 4

FBInstancelame

Event—olBvent OEvent1 Event ' u
Event |Event2 OEvent2 Event |
I
FBTypeMName —
BOOL 4+{1Datat ODatal 44 BOOL
STRING 224lData2 OData2 STRING .
AdapterTypeA—ilAdapter] OAdapter1{— AdapterTypeB I n d ustri al

IEC61499 PLC

Exchange data whenever an event occurs

Real | | iﬂ _________ )_d_ L

component

FMI-based
virtual
component
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Improvement of Mosalk @ .

Available at : https://mosaik.offis.de

.ﬁmosmk

Improvement of Mosaik’s
capacity to handle cyclic
dependency in ERIGrid =
Introduction of « Time-
shifted connection ».

© The ERIGrid Consortium
EU H2020 Programme GA No. 654113

Serial data exchange
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Selected Test-cases ErI0ric™

© The ERIGrid Consortium
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Grid+Wind farm & LV-FRT

* Algebraic coupling between grid TC 1
simulators / cyclic dependency

* Re-use of validated models

* Scaling-up

i
— - — -
P i S— —

vl

SILEN
LV: Low Voltage O 4 Vil
FRT: Fault-Ride-Through .

© The ERIGrid Consortium
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Challenges Addressed: "TC2”

Embedded OLTC control / / / / / /
. Harqlware-m-the-loo.p with FMI ——j\ --j'\ ——D\ ——j)\ -0 -—_i:\
* Rapid deployment via IEC61499 / / / / / /
* FMI++ and IEC61499 O -O\ Q0 =0 =0 =0

© The ERIGrid Consortium
EU H2020 Programme GA No. 654113 ERIGrid Webinar 09.04.2019 23
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Challenges Addressed: "TC3”

OLTC & Remote measurement
* FMl interface for NS-3 -—C{ __d’ -—C{ -—C{ -—C{ __df
* Two models of computation _l*_\ J\ _l\ _l\ _l\ _l\
(comm + grid) / / ; / / /
- =0 =0 =0 =0 =0
TC3 D

OLTC: On-Load-Tap-Changer

© The ERIGrid Consortium
EU H2020 Programme GA No. 654113 ERIGrid Webinar 09.04.2019 24
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Closer look at the test-cases

Resources

Downloadable deliverables/reports, results, publications, press information and newsletters from the

ERIGrid consortium:

Deliverables Publications

Research Infrastructure (RI)
database schema

JaMNDER Level 1 access

Local JaNDER database to claud

replication

JRAZ-TCT

JRAZ-TCZ

JRAZ-TC3

JRAZ-LS52

ns-3 FMI Export Module

Open Access Tools Transnational Access Press Area Newsletters

SchemaSpy description of the RI database defined in Deliverable D-NAS.2 Partner
profiles. The file includes information on the table structure, data formats,
primary keys etc. and can be used to view the details of the DB.

Small interfacing layer between the openlEC61850 library and Redis database as
defined in Deliverable D-JRA4.1

Small command line program to replicate remotely the commands sent to a local
Redis instance as defined in Deliverable D-JRA4.1

JRAZ Test Case TC1 mosaik implementation according to ERIGrid Deliverable D-
JRAZ.Z

JRAZ Test Case TC2 implementation according to ERIGrid Deliverable D-JRA2.3

JRAZ Test Case TC3 mosaik implementation according to ERIGrid Deliverable D-
JRAZ.3

JRAZ2 Test Case LSS2 mosaik implementation according to ERIGrid Deliverable D-
JRAZ3

Module fmi-export enables the FMI-compliant simulation coupling with ns-3
sCripts, i.e., ns-3 script are launched and executed through an FMI-compliant co-
simulation interface. In terms of FMI terminalogy, ns-3 is the slave application,

mmd mmmaratad PRI A lnimebh me T aed comaheamian $n aran dion dorion eomdioe s

© The ERIGrid Consortium

EU H2020 Programme GA No. 654113

ErIgrid"

@ Connecting European
Smart Grid Infrastructures

Source code of the test-cases are
available on ERIGrid’s Github and
website.
https://github.com/ERIGrid

https://erigrid.eu/dissemination/

Deeper presentations on the test-
cases presented by:

* TC1: Arjen Van der Meer,
Rishabh Bhandia (TUDelft)

* TC2: Nabil Akroud (Ormazabal)

* TC3: Edmund Widl (AIT)

ERIGrid Webinar 09.04.2019 25
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. Eeri
Further Readin 0 ? o

=  ERIGrid Deliverables

Deliverable 8.1 — D-JRA2.1
Deliverable 8.2 — D-JRA2.2

Deliverable 8.3 — D-JRA2.3
= Publications (extract)

K. Johnstone, S. M. Blair, M. H. Syed, A. Emhemed, G. M. Burt, T. Strasser
CIRED 2017 — 24th International Conference on Electricity Distribution,
Jun. 12-15, Glasgow (UK), 2017 (Golden Open Access).

A. A. van der Meer, P. Palensky, K. Heussen, et al.
2017 Workshop on Modeling and Simulation of Cyber-Physical Energy
Systems, Apr. 21, Pittsburgh, PA (USA), 2017 (Green Open Access).

C. Steinbrink, S. Lehnhoff, S. Rohjans, T. I. Strasser, et al.
8th International Conference on Industrial Applications of Holonic and
Multi-Agent Systems (HoloMAS 2017), Aug. 28-30, Lyon (FR), 2017

V.H. Nguyen, Y. Besanger, Q.T. Tran, T. L. Nguyen
Energies, vol. 10, no. 12:1977, 2017, doi: (Golden
Open Access).
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https://erigrid.eu/wp-content/uploads/2017/07/DL_D-JRA2.1_Simulator_coupling_and_Smart_Grid_libraries_2017-05-22.pdf
https://erigrid.eu/wp-content/uploads/2019/01/DL_D-JRA2.2_Smart_Grid_ICT_assessment_method_2018-12-23.pdf
https://erigrid.eu/wp-content/uploads/2019/01/DL_D-JRA2.3_Smart_Grid_simulation_environment_2018-12-23.pdf
https://erigrid.eu/dissemination/
http://cired.net/publications/cired2017/pdfs/CIRED2017_1175_final.pdf
https://arxiv.org/pdf/1705.00583.pdf
https://arxiv.org/pdf/1710.02315
http://www.mdpi.com/1996-1073/10/12/1977/htm
http://dx.doi.org/10.3390/en10121977

Eri

Co-simulation assessment for continuous-
time RMS studies (TC-1)

Arjen van der Meer (TU Delft)
Rishabh Bhandia (TU Delft)
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Test case 1

© The ERIGrid Consortium
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e define co-simulation design criteria

e specify system configuration and experiments
e assign focal tools

SISO o specify dynamic model properties

¢ build functional mockup interface wrappers, exporters, and API scripts
Development

® run experiments
e test validity
e test scalability

¢ build and test models in sub-systems ]

© The ERIGrid Consortium
EU H2020 Programme GA No. 654113 ERIGrid Webinar 09.04.2019 29
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L Erigrid-
Design criteria and focal tools ? .

= Mosaik: issue with running simulations that mutually depend on each other
over time - cyclic dependencies

= Cyclic dependencies commonly occur in physical models - dynamic
simulation of a power system containing converter-interfaced
generation. Tools:

— Matlab/Simulink with SimPowerSystem toolbox
— Powerfactory for RMS simulation

= Application of both FMI for model exchange and FMI for co-simulation -
general simulation tool with FMU exporter

— OpenModelica // Simulink

— FMI for co-simulation exporter for Powerfactory

RMS: root mean square
FMI: functional mockup interface
FMU: functional mockup unit
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Er i ol
SySte m under Test $ s

;. - - T T -7/ 7/ s/ =) 7 7 = = ========= :_ ___________________

- I
: " I FRT controller I I
I - :
: - Normal I
: —:@— operation | |
: - <1 controls |1

. I

w
3
v
w
() 2

a5l s | s |
(v S "L S /I\
G2 Bus2 Bus7 Bus9® Bus3

Bus 5-{—- J Bus 6

J——LBusd

—N\—eus1 Wind turbine:
A FRT and vector controller (next slides)
Q)
G1 FRT fault ride-trough

© The ERIGrid Consortium
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Fault ride through

requirement

0 1

‘ >
t t

UI o gu oo

2 Connecting European

Smart Grid Infrastructu

Wind and PV power plants
must comply to the low-
voltage ride through time
profile

Disconnection allowed
when the voltage
measured at the terminals
enters the grey area

Parameters differ per TSO

Converter requires
additional overvoltage
protection, blocking
mechanisms, current
limiting schemes, power
recovery mechanism

FRT mechanism added on top of wind turbine controller (next slides)

PV: photovoltaic
TSO: transmission system operator
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Wind turbine controls for normal Erigrid-
operating conditions (RMS-mode) e

Network model
(static generator)

|
|
o | [
'Vie : Simulink FMU | |
: Active , [
I power [—>| rate limiter I :
v control :
1Vdc :
I I .
: Q° 41 current Uq,
: Reactive 2 i
| > limiter I
1 Qpcc| power 7;2; :
—'ﬁl control I
L e e e e e e M M Lo |
-
|
IC.abe {ids iqs |V |pec » Opit} = Thevenin | V¢ '
UC abe PLL & > I Rotation N _CJ-I Ve :
VPCC.abe measurements : (Bpll) SSRCT X
: Norton |
L e e e e e e e m e — e — e, ——————— ——
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Co-simulation experiment setup

Master Simulator (Python)

solver FMIpp solver
) FMI-CS )\ FMI-ME FMI-ME N\
FMI << API FMI < API
N wind turbines
power system wind turbine | K wind
and collection and controls turbine
grid (simulink / and
(powerfactory)| |openmodelica) controls

e Connecting European
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Co-simulation Testing El"lg['::d

3
® Smart

vt | | poron | odtton _

Monolithic PowerFactory Reference Gen. G3 in IEEE 9 Bus
simulation replaced by WPP

Small Scale Co- PF+Matlab+FMI++ Simple co-sim  No model

Simulation for assessment modifications

Large Scale Co- PF+Matlab+FMI++ Co-sim WPP divided in 32

Simulation performance smaller WTGs to have
check for realistic
complex representation.
situations and  Similarly 32 added
numerically converter and FRT

bigger systems controllers.

PF: powerfactory
WPP: wind power plant

onnecting Europear
Grid Infrastru

®ee
n
ctures

WTG: wind turbine generator

© The ERIGrid Consortium
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Upscaled TC1 experiment

2

Goal: test validity
and applicability 62
of co-simulation
approach

Split aggregated
wind park into 32
wind turbines

Cable array
added in
PowerFactory

65 FMUs in total

7

T2

Load A

T1

G1

Load B

[
UI i -
9
Grid Infi

2 Connecting European

8x4 wind turbine setup
3 26MW
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Erigrid-

» Connecting Eurapean
® Smart Grid Infrastructures

Demonstration Video TC1

- © The ERIGrid Consortium
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Eri

Combined Hardware and Software
Simulation (TC-2)

Nabil Akroud (Ormazabal)
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I l | l Smart Grid Infrastructures

FMI (Functional Mock-up Interface):

Open and tool-independent standard for exchanging dynamical
simulation models between different tools in a standardized format.

FMITerminalBlock:
Ad hoc FMI Orchestrator + Software PLC IEC-61499

OLATC (On Load Automatic Tap Changer):

Electromechanical device mounted on MV distribution transformer to
automatically handle the voltage ratio on the secondary winding in
order to maintain the voltage within the accepted level.
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Component

L

|||7
|||7

3
frmu OLTC and Transformer Virtual

Erlgmcl

necting Eur p
c Smart Grid Infra:

\||—

( ASN.1

Y |
|[l Protocol Bridge ]

Software PLC |

Modbus |

| OLTCControIIerI
Hardware
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OLTC Controller
| Software PLC ]l
/
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SW PLC Controller Diagram IEC-

61499 based
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® Smart Grid Infrastructures

FMLIN VAR
T

p
1"Q

| localnost 1500 D" STATUS
st D

T—SD.2" RD:

AIOGE,  ETMESIN v vTR S
¥ar o Eo» MR QF T o
LG }s_mz_smr [ wm m?

£ MERGE 0 GVWRTR S
or TIVE STAMP J " 00 |
ifa ol

\output dtafotecsy RFLENAVE  STATUS «
w01

|
1
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HW Controller Diagram

© The ERIGrid Consortium
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Connecting European
® Smart Grid Infrastructures
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. EFIgrid-
Results - Details lg' crvemmen

540 \ [T T T [ 1 \ [ |
590 == Reference Simulation g
500 = PLC Controller (Predictive)||
480 == HW Controller (Predictive)
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440 m ]
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—
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EFIgrid-

onnecting European
® Smart Grid Infrastructures

540 I I 1
520 — Reference Simulation &
500 = PLC Controller (Predictive) |
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Signal-based Synchronization
between Simulators (TC-3)

Edmund Widl (AIT)
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Introduction Erigric”

o Connecting European

Smart Grid Infrastructures

=  Growing trend: access information and actuate controllers in Smart Grid applications through
communication networks

=  Question: What is the effect of the properties and physical limitations of communication channels
on the system?
— stability of a closed-loop control systems

— handling of communication errors (loss of information, reordering of message sequence, bit
errors, etc.)

— intentional injection, inhibition or manipulation of data in transit as part of a cyberattack
= Co-simulation has become a popular approach to assess the impact of these phenomena on
Smart Grid applications
— advantage: use the most appropriate tool for each of the involved domains
— challenge: it is hard to re-use existing work and to exchange models between the existing
approaches (lack of openly available simulator and interface implementation)
= ERIGrid approach
— based on the open interface specification Functional Mock-up Interface (FMI)
— open-source prototype implementation using the communication network simulator ns-3
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Challenges of FMI-based co-simulation ErIgric”
of communication network models

=  co-simulation of physical systems:

— exchange of information that corresponds directly to physical properties (voltages levels,
temperatures, etc.)

— send values of associated model variables from one simulator to another

= communication systems:
— do not just exchange values, but messages
— transmission with the help of protocols (metadata, data formats)
— communication network simulators provide dedicated functionality to handle the details of
data
transmission protocols
= challenges regarding FMI
— provide no functionality regarding message transmission
—> details have to be hidden behind FMI-compliant co-simulation interface of the simulator
— limited support for event-based co-simulation
—> no support for event detection or event prediction
—> no notion of an input or output being absent

Smart Grid Infrastructures
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Proposed FMI-compliant approach:
Data exchange with message-based ? o
simulators

Details of data transmission protocols must be hidden behind the FMI-compliant interface:

= message IDs
— transmitted data is associated with a unique message ID
— message ID is being forwarded to the simulator

=  mock-up messages
— simulator generates an internal mock-up message associated with the message 1D

— network model is executed with the mock-up message as stand-in replacement for the
original data

— no need to consider the translation of the original data into a proper format for transmission
— once the mock-up message has propagated through the network model, its message ID is
passed back to the co-simulation framework
= absence of messages

— based on the concept of unique message IDs, a special value represents the absence of
input and output messages
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Proposed FMI-compliant approach:
Event handling for FMUs for Co- ? o
Simulation (1/2)

= two types of events are of special interest:

— input events

 mark the arrival of new
messages at an input of the p
simulated communication

network F M U

+ value of an associated FMU
input variable changes from 0 to
the corresponding message 1D

message
ID

— output events time
. €n2 €n1€n €n
* marks the arrival of a message at

an end node in the
communication network ~
simulator

message

event queue D

» corresponding output message
ID as the value of an associated
FMU output variable

FMU: Functional
Mock-up Unit
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Proposed FMI-compliant approach:

Event handlin 0 for FMUSs for Co- $ o

Simulation (2/2)

=  FMI specification does not (yet) support the
handling of (internal) events for FMUs for Co-

Simulation

= "quick-and-dirty” solution - demonstrate
feasibility of approach, but do not put too much
focus on specific proposal for FMI extension

— internal event prediction

* FMuUs have to define a dedicated
output variable for event prediction

» value always corresponds to the time
of the next internal event

— event processing

* use iterations (simulation steps with
step size equal to zero) to trigger the
FMU to process events

e FMU

iterat W
en+1 9

message IV
event queue

- — > time

|

I

en»2 en—l en en+1 en+2 tn+2 /
- j
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FMI-support for the ns-3 network
simulator

= ns-3 module fmi-export
— creates an FMU for Co-Simulation from a user-defined ns-3 script

— implements a tool coupling mechanism
« control the execution of the ns-3 simulator
» establish a connection for data exchange during run-time
— interaction with ns-3 is limited to the repeated execution of the same
ns-3 script
» call the FMU’s step method - ns-3 executes the same model
» use different random seeds each time - produce different
outputs

= user has to implement a dedicated class - class
SimpleEventQueueFMUBase

— provides functions for declaring input and output variables
— provides functions for adding events to internal event queue

= open source, available at

-

NS-3 FMI EXPORT

J

ns-3
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open source,
available at:

ns-3 FMI Export
Module

https://erigrid.qit Abou
h u b |O/n83_fm | i Jites and installation

on Linux
export/

ites and installation in
a Cygwin environment
(Windows)

fMI-compliant ns-3 scripts

FMU generation using Python
scripts

Mandatory input arguments
Optional input arguments

Using an FMU generated for
ns-3

Examples

Example SimpleFMU
Example TC3
Example 1552

Project maintained by ERIGrid

Hosted on GitHub Pages — Theme
by mattgraham

‘ View On GitHub ‘

ns3-fmi-export

DOl 10.5281fzenodo. 1934876

The ns-3 FMI Export Module
About

Module fmi-export enables the FMI-compliznt simulation coupling with ns-3 scripts, i.e., ns-3
script are launched and executed through an FMI-compliant co-simulation interface. In terms of
FMI terminology, ns-3 is the slave application, and generated FMUs launch ns-3 and synchronize

its execution during runtime (tool coupling).

Module fmu-examples provides examples for using the fmi-export module. The module
comprises dedicated models (clients and servers), helpers and simulation scripts implementing
example applications, whose functionality is then exported as FMU for Co-Simulatien.
Furthermore, test applications (written in Python) show how the resulting FMUs can be used in a

simulation

Prerequisites and installation on Linux

In addition to ns-3, the following tools/ libraries need to be installed:

Cmake

Boost: all header files plus compiled date_time, system and filesystem libraries
Follow these instructions to install the fmi-export module:

1. This module relies on a lot offunclionality provided by the FMl++ library. Hence, in order to

install this module, the latest version of the FMI++ library should be clened from its

repository:

§ git clone https://qgit.code.sf.net/p/fmipp/code fmipp

2 Cet the source code from GitHub.

$ git clone https://github.com/ERICrid/ns3-fmi-export git

09.04.2019
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Dedicated ns-3 Application Layer Erigric”
Models

= to utilize the event queue of module fmi-export, dedicated application layer models (ALM) need to
be used in ns-3 scripts

= gpecific functionality of ALMs depends on considered application, but there are in general two
distinct types:
— clients

* ALMs of client applications wait for new events (i.e., incoming message IDs at the
FMU’s inputs)

» they send mock-up messages accordingly
» for subsequent calculation of the end-to-end delay, the time of the packet creation is
added as part of the message header
— servers

* upon receiving a packet, they extract the packet’'s header to calculate and store the
end-to-end delay of the transmission

» used to calculate a corresponding timestamp and add an event to the event queue

= otherwise, standard ns-3 component models can be used
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.
L)
[
2 Connecting European
Smart Grid Infrastructures

= run a simple simulation:
— 1 periodic sender - sends messages through FMU input variable node_ A send
— 1 receiver - receive messages through FMU output variable node B receive

= example available online:

4 N
F M U NS-3 FMI EXPORT
o } node A send node_B_recei{
perioaic ’ r )
recelver
sender J node node B {
- -
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Co

Commands Files

Tabs

Capsule File Edit View Tabs Settings Help

M READMEmd X

& environment

¥ code
) LICENSE

¥ README.md
1 SimpleFMU.cc
A Testipynb

¥ runsh
¥ data
) LICENSE

run on Code
Ocean:

https://doi.org/10

.24433/C0.815244

7.vl

FMU export of ns-3 network simulator scripts ( edmund wid!)

[ Test.html X

In [1]:

In [2]:

View Raw |

| »

m

Example of FMU export of ns-3 network simulator
scripts

Creating the FMU

Define all required parameters to create the FMU:

« fimu_name: model identifier of the generated FMU

+ fini_version: FMI version of the generated FMU

+ creafe_fmu_script complete path to the Python script for generating FMUS with the help of
module fmi-export

+ 183 _script: path to the user-defined ns-3 script

fmu_name = 'SimpleFMU'

fmi version = 2

create fmu script = '/ns-3-allinone/ns-3-dev/src/fmi-export/ns3 fmu create.py’
ns3 script = '/code/SimpleFMU. cc’

Create the FMU by running the script ns3 fmu_create.py on the command line.

!{create_fmu script} -v -m {fmu_name} -z {ns3_script} -f {fmi_version}

[DEBUG] Using FMI version 2

Waf: Entering directory "/ns-3-allinone/ns-3-dev/build'
[1963/2016] Compiling scratch/SimplefMU.cc

[1974/2016] Linking

Waf: Leaving directory */ns-3-allinone/ns-3-dev/build’
Build commands will be stored in build/compile commands.json
'build' finished successfully (3.717s)

Modules built:

antenna aodv applications

bridge buildings config-store

core cIma csma-layout ) .

dady dsz energy  ERIGrd Webinar
Fr-nat-dewics flam-mnnitar Fmi-mwnnrt (nn Buthand i

Timeline

-

® March 22,2019
Published Version 1.0

Currently viewing

O Author ran March 22, 2019
¥ Published Result

1 output

) Testhtml

O March 22,2019

Created capsule

09.04.2019

<

[E? Metadata | ¢ Edit Your Copy e
&
D Re-Run
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More advanced test case (1/3 er

o Connecting European
Smart Grid Infrastructures

-

MTDA
LRIK2
initialize:
set default values for Vi and V2
send according tap position
~
Z 1 B K wait for new
' measurement ACCESS POINT
Grid ACCESS POINT
O LTC receive new receive new receive new
value onlyfor V1 values for both V1 and V2 value only for V2 )>
update V1 update V1 keep last value for V1
k keep last value for V2 update V2 update V2

update Vmax = max( V1, V2 )
update Vmin =min( V1, V2 )

Vmax >= MAX_THRESHOLD &&
Vmin <= MIN:THRESHOLD else

(@)
Vmax>= MAX_THRESHOLD Vmin<=MIN_THRESHOLD

send: NO_STEP J { send: STEP_UP J [send:STEP_DOWN] { send: NO_STEP

simulation finished?

no

Lo s heter
SMART METER 2

~Jnger
. J
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More advanced test case (2/3)

LoadFlowSim CommSim ControllerSim
o V1_send
Rampingload Load1 V1 PeriodicSender V1
V1 receive
V2 send
V2 PeriodicSender V2
V2_receive
ctrl_receive
Rampingload Load2 tap TapActuator #—4---------------- tap
ctrl_send

= implemented in the co-simulation environment mosaik

= FMUs for all domain-specific models
— communication network = ns-3
— power system - PowerFactory
— controller > MATLAB

= implementation available online:
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More advanced test case (3/3) Ergrid

4 I
controller dead time = 0.002 s
4 N\
1001
75 1
01 01
50
5 :
£ 25 1 =
8 -1 8 11
Q © 0- o
: : i :
i N controller dead time = 0.01 s b
Y £ 1001 9
z N
l l . . . oo change in tap —
[] oy e
106 — 1 2 501 1 position:
L 104 — V2 £ 1 ®0 ©-1 -2/
A Q 3
2_1_02_ GE) 0- 2 1,02 1
0 C
o 1,001 3 controller dead time = 0.02 s 5 1.00 -
gogs- 1004 8) ] \
= 0. = 0.98
S 75 S
0.96- 096- \J
0.94 1 501 0.94 1
0 30 60 90 120 257 0 30 60 90 120
timeins 04 time in s
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I I I Atsender in ms
\ 4
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Conclusion and outlook $ v

= ns-3 module fmi-export is a prototype of an FMI-based co-simulation interface
for the ns-3 communication network simulator

— open-source
— avalilable at

= pased on a semantically clear mapping of the requirements for message-based
simulations to
the FMI specification

= where such a mapping was not possible, simple workarounds have been
implemented that are expected to be compatible with future extensions of the
FMI standard

= future developments will aim at a more dynamic coupling
— synchronizations at run-time not restricted to individual simulation runs

— instead, the simulation within ns-3 itself should be synchronized to the
master algorithm
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Co-simulation Models available as Er|ari
Open Source sy,

The work was done as a part of European Commission funded programme Horizon
2020 under the project European Research Infrastructure supporting Smart Grid
Systems Technology Development, Validation and Roll Out (ERIGrid)

[ ].

Interfaces and test systems developed available as Open Source models in github.

Links:

Co-simulation assessment for continuous-time RMS studies (TC-1):

Combined Hardware and Software Simulation (TC-2):

Signal-based Synchronization between Simulators (TC-3):
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https://github.com/AIT-IES/FMITerminalBlock
https://github.com/NabilAKROUD/OLTC_Arduino
https://github.com/ERIGrid/JRA2-TC3
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Discussion (QnA)

Moderated by: Thomas Strasser (AlT)
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