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Abstract: Breast Cancer is one of the most deadly disease 

and most of the women are infected by this vital disease in many 

parts of the world. Medical tests conducted in hospitals for 

determining the disease are very much expensive as well as time-

consuming. The problem can be resolved by diagnosing the 

problem in early spam of time and by providing results with more 

accuracy.In this paper, different machine learning and neural 

network algorithmhave been studied and compared to predict 

cancer in early stages so that life can be saved. The dataset 

available publically for Breast Cancer has been used. Different 

algorithms compared includeSupport Vector Machine 

Classification (SVM), K-Nearest NeighborClassification (KNN), 

Decision tree Classification (DT), Random Forest Classification 

(RF) and Extreme Learning Machine (ELM).All are compared 

on the basis of Accuracy and processing time are considered as 

the parameters for comparing analysis. The results reveal that 

extreme learning machine comes to be the better algorithm. 

 
Keywords : Decision tree classification (DT), Extreme 

Learning Machine (ELM),KNN classification, Random Forest 

(RF) classification, Support Vector Machine (SVM) 

classification. 

I. INTRODUCTION 

Breast Cancer has become the main reason behind the 

death of a lot of women all around the world.The main 

reason for the death of women by this disease is the process 

by which it is diagnosed
1
.  

The technology has become a major part of our lifestyles 

still we are lacking behind diagnosing this critical disease in 

early stages[1]. As the disease is not diagnosed in early 

stages, therefore, the mammography rate has been increased 

for a particular age group of concerned women[2].Breast 

Cancer is curable and life can be saved if it is diagnosed in 

early stages. Different causes have been diagnosed for this 

deathly disease including primarily hormonal imbalance, 

family histories, obesity, radiation therapies and many more. 

Many machine learning and deep learning algorithms are 

being applied to diagnosing this disease. Machine learning 

algorithms follow the several steps during classification 

problems[3] ,viz: 

Data Collection, 

Appropriate Model selection, 

Model is trained, 

Testing and prediction of results 

In this paper, we will be comparing various Machine 
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Learning algorithms and a neural network (ELM) to find 

which algorithm gives the best result in terms of accuracy 

and processing time. Various machine learning algorithms 

discussed here are Support Vector Machine classification 

(SVM), K-Nearest Neighbourclassification (KNN), 

Decision Tree classfication (DT) and Random Forest 

classification (RF). The neural network discussed here is the 

Extreme Learning Machine (ELM). 

II. LITERATURE SURVEY 

This section illustrates previous work of different 

researchers with different breast cancer datasets.In [4] 

various machine learning classifiers like SVM classifier, 

Random Forest, KNN classifier and Decision Tree are 

compared with feature selection algorithm and results 

showed that Random Forest gave the best results with 93% 

accuracy. In [5] researchers compared different ML 

algorithms namely Naive Bayes, SVM, Decision TreeJ48, 

RandomForest, Bagging, AdaBoostandLogistic Regression 

over Wisconsin Breast Cancer dataset with PCA and results 

showed that Random forest gave the best results. 

In [6] author compared SVM, KNN, Artificial Neural 

Network and Naïve Bayes are compared and results proved 

SVM gave the highest accuracy and after that neural 

network. ANN, SVM and Decision tree are compared in [7] 

and SVM was the best among all the machine learning 

methods with highest accuracy and lowest error rate. In [8] 

authors explored KNN performance with WBC(wisconsin 

Breast Cancer) dataset and WDBC(wisconsin diagnostic 

breast cancer) dataset with three iterartions, in which the 

initial iteration is without feature selection, second with 

feature selection and KNN and the last iteration consist of 

Chi-sqaure feature selection, all these help in getting optimal 

value of K and also the chi-square base feature selection 

with KNN classifier gives the best accuracy results. 

In [9] the researchers compared single layer neural 

network with two layer neural networks and found that 

single layer neural network gave the highest accuracy of 

86.5%. In [10], the dataset was taken from Iranian centre of 

breast cancer and compared decision tree, support vector 

machine and artificial neural network. Support vector 

machine was proven to be the best followed by an ANN and 

then the DT classification model.In [11], two datasets were 

taken for performing comparison among different machine 

learning models. The datasets were WPBC(Wisconsin 

Prognostic Breast Cancer) and Wisconsin breast cancer 

dataset. 

 

 

 

mailto:chhayagupta.spm@gmail.com
mailto:nasibsgill@gmail.com


 

Machine Learning Techniques and Extreme Learning Machine for Early Breast Cancer Prediction 

164 

Published By: 

Blue Eyes Intelligence Engineering 
& Sciences Publication  

Retrieval Number: D1411029420/2020©BEIESP 

DOI: 10.35940/ijitee.D1411.029420 
 

 

 The comparison was between decision tree classification 

model, Naïve Bayes model, neural network and support 

vector machine with different kernels. Results showed that 

the neural network was best for WBC dataset and support 

vector machine with radial basis function (RBF) and was 

best for WPBC dataset. 

In [12], an ANN (Artificial neural network) with Principal 

Component Analysis (PCA) is used.In [13], WPBC dataset 

is used for making comparison of different ML(Machine 

Learning) algorithms. The result showed that SVM, DT 

were among best predictors.In [14], multi-layer perceptron 

with backpropagationand support vector machine were used 

for classification of dataset. Support Vector machine was 

found to be the best result giving algorithm. 

In [15], a signal-to-noise ratio technique was used with 

different classification models which are k-nearest 

neighbour, SVM and PNN that is a probabilistic neural 

network.  SVM with RBF kernel was giving the best 

result.In [16], a comparative study was done on the random 

forest classification model,  Naïve Bayes model and Support 

Vector Machine model to analyze the Wisconsin breast 

cancer dataset on the parameters of precision, accuracy and 

specificity. 

In [17], a new approach provided which was based on the 

neural network with feed-forward BP algorithm. A 7 hidden 

unit neural network was used to obtain the results. 

In [18], relevance vector machine (RVM) was compared 

with other machine learning techniques. Linear Discriminant 

Analysis (LDA) method was utilised for dimension 

reduction. RVM gave the best results in their experiment on 

WBC dataset. 

III. MACHINE LEARNING CLASSIFICATION 

MODELS USED 

This section presents the machine learning classification 

models used in the present study. 

A. Support Vector Machine Classification 

This technique uses a maximal margin hyperplane to 

classify the dataset into different classes[3]. The technique is 

used in many fields like disease recognition, handwriting 

recognition, speech recognition, and many other fields of 

pattern recognition. This technique increases the gap 

between the classes which it creates as in Fig.1. 

 
Fig. 1.Different Classes via SVM 

An SVM model which uses kernel as a “Sigmoid” kernel 

could be considered as a neural network with two. SVM can 

be used with different kernels like “linear”, “poly”, “radial 

basis function (RBF)”etc[19].SVM is a algorithm that can 

classify the dataset into different classes efficiently[20]. In 

this, each data point is plotted in an n-dimensional space and 

then a hyperplane or line is determined by classification. 

Fig.2 beautifully distinguishes the two classes as the points 

in green circle class and other data in red circle class. As 

SVM is a multi-dimensional space therefore, each point 

becomes a vector here. 

 
Fig. 2.Support Vector Machine Classification showing 

different support vectors 

B. K-Nearest Neighbor Classification 

This is a very effective and simple classification method 

which can be implemented very easily. The ideology is to 

find K similar samples from feature samples[21].It is 

measured by finding the distance between various 

eigenvalues which we call as Euclidean distance[21] as in 

Fig.3. The number of K neighbours is predetermined firstly; 

default value taken for K is usually 5. Then, K nearest 

neighbours of a new data point is taken. Among these K 

neighbours, data points are counted in each category and the 

new data point is assigned to the category for which you 

counted the most neighbours. 

 
Fig. 3.K-Nearest neighbour Classification classifying 

Euclidean distance 

 

The Euclidean distance is calculated as below: 

d =         
         

  

C. Decision Tree Classification 

Decision Tree is a type of flow chart in which dataset is 

split in a manner so that every split region has a maximum 

number of data points as in Fig. 4. These trees partition the 

inputs into cells and each cell is considered as one 

class[22].Partition is done according to the tests performed 

on the dataset. Each node gives birth to two roads either a 

true circumstance or a false one. It is a model that is similar 

to a tree. Tree leaves represent partitioned datasets. In this 

algorithm the best data point is root. In this algorithm, we 

start with root for describing 

the class of a record.  
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In this data point’s attributes are compared with internal 

nodes of the decision tree until we reach the leaf node with 

predicted class. 

 
Fig. 4.Decision Tree Classification 

D. Random Forest Classification 

Random forest is a version of ensemble learning and it 

follows a bagging technique as in Fig. 5. The base model 

used in the random forest is the decision tree. This algorithm 

selects data points randomly and creates multiple trees or 

forests. In this, random K data points are selected from the 

data set and decision trees is build for these data points. 

Samples are taken with a replacement but trees are related in 

such a manner so that the correlation between classifiers 

could be reduced. As it is an ensemble learning algorithm it 

provides best results with accuracy and in very less 

processing time. 

 
Fig. 5.Random Forest Classification with base model as 

Decision Tree 

E. Extreme Learning Machine(ELM) 

It is a technique which is used as single hidden layer 

feedforward neural network which chooses hidden nodes 

randomly and determines output weights[23] as in Fig.6. 

This method has one input layer which consists of input 

nodes, one hidden layer consisting of hidden nodes and 

single output layer that provides output. It is a bit different 

from traditional Back-Propagation algorithms.This 

algorithm sets number of hidden neurons and weights are 

assigned randomly between the input and hidden layers with 

a bias value, then the output layer is calculated by using 

Moore Penrose pseudoinverse method[24].This algorithm 

provides an exceptional fast processing speed and great 

accuracy. When ELM is compared with traditional neural 

network techniques it is found to be more convincing as it 

overcomes the overfitting problems[25]. Fig. 6 is an ELM 

consisting of n-input layer nodes, l hidden nodes and m 

output layer nodes. The algorithm for ELM is as follows: 

Step1: Training sample is [X, Y] = {xi, yi} (i= 1,2,……Q) 

and X and Y matrices can be described as below with n = 

dimension of input matrix and m = dimension of output 

matrix  

X =  

              

             

                      
               

   (1) 

 

Y =  

              

             

                      
               

   (2) 

Step2: ELM then assign weights matrix for input layer as, 

W =  

              

             

                      
               

   (3) 

Step3: Biases are assumed as, 

β = 

              

             

                      
             

   (4) 

Step4: Bias is randomly set for hidden layer neurons as, 

B =           T       (5) 

Step5: An activation function is chosen and according to 

Fig. 6 the output matrix can be expressed as, 

T =          m*Q  (6) 

Where column vectors of T are as follows: 

tj =  

   

   

 
   

   = 

 
 
 
 
 
                

 
   

                
 
   

 
                

 
    

 
 
 
 

     (7)           

(j = 1,2,3,….., Q) 

Step6: Calculate the Moore-Penrose pseudoinverse of the 

matrix. 

Step7: Calculate the output weight matrix H as, 

                       Hβ = T’  (8) 

 
Fig. 6.ELM Neural Network 
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IV. METHODOLOGY USED 

Above mentioned algorithms have been applied on 

Wisconsin Breast Cancer (WBC) dataset available 

publically atUCI repository. Anaconda Spyder as a platform 

has been used for coding with Python version 3.7. The 

methodology includes various techniques like Support 

Vector Machine (SVM), K-Nearest Neighbors (KNN), 

Decision tree (DT), Random Forest (RF) and Extreme 

Learning Machine (ELM) with dimension reduction 

technique that is Principal Component Analysis (PCA).In 

this paper, after reading the dataset, preprocessing of data is 

done by splitting the dataset into two sets namely training 

and testing. Ratio used for splitting the dataset is 75:25. 

Python API Scikit-learn is used to perform different tasks. 

After data is split, feature scaling is done. It is helpful in 

normalising the data within a range so that the algorithm 

speed can be increased. After normalization of data, 

dimensions are reduced. In this paper PCA is used for this 

purpose and the process is explained below. 

A. Dimension Reduction 

The process of reducing independent variables to 

principal variables is known as dimension reduction[20]. 

This process reduces the dimensions of the dataset so that 

data can be viewed better and can be utilised better. It is 

explained in Fig.7 below. 

 
Fig.7.Principal Component Analysis Algorithm 

B. Model Selection 

It is the most interesting phase as in this machine learning 

algorithm is selected. Machine learning algorithms are 

categorised into two groups namely: Supervised and 

Unsupervised learning algorithms. In the supervised 

algorithm, the machine is trained on labelled data. 

Supervised learning algorithms are divided into regression 

and classification techniques. An unsupervised learning 

algorithm is a method in which unlabelled information is 

provided to the machine and this information is analyzed 

without any direction. In this dataset, Y is a dependent 

variable which is having values either malign (1) or benign 

(0)[20]. Here classification techniques are applied. This 

paper compares five algorithms which are:  

 K-Nearest Neighbour classification technique 

 Support Vector Machine classification technique 

 Decision Tree classification technique 

 Random Forest classification technique 

 Extreme Learning Machine neural netwrok 

V. EXPERIMENTAL RESULTS AND 

PERFORMANCE ANALYSIS 

Table I provides results of the experiment conductedon 

dataset by using various different techniques. Different 

techniques used here are compared on the various aspects 

like training and testing accuracies and training time taken 

on the dataset as well as testing time taken on dataset. The 

results clearly show that Extreme Learning Machine is the 

most best among others as it is giving 99% accuracy and in 

very less time. 

 

Table I Performance Comparison 

MODEL ACCURACY TIME   

 Training (%) Testing(%) Training(ms) Testing(ms) 

Decision 

Tree(DT) 

0.83098 0.88811 0.046875 0.015625 

K-Nearest 

Neighbour(K
NN) 

0.88967 0.8951 0.359375 0.328125 

Support 
Vector 

Machine(SV

M) 

0.9061 0.90209 0.0625 0.015625 

Random 

Forest(RF) 

0.93192 0.93006 0.15625 0.140625 

Extreme 

Learning 
Machine(EL

M) 

0.94366 0.993 0.046875 0.015625 

a.  Table I provides experimental results. 

Fig.8 shows bar chart comparison for all the models used 

in this paper. 

 
Fig.8. Accuracy and Time Comparison among various 

models used 
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VI. CONCLUSION 

Extreme Learning Machine (ELM) can be used to predict 

Breast cancer with an approximate 99% accuracy rate after 

50 epochs. This accuracy is provided with the feature 

selection mechanism of PCA along with ELM. This 

mechanism can be used in future to identify the benign and 

malignant cells in early stages and can be implemented as an 

application in mammography techniques. There is always 

room for improvement. The performance may certainly be 

enhanced by researchers and hence provides scope of further 

advancement. 
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